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Numerical simulations of driven vortex systems
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This paper reports on several large-scale numerical simulations of vortex systems that are driven through
superconducting media with defects. The simulations are based on the time-dependent Ginzburg-Landau equa-
tions. The simulations demonstrate regimes of plastic and elastic steady-state motion in the presence of a twin
boundary, show the effect of regular and irregular arrays of point defects on vortex trajectories, and show a
mechanism by which vortices move through an array of columnar defects. Also presented are the results of
some transient simulations in two and three dimensions, which show that, in the transition from the Meissner
state to the vortex state, vortices are formed by a process of deposition.

I. INTRODUCTION transition from the Meissner state to the vortex state in two
and three dimensions. The results are summarized and dis-
The quantitative exploration of the dynamic states of acussed in Sec. V.
vortex system driven through a superconducting medium
poses formidable challenges, especially when there is a sig- II. GINZBURG-LANDAU MODEL

nificant degree of disorder in the medium. Energy losses are . . . . ) .
inherent; hence, the definition of a free energy is ruled out, The simulations described in this article are based on the

and the usual relations of thermodynamics do not apply. IAnacroscopic Ginzburg-Landau model of supgrcor!ducti'vl.ty.
cases like these, numerical simulations can yield informatior] "€y require the solution of two coupled partial differential
that is difficult or even impossible to obtain otherwise. In this€guations for the complex-valuedrder parameter
article we report on several large-scale simulations of vortex™ |#/€'¢ and the real vector-valueesctor potential A
systems that are driven through superconductor configura-

2 H 2

tions with defects. We demonstrate regimes of plastic and h ﬁ 1€ _ f &

. o . ==t =———|=V Al y+ay
elastic steady-state motion in the presence of a twin bound- 2mD\dt £ 2mg)\ i C
ary, show the effect of regular and irregular arrays of point blul2
defects on vortex trajectories, and show a mechanism by —blyl%y, @
which vortices move through an array of columnar defects. 1A
We also present the results of some transient simulations in 1dA __°c
two and three dimensions, which show that, in the transition V( c ot Ve = 4#VXVXA+JS' @

from the Meissner state to the vortex state, vortices are

formed by a process of deposition. Here,® is the real scalar-valueglectric potential andJs is
The simulations are based on the time-dependerihesupercurrent densitywhich is a nonlinear function of

Ginzburg-Landau(TDGL) equations. The equations de- andA,

scribe the state of a superconducting medium in terms of an

order parameter and a vector potential. There are no assump- e

tions about the number of vortices in the system or the vortex I=Jd¢Al= 2i

interaction laws. In this sense, the TDGL equations are more

Sh * * eg 2
o (U V) = uiA

reliable than the equations of molecular dynamics, especially _E| 2 2V g e_sA 3)
in cases where boundaries and nucleation processes are in-  mg v ¢ c )
volved.

The numerical integration of the TDGL equations re- The quantity|y|? represents the local density of Cooper
quires, however, considerable computational resources. Thagirs (the superconducting charge carrjers is Planck’s
large-scale simulations reported here were carried out on theonstant divided by 2; a andb are two positive constants;
IBM SP system at Argonne and took typically on the orderc is the speed of lightms andeg are the effective mass and
of hundreds of hours of CPU time. But, as our simulationscharge, respectively, of a Cooper pair;is the electrical
demonstrate, realistic configurations can be modeled quiteonductivity; andD is the diffusion coefficient. As usualjs
successfully, and significant results can be obtained. the imaginary unit and an asterisk denotes complex conjuga-

The Ginzburg-Landau model of superconductivity and detion. The electric fieldis E=(1/c)d,A+ V®, the magnetic
tails of the numerical approximation are presented in Sec. llfield B=V X A.

Section Il is devoted to simulations of driven vortex systems The configurations used for the simulations model a su-
in the presence of a twin bounda$ec. 11l A), point defects  perconducting core imbedded in a blanket of nonsupercon-
(Sec. llIB), and columnar defect&Sec. 111Q. Section IV ducting material(insulator or ordinary metal No Cooper
gives the results of some transient simulations illustrating theair leaves the superconductor, so
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n-Js=0 (4)  The constank is the Ginzburg-Landau parameter=\/§;
) o is a dimensionless resistivity coefficiento
at the interface between the superconductor and the blanke;,(47TK2D/C2)V. The interface conditiond) keeps the same
wheren is the local unit normallvgctor._ Outside the SUPET-form, although the symbols now stand for the corresponding
conductor, the order parameter is identically zero. Boundaryimensionless variables. The nondimensional TDGL equa-

conditions specify the magnetic field at the outer boundary 4ions are associated with the dimensionless energy functional
The TDGL equations describe the gradient flow for the

Ginzburg-Landau energy, which is the sum of the kinetic i 2 , 1
energy, the condensation energy, and the field energy, E[¢//,A]=J VALY —|yl*+ §|¢|
— h €s 2 2 b 4 2
elwAl= [ ||| 79 2A ] +| —alul+ 1) |vxAR| ax 10
) In the system of dimensionless variables, the lower and up-
+[VXA[7| dx. ) per critical field areH ;= (2«) ~1(In k+3) andH,=«, re-

] . . spectively. The thermodynamic critical field 14.=1/,2
The integral extends over the entire configuratismpercon- —qg 7g7 . . , and the BCSlepairing current igges= 23
ductor plus blanket An equilibrium configuration corre- _g3g5 2
sponds to a critical point d. When material defects are present, we replace the term

The energy functional5) assumes that there are no de- —| 4|2 in the energy functional by- 7| {2, wherer depends
fects in the superconductor. Material defects can be naturally, position: 7(x)<1 if x is in a defective regionr(x) =1

present or artifically induced and can be in the form of point,yiharwise. The termy in Eq. (7) is then multiplied by the
planar, or columnar defectgluenched disordgrA material osition-dependent factar.

defect weakens or eliminates the well in the condensatioﬁ We consider only rectangular geometries in a standard
energy. This effect can be included in the Ginzburg-Landayigne hand coordinate systemx: from left to right, y from
model by making the parameter position dependent and fron¢ 1o hack, and from bottom to top. The magnetic field is
giving it a smaller value at the site of a defect. always oriented in the direction.

Temperature is a parameter in the Ginzburg—Landau
model; it features only in the coefficienéssand b, and heat
loss mechanisms are not accounted for. Thermal fluctuations
can be included in a Langevin formulation, where a time- The (nondimensional TDGL equations are invariant un-
varying random source term is added to the equation for thder a gauge transformation
order parameter. If the mean strength of the source term is e
zero, its standard deviation is a measure of temperature. G (YA @)= (Y& A+ Vyx, & = dix). (1D

We maintain thezero-electric potential gaugeb =0, at all

B. Gauge choice and link variables

A. Dimensionless form times using the link vectou,
Let 2=alb, and let\, £ andH, denote the London U=e ix/A (12)
penetration depth, the coherence length, and the thermody- o )
namic critical field, respectively, This definition is componentwisd),=e </ "Ax(X".y.2) dx'

and so forthU,, Uy, andU, are thelink variablesof lattice

L2 gauge theory.The TDGL equations assume the form

. He=(4mayi)'?

( mSCZ )1/2 hz
) |

2.2
4 eg 2mga © o 1 . 72 ,
= 2 UL U+ u=lelPy, (13
In this study, we render the TDGL equations dimensionless Ko mmRyE I
by measuring lengths in units of, time in units of the IA
relaxation time£?/D, fields in units ofH.y2, and energy UE:_VxVxAjLJS, (14)

densities in units of (1/4)H2. The nondimensional TDGL
equations are

1 d
‘]S,#E‘]S,;L[wlu,u]zzlm (Uuw)*%(u/ﬂ#) ’ M:X:yaz-

d i 2
H — | _ _ 2
(ﬁ*'“‘b)"" (KV+A vru—lulte, @ 15
JA C. Computational procedures
ol —+VP |=-VXVXA+], (8) , ,
at For the numerical solution of Eq&L3)—(15), we evaluate

¢ at the grid verticesx; ,yj,z) andA,, Ay, andA, at the
1 midpoints &+ 3h,,Yi,Z) (x,yi+3h,,2) and
- —__ _ _ 2 it 2 Y14k iYjm 2lly.4k),
‘]S_JSW’A]_Zi K(‘ﬂ*vw PV = lylA (XY 2zt ih,), respectively, of the edges of the computa-
tional grid. The supercurredt and the link vector are evalu-
ated at the same points as while the magnetic fieldB is
evaluated at the centek;(+ zhy,y;+zhy,z+3h,) of each

1
SR o
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grid cell. This placement of the evaluation points is dictateddifficult to design a procedure that consistently makes the
by the curl operator. The approximation is second-order aceorrect connections, especially when the vortices are mov-
curate in space. Updating in time is done with a single-stepng. For this reason, we rely mostly on visualization tech-
forward Euler method. niques, drawing isosurfaces pf| andB=|V X A]|.

The TDGL code has been implemented on the IBM SP Much relevant information about the properties of a su-
system at Argonne National Laboratory. At the time of thePerconductor is obtained by measuring the voltage response
simulations, this system had 128 processors and 128 Mbytd§ @ driving current. The voltage difference between two
per processor; most simulations were done using 16 procet&ads is proportional to the average velocity of the vortices
sors. The transformations necessary to achieve parallelisff0Ssing the line joining the leads. In the simulations, we
are described elsewhetd@he code uses the message passing©ompute the voltage difference between two points by inte-
interface (MPI) standarfl as implemented in the MPICH grating the electric field along the line joining the two points.
software library to handle domain decomposition, interpro-
cessor communication, and file 1/0. [ll. DRIVEN VORTEX SYSTEMS

A simulation is normally initiated from the Meissner
state. The TDGL equations are integrated through the tran- Sl X
sient state, and the simulations are continued into the stead{Pns Of vortex motion in the presence of a twin boundary
state for as long as necessary to collect data for visualizatiofP€C- !l A), point defects in two dimensioriSec. Il B), and
and postprocessing analysis. Transport-driven systems egflumnar defects in three dimensiofgec. Il O.
hibit fluctuations during the steady state, not only on the
microscopic scale but also on the macroscopic scale, so in A. Twin boundary effects
practice it is often difficult to say when exactly a steady state T\vin boundaries in YBCO provide a prototypical ex-

has been reached. We adopt a pragmatic point of view angysje of strong anisotropic pinning by an extended défect.

allow for some fluctuations of macroscopic quantities withinyyhije initial magneto-optical experimefitshowed that twin
narrowly defined limitdfor example, a variation of less than boundaries are planes of reduced pinning, allowing flux to

1% in the numnber of vorticesWe note that a very largé penetrate more deeply into the superconductor than in the
number of time steps is sometimes needed to reach steady,rrounding untwinned regions of the crystal, later stdflies

state. . . i ) found twin boudaries to be barriers to flux penetration. The

Both two- and three-dimensional configurations are used,snarent conflict was resolved by further magneto-optical
Two-dimensional configurations are cross sections of threeéxperimenté,l which revealed that the nature of the twin
dimensional configurations that are infinite and homogeyq ngary pinning depends on the direction of the Lorentz
neous in the direction of the field.e., thez direction. We  force griving the vortex motion. Barrier action occurs when
assume periodicity in they direction. We have A he | grentz force is perpendicular to the twin boundary,
=(AcAy,0), Js=(Jsx:Jsy,0), andB=(0,0B), with B\ hjle deep penetration occurs when the Lorentz force is par-
=d,Ay—dyAx. The boundary conditions specify the mag- il to the twin boundary.
netic fieldB=B,_ at the left surfaceB=Bg at the right sur- The purpose of the first set of simulations is to explore the
face; B =Bg if the field is uniform. A nonzero differential  jyterplay between pinning and driving forces in more detail.
B, —Bg generates a bulk transport current in theirection.  \ye find that, at weak driving currents, a twin boundary
The periodicity condition implies that we model a segmentgominates both the local structure and the motion of vortices.
of a current path, rather than a current loop, so we avoid edg¢ne twin boundary is an impenetrable barrier to vortex mo-
effects. A transport current in the direction acting on a tjon, and in the bulk the vortex system shows plastic motion.
vortex (magnetic flux tubgoriented in thez direction results  Ag the current increases, the vortices in the twin boundary
in a Lorentz force in thex direction, F=(F,0,0). In three-  gre no longer stationary, there is motion in the twin bound-
dimensional simulations we have the option of imposing ary, and vortices may cross the twin boundary at weak spots.
transport current in the ory direction. _ At strong currents, the driven vortex system behaves like an

In a two-dimensional system, each vortex is a straight ling|astic medium, and most trajectories suffer only a slight
parallel to thez axis. Its position in theX,y) plane is found perturbation at the twin boundary.
by integrating the supercurredf once around the circum- ~ The configuration used for these simulations is that of a
ference of a computational mesh cell: a measurable value %fuperconducto(GL parametetk=4) that is infinite and ho-
the integral indicates the presence of a vortex in the interiofnogeneous in the direction of the fielz)( periodic iny, and
of the cell. (The presence of more than one vortex is eX-pounded inx. The (X,y) Cross section measures\32 48\ .
cluded if the computational grid is sufficiently fine. In our The superconductor is embedded in an insulating légier,
simulations, a computational mesh cell measures two cohe{yhich is I\ thick. A driving current in they direction is
ence lengths along each sidelaving found the position of  generated in the bulk by a field differential between the left
each vortex, we generally use a Delauney triangulation tgnq right boundary,
analyze the structure of the vortex lattice. Each vortex in the
bulk with fewer or more than six neighbors identifies a de- B, =0.8+K, Bg=0.8-K, (16)
fect in the lattice.

Finding vortices in three dimensions is not trivial. In prin- K is variable(units ofH.,/2). The twin boundary is modeled
ciple, one can find the point of intersection of a vortex withas a “trench” running from left to right at a 45° angle, two
each transverse plane and connect these points in the longierrelation lengths wide, where the condensation energy is
tudinal direction to generate the vortex lines. In practice, it isreduced randomly to a mean value of 56% of the bulk value

In this section we present the results of several simula-
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b tion region. This velocity direction discontinuity may be un-
% derstood in terms of the principle of motion restricted to
f?%mv/»ff close-packed directions. The lattice accommodates the twin
f;.;‘;‘:ijfi”:i’j boundary by orienting one of its close-packed directions
B along the boundary, as described above. Since the twin
%’;—_—, = boundary is a barrier to vortex flow, the other two close-
M{;:__w-f‘f”é packed directions are effectively blocked as paths for mo-
e tion. If any motion is to occur, it must be along the close-
e packed direction parallel to the twin boundary. However, just
T BB below the left end of the twin boundary, the barrier effect is

(b) absent, and all close-packed directions are available for vor-
tex motion. The vortices choose to move to the lower right,
because it is the close-packed direction oriented nearest to
and normally distributed with a standard deviation of 25%.the direction of the Lorentz force.

Outside the twin boundary, the bulk of the sample is free of Despite the velocity discontinuities, there is a great deal
defects. of correlation in the vortex motion in Fig.(d). The four

Figure 1 shows the vortex trajectories at increasinglyrows of vortices above the twin boundary move with ap-
stronger driving currents. We discuss each case in detail. proximately equal average velocity, as do the two rows just

Weak Curren{Fig. 1(a)]. The twin boundary dominates below the boundary and the fifth to seventh rows below.
both the local structure and the motion of vortices. The vor-These correlations of neighboring velocities are easy to un-
tices in the twin boundary are stationary, being pinnedderstand qualitatively as an effect of the shear modulus. Elas-
against motion by the random potential; the twin boundary idic energy is minimized if neighboring vortices move at the
an impenetrable barrier to vortex motion; vortex motion insame velocity, so that the shear bonds are not stretched. In
the bulk is plastic motion, and the direction of motion of the spite of this mechanism, the velocity correlations are rela-
vortices is primarily along the close-packed directions of thetively short range, extending less far than the orientational
lattice. correlation of the lattice.

The last feature especially explains the guided motion that Intermediate curren{Fig. 1(b)]. The driving force has
occurs in Fig. 1a): The twin boundary defines the close- become comparable with the twin boundary pinning forces,
packed directions, this orientational order persists over long@nd the twin boundary no longer dominates the motion of
range (up to the dimension of the simulated sampland vortices. The vortices in the twin boundary are no longer
vortex mation is restricted to the close-packed directions. Astationary; there are crossing trajectories in the twin bound-
a result, the twin boundary determines the velocity directiorary; vortex motion in the bulk is beginning to resemble elas-
of vortices even at distant points. tic motion; and the direction of motion of the vortices is

A characteristic feature of Fig.(d) is the occurrence of determined primarily by the Lorentz force.
velocity discontinuities—maost obviously at the twin bound- In fact, a new kind of guidance occurs, where vortices
ary, where the velocity suddenly jumps from zero to approxi-move parallel to the boundary but internal td4fThis inter-
mately its highest value in one lattice spacing. This is quitenal guidance is most easily seen at the lower left of the twin
different from the hydrodynamic motion of liquids, where boundary, but it also occurs elsewhere along the boundary
the velocity profile grows monotonically from zero at the over shorter distances in regions where the random pinning
boundary, reaching its highest value deep in the liquid. Adwells are relatively deep compared with the bulk but still
ditional discontinuities occur far from any local structural comparable in depth to neighboring wells. The driving force
feature. Four rows above the twin boundary, the velocityis sufficient to overcome the relatively low local barriers be-
abruptly jumps from a high value to nearly zero, and therdween wells, but insufficient to overcome the larger barriers
are discontinuous velocity changes two rows and seven rowslocking access to the bulk.
below the boundary. Farther below the twin boundary, aftera The high correlation among vortex trajectories near the
region of little or no motion, two adjacent rows of vortices twin boundary, which was apparent at the weaker current, is
suddenly flow at substantial velocity parallel to the twin missing. The fact that some vortex trajectories cross the twin
boundary. The discontinuities associated with these two rowboundary indicates that different vortices do not necessarily
have no apparent communication with the twin boundary offollow the same path when encountering the same pinning
with the guided motion adjacent to the boundary. They illus-configuration at different times. Their motion depends not
trate the collective nature of the plastic response of the vorenly on the pinning configuration, but also on the local vor-
tices to the particular driving and pinning forces in the simu-tex configuration at the time of the encounter.
lation. The twin boundary, which has lost its structure, no longer

The plastic motion in Fig. () displays discontinuities in appears as an extended object to the vortices. Rather, it is a
the direction as well as the magnitude of the vortex velocityline of random pinning wells, some of which are strong
Near the left edge of the sample, just below the twin boundenough to trap vortices. Without local structure, there are no
ary, there are several rows of vortices moving to the lowemvell-defined close-packed directions and no structural fea-
right with substantial speed. These vortices border on artures to guide the motion of vortices. The randomness asso-
other group moving to the upper right with approximately ciated with the relative sizes of the pinning and Lorentz
equal speed. The discontinuity in direction is dramatic: theforces at this current destroys the coherence of the boundary
velocity change occurs in one vortex spacing with no transiand is ultimately responsible for the disorder that character-

FIG. 1. Vortex trajectories in the presence of a twin boundary.



1450 G. W. CRABTREEset al. PRB 61

izes the plastic motion in Fig.(ft). Where there is no ran- 750
dom element, as in the bulk of the sample, the motion is
h|gh|y ordered. 700 | —¢— Rectangular Array
Far from the twin boundary, where pinning is absent, a
new order appears in the vortex motion. Figu(b) shows a 650l
remarkable uniformity in the vortex trajectories. The vortices
all move in nearly the same direction with the same speed.
Further, the direction of motion is nearly the Lorentz force
direction, not the twin boundary direction. The motion of
Fig. 1(b) is the beginning of elastic motion, where all vorti-
ces move with the same average velocity. The effect of the
twin boundary on the vortex velocities is greatly reduced.
There is only local influence in the vicinity of the twin 4s50f
boundary, and it upsets the elastic order imposed by the Lor-
entz force, rather than defining the orientational order that 4033 1 1 12 13 4 15
controls the Lorentz force. At this driving current, we clearly Applied Field, H
see a competition between the Lorentz force and the pinning
forces. Neither is dominant, and the unstructured velocitie
of the vortices near the twin boundary reflect the incoheren

hature of their response. strength; the condensation energy at each defect is 56% of
Strong curre_n(Flg. 101 T_he_Lorentz force clearly OVEI™ the bulk value. In the arrangement with rectangular symme-
Whe'T“S the twin boundary pinning forces, and the motion IS‘try, the defects are placed in a regular square pattern; in the
elast|g everywhere_. Most trajectories suffer only a slight per'arrangement with triangular symmetry, every other column
turbation at the twin boundary. is shifted vertically over a distance .5
We note that it takes considerable time to reach the steady
B. Point defects state, especially when the defects are arranged in a triangular

The TDGL equations enable a close look at vortex motiorattern and when the bulk transport current is weak.
through arrays of point defects. The numerical simulations in  Figure 2 illustrates the observation that the triangular de-
this section show the actual effect of two regular defectfect arrangement accommodates more vortices than the rect-
arrangements—one with rectangular symmetry, the othefhgular defect arrangement. The number of vortices in the
with triangular symmetry—on the number of vortices, theSystem at steady staténcluding the 160 vortices that are
vortex trajectories, and the magnetic field in a superconinned on the defects at all timesnges from approximately
ductor. 413 atH=0.9375 to 745 aH = 1.375 and is generally higher

The simulations lead to a number of observations. Thdor the triangular arrangement. The one exception, at the
triangular defect arrangement accommodates more vortica¥eakest current, indicates that the steady state was probably
(at steady stajethan the rectangular defect arrangement andnever reached in this case. The difference is small but mea-
is slightly more effective at vortex pinning, at least at weaksurable (approximately 5% and becomes smaller as the
driving currents. Vortices travel a|ong We||-e5tab|i5heddriVing force increases. At the Strongest current considered
tracks, which are formed early in the transient phase. Thé&ere, the difference has disappeared altogether.
average vortex spacing increases in the direction of vortex Figures 3 and 4 support the observation that the triangular
motion and enforces the formation of fault lines in the latticedefect array may be more effective at vortex pinning, at least
structure of the moving vortices. When the driving force isat weak driving currents. Figure 3 shows th¥ curves de-
weak, the magnetic field is determined primarily by the vor-duced from the simulationd 2H). The rectangular defect
tices that are pinned on the defects, and vortex motion in the
transverse direction has a smoothing effect on the magnetic '°°[™ ' R T IRRSPRIARS
field. i e

The basic configuration used for these simulations is two [ [
dimensional: a superconductor measuring\ 838\, peri- e ;*'QI'A‘Y
odic iny, embedded in a thin insulating blankét\). A bulk B
transport current is generated in tliedirection by a field
differential between the left and right surface,

—é&—  Triangular Array
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FIG. 2. Number of vortices at steady state as a function of the
pplied field.

77.09

60—

Voltage

B, =2H, Bg=0. (17) or
H is thus the average applied field, which is variable.
A total of 160 point defects are arranged regularly in the | 1e2
interior in 16 rows and 10 columns. The columns ave 3 i
apart, so a defect-free zone ok 3s left adjacent to the left ol ez L
and right surface. A defect covers one computational mesh ~ °:%° 100 1;3pop|;ed ot 130 1:40
cell (which is one-half coherence length on each side the
density of the defects is 0.16%. All defects have the same FIG. 3. Current [=2H) vs voltage.
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FIG. 4. Vortex residence time at steady state as a function of the =
applied field.

arrangement yields a higher voltage at low currents and & FiG. 6. Vortex trajectories through a triangular array of point
lower voltage at high currents; the crossover occurs aroungefects; top row, from left to rightH =0.9375, 1.0625, 1.1875;

H=1.3, a little below the strongest driving force used inpottom row, from left to rightH=1.250, 1.3125, 1.375.

these simulations. Figure 4 shows the residence times, a

measure of the average time spent by a vortex in the system Rectangular defect arrangemefiig. 5. When the driv-

as it moves across the samgot counting vortices that are ing current is weakest, the tracks are straight and run midway
pinned. The triangular defect arrangement forces the vorti-between the defects. Deviations from this pattern occur near
ces to spend more time in the system, certainly at weak cuthe left surface; for example, some vortices are being trapped
rents. The difference becomes less pronounced as the drivirf§ an interstitial site, while others that had been trapped ear-
force increases, and beyond some point the arrays appeﬁﬂr at an interstitial site manage to escape and travel down
equally effective. the nearest available straight-line track. The vortex pattern is

The vortex trajectories are shown in Fig.(&ctangular highly regular; a triangulation of the moving vortex lattice
defect arrangemeniand Fig. 6(triangular defect arrange- Shows that it is virtually free of defects.
meny. Both cases show that the vortices tend to travel along As the average fieldand, hence, also the driving currgnt
well-established tracks—a phenomenon shown most graphincreases, more vortices need to be accommodated, and mul-
cally by Haradaet al'® The track patterns are establishedtiple tracks develop between adjacent defects near the left
during the transient phase and maintained in a very stablgurface, where the vortices enter. The straight-track pattern
manner during the steady state. observed at weak current still exists but is pushed further
into the interior. In the left zone, vortices are squeezed be-
tween vertically adjacent defects along two tracks in an al-
ternating pattern, their passage being facilitated by a slight
up-and-down motion of the vortices that are pinned at the
interstitial sites. Gradually, as the vortices are driven to the
right and accelerate, the tracks straighten out and merge to
form the straight-line track pattern observed at the weakest
current. Since the number of vortices flowing across the
sample per unit time is constant, the increase in vortex ve-
locity is accompanied by a corresponding decrease in vortex
density. In fact, the density seems to change rather abruptly
where the tracks merge. This rather abrupt change in the
vortex density is associated with a fault line in the structure
of the vortex lattice: Fault lines provide a mechanism to
accommodate strains resulting from an increase in the inter-
vortex spacing?

The up-and-down motion of the vortices that are pinned at
the interstitial sitedmentioned in the preceding paragraph
can be observed directly. But there is also indirect evidence.
Figure 7 shows the temporal evolution of the voltage drop
between two leads placed, respectively, ahZiom the left

FIG. 5. Vortex trajectories through a rectangular array of pointsurface, at the center of the sample, and ah Zfom the
defects; top row, from left to rightd=0.9375, 1.0625, 1.1875; right surface H=1.375). During an initial transient, which
bottom row, from left to rightH=1.250, 1.3125, 1.375. starts successively at the left-most, center, and right-most
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FIG. 7. Temporal evolution of the voltage drop along a vertical % 5 o 15 20 25 30
line at 2.5. from the left surfacdtop), in the center of the sample Position, x
(middle), and at 2.5 from the right surfacgbottom). The width of o
the superconductor is 33 (H=1.375) FIG. 8. Magnetic field across the sampleveraged ovey).

From bottom to topH=0.9375, 1.0625, 1.1875, 1.250, 1.3125,

. . 1.375. Vertical lines mark the positions of the defects.
position, the voltage r'ses to some nonzero average value.

Once the steady state is reached, each voltage keeps oscillahvmg force increasegmiddle curves motion in they di-

ing, and the oscillations are clearly modulated. The Oscma'rection becomes more significant, both with the rectangular

tions mark the passage of individual vortices across the lingnq the triangular defect arrangement. The field still shows
joining the leads. They are stronger near the surfaces, angme oscillatory behavior, but the oscillations are less pro-

their average frequency is determined by the vortex velocity, ; \nced. The field appears to be slightly stronger in the tri-

and density. The modulations are manifes_tations of the UPsngular case. At the strongest driving foreep curves, the
and-down motion of the vortices that are pinned at the interyjitfarence between the two arrangements has virtually disap-

stitial sites; as they move, they exert an accelerating or deéseared. The field is determined by the moving vortices, and
celerating influence on the velocity of each passing vortex.i, poth cases there is enough motion in ghdirection that

Triangular defect arrangemeniFig. 6). Especially at the  yhe field profile is almost flat between adjacent defect col-
weakest current, many vortices are again pinned at interstitig| g,
sites in the bulk. They force approaching vortices into @ geyeral of the findings outlined above have been con-
northeastern or southeastern direction and create the Op@fined in other simulations. For example, we observe chan-
Ioops in the hexagongl track.pattern. A triangu]ation of thena| motion in a large superconductor (32048\) with ran-
positions of the moving vortices shows a lattice structuréy,miy placed point defects. While some vortices are pinned
with a fair number of defects, but no discernible pattems. - 4, the defects, others move through meandering tracks pass-

As the average field increases and more vortices need {4 perween the point defects. The channels form during the
be accommodated, the hexagonal pattern near the left surfagg sient phase and remain remarkably stable. Their shape is
is replaced by-a quad.nlater(a:llamond p_attern. The h?xago' irregular because of the random placement of the defects.
nal pattern still persists, but further into the interior. The afier introducing thermal noise, we still observe channel
transition occurs in one or at most two column widths. This,iion but the phenomenon is considerably obscured by the
transition zone separates a high-density region on the Ief},,ations in the vortex trajectories. Also, the motion

from a low-density region on the right. Again, a decrease iny\q|yes on a different time scale and is more akin to creep
density is accompanied by a corresponding increase in V&, qiion.

locity, so the flux remains constant. As more vortices must
be accommodated, vertical motion of the vortices becomes
more difficult near the left surface. The diamonds open up,
and the tracks become more clearly separated. In this section we present the results of some three-
Figure 8 shows the magnetic fiel8] across the supercon- dimensional simulations. Simulations of this type are ex-
ductor for various values dfl. The thick curves correspond tremely time consuming, and systematic parameter studies
to the rectangular defect arrangement, the thin curves to thare still prohibitively expensive. We focus on vortex motion
triangular defect arrangement. When the driving force ishrough columnar defects. Columnar defects, which are in-
weak (bottom curves the magnetic field is determined pri- troduced in a superconducting crystal by irradiation with
marily by the vortices that are pinned on the defects, and thbeeavy ions, increase the critical current, extend the irrevers-
maxima coincide with thex positions of the defects. The ible region, and impede vortex creep motiGrSplaying the
maxima are less pronounced when the defects are arrangedlumnar defects with respect to the magnetic field has been
in a triangular pattern than when they are arranged in a recproposed as a mechanism to further enhance the transport
angular pattern. The smoothing is a result of vortex motiorpropertiest® Our simulations show that, under certain condi-
in the transverséy) direction; in the rectangular arrangement tions, splaying can have the opposite effect, as it facilitates a
such motion is virtually absent, while it is relatively signifi- kinking-induced transfer of a vortex from one defect to an-
cant in the triangular arrangemesee Figs. 5 and)6As the  other.

C. Columnar defects
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0.050
0.045 f
0.040 L (a) Tilted columnar defects, in-fan vortex motion
' (b} Tilted columnar defects, across-fan vortex motion
(c) Parallel columnar defects, configuration (a)
0.035 } (d) Parallel columnar defects, configuration (b)
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FIG. 10. Vortex motion through columnar defects. Voltage vs
time.

ally both splayed configurations yield a higher voltage than
FIG. 9. Vortex motion through splayed columnar defects.  either of the parallel configurations. A higher voltage repre-
i ) . _ ) sents greater vortex velocities.

The configuration used for these simulations consists of a2 e gbservation may seem counterintuitive at first, but
superconductor measuring X4 6\ X 12\, p?”"d'c INY, can be explained by the mechanism of kinking-induced vor-
embedded in an insulating blankithicknessz\). A bulk ey transfer. Given the strength of the defects, the vortices
transport current in thg direction generates a driving force prefer to be pinned to a defect. If the columns are parallel to
in the x direction. _ _ the field, the vortices are pinned over their entire length, and

Splayed columnar defects are introduced as follows. Firsf (akes considerable energy to drive them off a defect. If the
the bottom _plane_surface of the sgperconductor is _seed%lumns are splayed, a small kink in the vortex is sufficient
randomly with point defects of variable strengtlensity (g jnitiate a transfer to the next available defect.

1%). Next, the point defects are extended upward into the The sequence of snapshots of Fig. 11 captures the
interior of the superconductor to generate vertical CO|UmnaRinking-induced transfer of a vortex from one defect to an-
defects parallel to the applied field. The columns are subsesiher The defects are the thin straw-like objects, the vortices
quently tilted(splayed at an angle of-10° with respect o {he darker flexible tubes. A vortex that is originally pinned
the applied field, either in thex(z) plane or in the ¥,2)  op 5 defect develops a loop in the interior of the sample; the
plane. The positive and negative tilting directions are chose[boIO peels off and is pulled to the next defect. The loop
randomly from a uniform distribution, in such a way that extends in both directions in a travelling-wave-like scenario,

approximately one-half of all columns is tilted one way andanq gradually the entire vortex transfers to the next available
approximately one-half the other. This type of configurationgefect.

is referred to as “splayed.” By splaying the columns in the

(.X’Z). plane,. we simulate “in-fan” vortex motio.mi.e., mo- IV. TRANSITION TO THE VORTEX STATE
tion in the tilt plang; by splaying the columns in they(z) )
plane, we simulate “across-fan” vortex motighe., motion How vortices are formed as a superconductor enters the

transverse to the tilt planeln the latter configuration, the Vortex state from the Meissner state is a topic of considerable

vortices see the defects as V-shaped obstacles. Figure 9 gives
a typical snapshot of “in-fan” motion. The lighter objects e'
are the defects: they are stiff and stationary; the darker ob-
jects are the vortices: they are flexible and mo\iehe de-
fects are really straight; the pinched structure is due to an
error in the visualization codeThe strength of the magnetic
field is chosen so the number of vortices is approximately
equal to the number of defectématching field”).

The observation that splaying the columnar defects actu-
ally enhances vortex motion is supported by the voltage
curves of Fig. 10. The four curves show the temporal evolu-
tion of the voltage in four casesa) in-fan vortex motion
through splayed columnar defectb) across-fan vortex mo-
tion through splayed columnar defects) columnar defects
parallel to the field, same defect seeding as(&r and(d)
columnar defects parallel to the field, same defect seeding as
for (b). The voltages vary somewhat with time—an indica- FIG. 11. Kinking induced motion of vortices through splayed
tion that we have not reached steady state yet—but eventgelumnar defects.

bs
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to right, perpendicular to the lateral surfaces. The system is
originally in the Meissner state; at0, the field is raised,

B, =0.82,Bz=0.78. (The very small bulk transport current
helps to drive the vortex system to steady sjate.

At the start of the computation, the system is almost en-
tirely in the Meissner stat@ark gray; the order parameter is
slightly depressed near the left and right surface and the pla-
nar defect. Raising the applied magnetic field results almost
immediately in a suppression of the order parameter in a
fairly large region near the lateral surfac€Bhe slight asym-
metry is a result of the transport currgms the fronts of the
suppressed regions approach each other, they became un-
stable, especially near the planar defect. The instabilities de-
velop into vortices, and the fronts assume complicated spa-
tial structures. The formation of vortices continues, with a
concomitant rapid reduction of the free energy. At the same
time, the fronts of the suppressed regions retreat toward the
boundaries, but the order parameter remains suppressed in
the region of the defect. The planar defect facilitates the
formation of vortices, and soon the vortex region extends all
the way across the sample. Eventually, the entire supercon-
ductor is in the vortex state; the highest vortex density is
und in the twin boundary. The total number of vortices in

: : i ine system is approximately 2700.
experimental observations, although some exploding-coil ex Once the vortex state has been reached, the remainder of

periments have been reported recently in the literatlire. h S f th
Typically, in these experiments the field is ramped up tothe transient is spent on a rearrangement of the vortex con-

several hundred T in a few ms. The TDGL equations offer afiguration, with a gfa_d“a' decreas_e of the free energy. In the
unique tool to explore the transition to the vortex state, andibsence of any driving forces, this rearrangement proceeds

in this section we summarize the results of several numericaf "y SIOWI_V' A detailed investigation of the structure of the
simulations based on the TDGL equations. vortex lattice reveals that the system evolves toward a more

Simulations in two- and three-dimensional systems Supperfect lattice. The orientation of the lattice and the location

port a scenario where vortices are formed in the bulk of thé”lnd 'nat_ure of the remaining I_attlce defects depend on the
sample through a process of “deposition.” As the ambientrelat've importance of the pinning forces due to the surfaces

field ramps up, it rushes into the superconductor. The froniind the planar defect

becomes unstable, its curvature increases, and vortices are \.’0”6:5 deposr:tl?n 'rf] ttvfye? d|mefn3|orﬁ?l:rr]e 13 glvets af_ Id
spawned. The process is illustrated in Figs. 12 and 13. Th Eres of snapsnots of two Isosurfaces of the magnetic ie

time scale on which the evolution represented in these fig—urlng the transient phasg of a trans!t|on frpm the Meissner
; late to the vortex state in a three-dimensional system. The

configuration consists of a homogeneous superconducting
trip (periodic iny, measuring 8 X 2\ in the (x,z) plane, no
efecty imbedded in a normal metal. The computa-

tional domain, including the metal blanket, measures
14\ X 2.5\ X 12\, with periodicity in they direction. A uni-

FIG. 12. Vortex deposition in two dimensions.

debate and uncertainty. The time scales are too short fJE

been nondimensionalized by means of the unknown diffu
sion coefficient. Our best guess is that the entire depositio
scenario evolves in a matter of microseconds.

Vortex deposition in two dimensionBigure 12 gives a
series of snapshots taken during the transient phase; A Y : .
dark gray corfespondd)swlo a value clogse toVieissner s?aﬁe form_ magnetic fieldin the z dlrectlorj. with B,.=Bg=2.8is
light gray to a value close to Mormal statg and vortices applied at =0. We follow the evolution of the system to the

are set off against a black background. The configuratioOr€X state by monitoring the magnetic field.
measures 32x 48\ and is periodic iny. A twin boundary The figure shows how the magnetic field first penetrates

(planar defect, two coherence lengths Wigetends from left the super(_:onduc_ting _strip and the_n retreats as f_qu tubes are
spawned in the interior of the strip. The scenario of vortex

deposition is similar to the one observed above in two di-
mensions. Because there are no defects in the system, the
final arrangement of the flux tubes is perfectly symmetric.

When thermal fluctuations are included, the scenario is
basically the same but proceeds in a much more irregular
fashion. Isosurfaces seem to float and coalesce in the strip,
and flux tubes form more or less by condensation of fluctua-
tions. Figure 14 shows a typical vortex configuration.

V. SUMMARY AND DISCUSSION

In this article we have presented the results of several
FIG. 13. Vortex deposition in three dimensions. large-scale numerical simulations of vortex motion in super-
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plastic or elastic, depending on the relative strength of the
pinning and driving forces. From the details of trajectories it
is possible to make qualitative judgments as to the relative
merits of certain defect arrangements. In particular, the simu-
lations show that a triangular arrangement of point defects
may be better at pinning vortices than a rectangular arrange-
ment and that splaying columnar defects with respect to the
magnetic field has the effect of actually enhancing the aver-
age vortex velocity. The simulations also provide insight in
the process of vortex formation, showing that the process
evolves via a scenario of vortex deposition in the bulk.
Simulations based on the TDGL equations are extremely
time consuming and require significant computing resources.
They are therefore more useful for qualitative than for quan-
titative studies. For example, they can give information
about the dynamic phases of a driven vortex system, but not

) ] ) ) about the exact location of the transition lines. Systematic
conducting media. The simulations are based on the TDGlparameter studies are still prohibitively expensive.

equations of superconductivity and give the best results cur-

rently obtainable on a macroscopic scale withaupriori
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FIG. 14. Vortex configuration in the presence of thermal fluc-
tuations.

V. L. Ginzburg and L. D. Landau, Zh. Eksp. Teor. F20, 1064 Phys. Rev. Lett62, 827 (1989; L. J. Swartzendrubeet al,
(1950; D. ter Haar,L. D. Landau; Men of PhysicPergamon, ibid. 64, 483 (1990; U. Welp et al,, Appl. Phys. Lett.57, 84
Oxford, 1963, Vol. |, pp. 138—-167; A. Schmid, Phys. Kondens. (1990.

Mater. 5, 302(1966); L. P. Gor'kov and G. M. Eliashberg, Zh. °C. A. Duran et al, Nature (London 357, 474 (1990; M.

Eksp. Teor. Fiz.54, 612 (1968 [Sov. Phys. JETR27, 328 Turchinskayaet al,, Physica C216, 205 (1990.

(1968)]. 0y, K. Vlasko-Vlasovet al, Phys. Rev. Lett72, 3246(1994).
2M. Tinkham, Introduction to Superconductivity 2nd ed., 1y, Welp et al,, Physica C241, 235(1994); C. A. Duranet al,

(McGraw-Hill, New York, 1996, Eq. (4.36). Phys. Rev. Lett74, 3712(1999; U. Welpet al, ibid. 74, 3713
3J. B. Kogut, Rev. Mod. Phys1, 659 (1979; 55, 775(1983. (1995.
4W. D. Groppet al, J. Comput. Phys123 254 (1996. 12G. W. Crabtreeet al,, Physica C263 401 (1996.

5N. Galbreattet al., Proceedings of the Sixth SIAM Conference on**K. Haradaet al, Science274, 1167(1996.
Parallel Processing for Scientific Computingdited by R. F.  1*D. W. Braunet al, Phys. Rev. Lett76, 831(1996.

Sincovecet al. (SIAM, Philadelphia, 1998 pp. 160—-164. 15 . Civale etal, Phys. Rev. Lett. 67, 648 (199); M.
63. Dongarraet al, MPI-The Complete ReferendMIT Press, Konzcykowskiet al, Phys. Rev. B44, 7167(199)); D. R. Nel-
Cambridge, MA, 1998 Vols. | and Il son and V. M. Vinokur, Phys. Rev. Let8, 2398(1992; Phys.
"W. Gropp, E. Lusk, and A. Skjellurtunpublishedl Rev. B48, 13 060(1993.
8G. W. Crabtreet al, Phys. Rev. B36, 4021(1987); W. K. Kwok  T. Hwa et al, Phys. Rev. Lett.71, 3545 (1993; L. Krusin-
et al, Phys. Rev. Lett64, 966 (1990; E. M. Gyorgy et al, Elbaumet al, ibid. 76, 2563(1996; D. Lopezet al, ibid. 79,
Appl. Phys. Lett.56, 2465 (1990; L. Ya. Vinnikov et al, 4258(1997; W. K. Kwok et al, ibid. 80, 600(1998.

Pis’'ma Zh. Kksp. Teor. Fiz47 109 (1988 [JETP Lett.47, 131 A, S. Dzuraket al, Phys. Rev. B57, R14 084(1998; H. Naka-
(1988]; Solid State Commur67, 421(1988; G. J. Dolaret al,, gawaet al, Physica B246-247 429(1998.



