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Spin fluctuations in the spin-Peierls compound MEM„TCNQ…2 studied
using muon spin relaxation
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We report a muon spin relaxation (mSR) investigation of the organic spin-Peierls compound
MEM(TCNQ)2 at temperatures down to 39 mK. We have observed a slowing down of the electronic spins as
the spin-Peierls gap widens at temperatures below the spin-Peierls transition and use this behavior to estimate
the size of the gap. At the very lowest temperatures the electronic spin fluctuations freeze out and the muon
spin depolarization is dominated by a persistent static mechanism which we ascribe to a defect-spin system.
We relate the low-temperature depolarization rate to the concentration of these defects, and we propose a
model for the creation of spin defects by the muon itself.
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I. INTRODUCTION

The spin-Peierls~SP! transition1 is an intrinsic magneto-
elastic instability which occurs in one-dimensional antifer
magnetic spin chains.2,3 A coupling between the electroni
spins and the three-dimensional lattice phonons results
dimerized ground state below a transition temperatureTSP.
Above this temperature, the chains may be characterized
single antiferromagnetic exchange constantJ acting between
adjacent spins. BelowTSP, the dimerization results in two
alternating, unequal exchange constants,J1,25J@16d(T)#.
This gives rise to a gap in the magnetic excitation spectr
which separates a singlet, nonmagnetic ground state fro
band of triplet magnon excitations.4 The difference between
the exchange constants increases as the dimerization
comes more pronounced; the magnetic gap reaches a m
mum atT50 and according to the Hartree-Fock theory
Pytte4 follows a BCS-like relation, falling to zero atTSP.

In this paper, we report a significant extension of o
preliminary muon spin relaxation (mSR) study5 of the or-
ganic SP compound methyl-ethyl-morpholinium (tetrac
anoquinodimethanide)2 @MEM(TCNQ)2#, whose molecular
structure is shown in Fig. 1. This charge-transfer comp
consists of one-dimensional stacks of planar TCNQ m
ecules, each of which has a charge of2 1

2 e associated with it.
Adjacent stacks are separated by arrangements of ME1

cations. It undergoes two structural transformations. T
first, which occurs at 335 K, is a conventional Peierls~P!
transition6 in which the uniform TCNQ chains dimerize7

This results in a change from metallic to insulating behav
as a single electronic charge becomes localized on e
TCNQ dimer; the single spin on each dimer couples anti
romagnetically to its neighbors. This phase persists dow
the SP transition at 18 K, where a dimerization of the TCN
dimers takes place~this is a tetramerization of the origina
chain!.8,9

Evidence from studies of the far-infrared spectrum
PRB 610163-1829/2000/61~18!/12241~8!/$15.00
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MEM(TCNQ)2 ~Refs. 10 and 11! indicates that the SP tran
sition is driven by a coupling to a low-energy phonon mo
along the TCNQ stack which softens belowTSP. This is not
surprising in this organic compound where weak van
Waals forces are primarily responsible for the molecu
bonding. Electron-spin-resonance,12,13 nuclear-magnetic-
resonance,14 and magnetic susceptibility7 measurements con
firm the low-temperature magnetic transition to a split-o
singlet ground state in MEM(TCNQ)2.

Pytte’s treatment4 may be used to relate the transitio
temperatures to the relevant coupling constants; whereas
conventional Peierls distortion is expected at a tempera
TP;(EF /kB)exp(21/ae-ph), whereEF is the Fermi energy of
the system andae-ph is the electron-phonon coupling con
stant, the spin-Peierls transition is expected atTSP
;(J/kB)exp(21/as-ph), whereas-ph is the spin-phonon cou
pling constant.J!EF and henceTSP!TP.3 ~More elaborate
theories15 give a slightly different dependence, though t
proportionality ofTSP andJ is general.!

II. EXPERIMENTAL METHOD

Our sample of MEM(TCNQ)2 was prepared in Kyushu
~Japan! and the SP transition was identified by carrying ou

FIG. 1. Molecular structure of~a! MEM and ~b! TCNQ.
12 241 ©2000 The American Physical Society
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12 242 PRB 61B. W. LOVETT et al.
measurement of its bulk magnetic susceptibilityx using a
Quantum Design MPMS superconducting quantum inter
ence device~SQUID! magnetometer in Strasbourg~France!.
The data were taken in an applied magnetic field of 100
and the result is shown in Fig. 2. The observed form of
susceptibility curve is in good agreement with results
Huizinga et al.7 who find that the high-temperature depe
dence is well fit by a Bonner-Fisher16 expression for a uni-
form Heisenberg antiferromagnet and that there is a sh
drop in the susceptibility at the SP transition, which is
dicative of the opening of a gap in the magnetic excitat
spectrum. Our determination of the susceptibility is mo
accurate than that in Ref. 7 where a Foner balance vibra
sample magnetometer was used.

The size of the gap at absolute zero,d(0), can beesti-
mated by using the result of Bulaevskii17 who calculated the
temperature dependence ofx in the dimerized state for vary
ing degrees of dimerization in a Hartree-Fock approxim
tion. We use the BCS-like dependence of the energy ga
determine the degree of dimerization at each temperature
then use the expression7

x~T!5
Ng2mB

2

kB

a~T!

T
expS 2

2@11d~T!#Jb~T!

T D ,

~2.1!

wherea(T) andb(T) are tabulated in Bulaevskii’s paper,17

N is the number of spins per unit volume andd(T) is the
degree of dimerization, which is related to the BCS ene
gap by

d~T!5
d~T!

2pJ
, ~2.2!

wherep'112/p.
We calculate the uniform exchange constantJ by using

the high-temperature Bonner-Fisher model and the best
found for J550.3(1) K, the experimental results being no
malized to the theoretical prediction in this region. This

FIG. 2. Bulk magnetic susceptibility for MEM(TCNQ)2. The
dotted line represents a fit to a Bonner-Fisher expression at
temperature, which yields an exchange constant of 50.3 K. Note
knee at 18 K, indicative of a spin-Peierls transition. The lo
temperature fit~solid line! is to a combination of Curie impurity and
SP terms.
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then used to fit the data in the SP state, where it is a
necessary to include a term which takes account of de
spins which arise, for instance, from a chain with an o
number of spins. Spin freezing effects mean that the exc
spin density due to a defect is spread further along
chain,18,19 but we assume that the region of spin around
defect follows a simple Curie 1/T behavior~i.e., that the spin
density is bound together as a single entity of spin 1/2!. We
shall return to a discussion of this later. The best fit is fou
for an impurity spin concentration of 0.357(2)% ~assuming
the impurities have spin 1/2! andd(0)521.3(1) K. The Bu-
laevskii result is scaled to the experimental results in the
state by a factor of 0.7~a similar factor is used by Huizinga
et al.7!.

mSR experiments20 were carried out using the EMU an
MuSR beamlines at the ISIS facility, Rutherford Appleto
Laboratory~U.K.!. In addition, some data were taken on t
pM3 beamline at the Paul Scherrer Institute~Switzerland!.
In these experiments, a beam of almost completely spin
larized muons was implanted with a momentum of 30 M
into the sample. The muons stop quickly~in ,1029 s!, with-
out significant loss of polarization. The observed quantity
then the time evolution of the muon spin polarization, whi
can be detected by counting emitted decay positrons forw
~f! and backward~b! of the initial muon spin direction; this is
possibly due to the asymmetric nature of the muon dec
which takes place in a mean time of 2.2ms.

We detected decay positrons by using scintillati
counters placed around the sample. The numbers of posit
detected by forward (Nf) and backward (Nb) counters were
recorded as a function of time and we then calculated
asymmetry function,Gz(t):

Gz~ t !5
Nb~ t !2acalNf ~ t !

Nb~ t !1acalNf ~ t !
, ~2.3!

whereacal is an experimental calibration constant and diffe
from unity due to nonuniform detector efficiency. The qua
tity Gz(t) is proportional to the average muon spin polariz
tion, Pz(t). The former quantity has a maximum value le
than one since the positron decay is only preferentially,
wholly, in the direction of the muon spin.Pz(t) has a maxi-
mum value of one~see Fig. 3 below!, indicating polarization
entirely in the beam direction.

Since the muon spin is expected to precess around
local magnetic fields of flux densityBi ~with an angular fre-
quencygm Bi , gm /2p5135 kHz/mT!, we expect a distribu-
tion of internal fields to cause dephasing of the ensemble
muon spins and hence a relaxation inGz(t). Fluctuations in
these fields affect the depolarization and so a considera
of the form of the asymmetry function, as well as its depe
dence on appliedexternalmagnetic fields, allows informa
tion to be obtained relating to the type of magnetic order a
nature of spin fluctuations in materials.

We measured MEM(TCNQ)2 in both zero field~ZF! and
a range of applied longitudinal fields~LF! at temperatures
ranging from 39 mK to 300 K, using a4He cryostat and an
Oxford Instruments dilution refrigerator. Polycrystallin
samples of MEM(TCNQ)2 were packed in silver foil and
mounted on a silver backing plate@silver is used since it
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PRB 61 12 243SPIN FLUCTUATIONS IN THE SPIN-PEIERLS . . .
gives a nonrelaxing muon signal and hence contributes o
an additive constant toGz(t)]. The asymmetry function may
then be fitted using

Gz~ t !5ASPz~ t !1AAg , ~2.4!

where AS and AAg represent the asymmetry contributio
from muons stopping within the sample and silver back
plate, respectively.Pz(t) then represents the polarization
muons stopping within the sample.

III. EXPERIMENTAL RESULTS

Two examples of muon depolarization curves, measu
at temperatures either side of, but well away from, the
transition, are shown in Fig. 3; there is a clear differen
between the two. At high temperatures (@TSP) the relax-
ation is Gaussian, whereas at low temperatures (!TSP) it
takes an approximately exponential form.

To explain this observation it is necessary to consider
nuclear and electronic spin systems which may cause
muon spin ensemble to relax. The nuclear spins are on
significant source of relaxation either when the electro
spins fluctuate too quickly for the muon spin to be affec
~this is the so-called motional narrowing limit!, or else are so
dilute that their effect on the majority of muons is small. W
are seeing relaxation due to nuclear spins at high temp
tures: the electronic spins fluctuate rapidly leaving just
randomly orientated set of slowly moving nuclear spins
cause relaxation. The latter form a regular array of rando
orientated magnetic dipoles and in this case we expe
Gaussian field profile, which for a muon in a diamagne
state in the static limit gives rise to the Kubo-Toyabe rela
ation function,21

Pz
st~ t,D!5

1

3
1

2

3
~12D2t2!expS 2

1

2
D2t2D , ~3.1!

whereD/gm is the width of the field distribution.

FIG. 3. Muon depolarization curves at temperatures well ab
and well below the SP transition. The fitted curve at the hig
temperature comes from Eq.~3.3!, whereas the low-temperature fi
is to an expression formulated for an ensemble of slowly fluctua
dilute spins~Ref. 29!.
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This expression is approximated well by a Gaussian
short times, but at longer times the polarization recovers t1

3

of its initial value. The lack of a long-time recovery in ou
measured data at high temperatures indicates a slow fluc
tion of the spins. Assuming Markovian modulation of th
flux densityBi at the muon site, with a raten,

^Bi~ t !Bi~0!&/^@Bi~0!#2#&5exp~2nt !, ~3.2!

we expect a depolarization function22–24

Pz
dyn~ t,D,n!5exp~2nt !S Pz

st~D,t !1nE
0

t

Pz
st~D,t1!Pz

st

3~D,t2t1!dt11n2E
0

tE
0

t2
Pz

st~D,t1!Pz
st

3~D,t22t1!dt1dt21¯ D . ~3.3!

The experimental data at 50 K~Fig. 3! are well fit using
Eq. ~3.3! with D50.29 MHz ~which is typical of the small
magnetic dipole moments associated with nuclear spins! and
n50.45 MHz ~see Fig. 3!. The relaxation is completely
quenched in a small applied longitudinal field of 50 O
which is consistent with an almost static mechanism for
polarization. The application of a longitudinal field also co
firmed the absence of any ‘‘missing fraction’’ of muon p
larization, consistent with the presence of the muon in
diamagnetic state.

The change to exponential behavior happens at lo
temperatures as the spin-Peierls gap widens. In general
ponential relaxation for diamagnetic muons can be cause
two alternative mechanisms. First, a periodic array of rapi
fluctuating electronic spins gives a relaxation of the form

Pz
dyn~D,n!5exp~22D2t/n!, ~3.4!

which is merely Eq.~3.3! in the fast fluctuating limit,n/D
*5, with D and n now representing the field profile widt
and fluctuation rate of the electronic spins, respectively. S
ond, the presence of a dilute set of defect spins gives
approximately Lorentzian field distribution,25,26and will give
rise to a Kubo-Toyabe function of the form27

Pz
st,dil~ t,a!5

1

3
1

2

3
~12at!exp~2at!, ~3.5!

wherea/gm is the Lorentzian field-profile width. This func
tion also takes an exponential form at short times.

We ascribe the lowest temperature exponential beha
to a static mechanism for two reasons. First, the lowest t
perature~39 mK! is much lower than any spin gap temper
ture, which is 21.3 K atT50 ~using the single-particle gap
estimated from the susceptibility measurement!. As elec-
tronic fluctuations are likely to be controlled by magnon e
citations across this gap, we would expect any fast fluct
tions to be effectively frozen out at 39 mK. Second, the fie
required to decouple the relaxation is consistent with
slowly fluctuating or static mechanism for depolarizatio
The low-temperature longitudinal field data closely follo
the theoretical expression for a static Lorentzi
distribution:29
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12 244 PRB 61B. W. LOVETT et al.
Pz
dil ,LF~ t,a,BL!512

a

gmBL
j

1
~gmBLt !exp~2at!

2S a

gmBL
D 2

@ j 0~gmBLt !exp~2at!21#

2F11S a

gmBL
D 2GaE

0

t

j 0~gmBLt!

3exp~2at!dt, ~3.6!

where j 0 and j 1 denote spherical Bessel functions andBL is
the flux density of the applied field. The fit to this functio
~over the first 5ms of data where the effect of slow dynami
is comparatively small! is shown in Fig. 4 and uses only
single relaxation rate and measured applied field valu
without further adjustment of parameters. Much higher fie
would be required to decouple the muon from a rapidly flu
tuating set of dense electron spins.

Before going on to discuss specific models for spin rel
ation, we may follow the change in the depolarizati
mechanism by approximating the effect of two coexisti
static field distributions to the phenomenological pow
Kubo-Toyabe function28

Pz
total~ t,l,b!5

1

3
1

2

3
@12~lt !b#expS 2

~lt !b

b D ,

~3.7!

wherel is the relaxation rate andb is a parameter taking th
value 1 for a purely Lorentzian static field distribution@Eq.
~3.5!# and 2 for a Gaussian@Eq. ~3.1!#. In the static regimes
which we have discussed, any small fluctuations may be
glected if fitting is performed on only the first 5ms of data,
where their effect is small. We should thus be able to id
tify areas of certain different behaviors, which we will the
go on to model separately.

The temperature dependence ofb resulting from a fit to
this expression is shown in Fig. 5. At high temperature
relaxation is Gaussian~nuclear relaxation! whereas the relax
ation at low temperature is exponential~nuclear and elec-
tronic relaxation!. The relaxation rate in these two regimes

FIG. 4. Field dependence of the muon asymmetry function a
mK, fitted using Eq.~3.6!. The curves are offset for clarity.
s,
s
-

-

r

e-

-

e

similar; l is approximately 0.25 MHz throughout. The tem
perature dependence ofb shows that the change from on
regime to the other happens over a temperature region w
is of order 5 K in width and positioned at a temperatu
somewhat lower than the SP transition temperature, sugg
ing motional narrowing fluctuations do not slow down un
the gap becomes quite large; we will return to this po
later.

The results show that the low-temperature combination
an electronic Lorentzian and a nuclear Gaussian field pro
have relaxation characterized byb;1. This is in agreemen
with predictions of Monte-Carlo simulations by Crook an
Cywinski,28 where it is found that a Lorentzian profile o
similar width to a coexistent Gaussian has a dominant ef
in determining the shape of time-resolved spectra. For
purposes of the following discussion, we therefore assu
that the only contribution to relaxation at the lowest tempe
tures is electronic in origin.

We may estimate the concentration of defects by adap
for the muon case an expression developed by Walstedt
Walker26 which relates the relaxation of a nuclear spin to t
number of surrounding defects, assuming a dipolar inter
tion between spins. Their expression assumes that the p
ability distribution of the magnetic field at a site with sphe
cal coordinatesr ,u with respect to the muon scale
according to a well defined range function. In the case
spins pointing along thez axis, and interacting via the dipola
mechanism, this range function is proportional to (1/r 3)(1
23 cos2u). In order to get an idea of the field width due
defects, we assume that the muon is surrounded by electr
defect spins pointing along6z, and we obtain26

a5
2pm0mB

2gmgdSdmen

9A3mm\
, ~3.8!

wherea is defined in Eq.~3.5!, gm andgd are the muon and
defectg factors,Sd is the defect spin quantum number andn
represents the concentration of defect spins. Using the l
temperature value of the relaxation rate, and assuming
defects have spin12 we obtain a concentration of defects
6% of all spins. This estimate is interesting for two reaso
First, it is much larger than that estimated from magne

9 FIG. 5. Temperature dependence of the line-shape param
(b) fitted using Eq.~3.7!.
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PRB 61 12 245SPIN FLUCTUATIONS IN THE SPIN-PEIERLS . . .
susceptibility, suggesting that we are not seeing intrinsic
fects but that the muon itself may perturb its local enviro
ment to give the observed relaxation. Second, the calcul
concentration is rather close to the dilute limit required
observation of the Lorentzian field distribution in metal
spin-glass systems, where the treatment is valid only for c
centrations less than;3 –5 at. %~Ref. 29! @Eq. ~3.8! can fail
for higher concentrations as it assumes a relatively la
minimum distance from test spin to defect#. We now there-
fore consider a specific simulation of a muon induced de
state in this organic material.

In organic compounds, one often finds a close bonding
muonium ~a bound state of an electron and a muon! to re-
gions rich in spin density on large molecules.30 We have
observed a low-field avoided level crossing resonance31 in
neutral TCNQ corresponding to an electron-muon hyper
coupling of about 80 MHz.32 This can be explained if muo
nium attaches to the central ring of the molecule where
electronic spin is delocalized. It is not unreasonable to
sume such addition to the negatively charged TCNQ wh
exists in MEM(TCNQ)2. However, above the SP temper
ture each TCNQ dimer has a single spin associated wit
The addition of muonium to this compound will cause th
spin to pair up~with the muonium electron!, thereby forming
a singlet and leaving the muon in a diamagnetic envir
ment. Below the SP transition, the basic unit is a spin-sin
tetramer and if we assume a similar close bonding of m
nium to one of the two dimers we leave an unpaired spin
the other dimer in a higher energy level. We speculate
this spin may carry with it a local lattice distortion and c
thus be regarded as a polaron. A static spin polaron will g
rise to a Gaussian damping at short times. However,
would expect to have a distribution of distances to this de
since the muon will bind to a TCNQ dimer at differe
points, and the spin polaron may move to the next tetra
before localizing. We may thus have a distribution of d
tances and Gaussian widths, which for certain distributi
can give Lorentzian-like behavior.

We assume that the spin position is uniformly distribut
between two distancesr min and r max from the muon site.
Furthermore, each spin interacts with the muon via the di
lar spin Hamiltonian:

H5D@S•I23~S•n!~ I•n!#. ~3.9!

I is the muon spin,S is the electron spin,n is a unit vector in
the direction which connects the two spins, andD is the
dipolar coupling constant. We may calculate polycrystall
average muon polarization spectra by changing the angle
tweenn and thez axis, and fit the result by varyingr max ~we
make the simplifying assumptions thatD has the value for a
point electron, which goes as 1/r 3, and thatr min is fixed to
the interdimer distance;0.5 nm; note that the value ofr min
has an effect mainly on the high-field distribution but that t
width of the muon pulse at ISIS does not allow observat
of higher frequencies!.

The fit, which yieldsr max52.37 nm ~or spin diffusion
over a region up to 7 TCNQ molecules away on both side
the muon site!, is shown as the solid line in Fig. 6. Th
estimate from Eq.~3.8! had defects spaced by a mean d
tance of 2.27 nm~if we assume a cubic arrangement of d
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fects!, a number whose magnitude agrees well with our o
dimensional polaronic model despite the obvious differen
between the two situations.

The quality of the fit suggests that our simple model
uniform one-dimensional defect trapping provides at leas
qualitative explanation of the true situation. We also tried
three-dimensional distribution of polarons, and the best
for this model is shown in Fig. 6. The fit is clearly not a
good, particularly at very short times where the differen
between the two models is most evident and where inac
racies due to any fluctuations will be smallest.

It has been suggested before that an intrinsic defect
freezing mechanism causes relaxation in low dimensio
spin-gap compounds at low temperatures.33–35 Whilst this
may hold true for inorganic materials, where muonium bon
ing to magnetic ions rarely occurs, we feel that the relaxat
in MEM(TCNQ)2 is more likely to be due to the perturbin
effect of the muon described above. In order to determ
how a spin-freezing mechanism would depolarize the mu
spin, we have performed Monte Carlo simulations of t
field distribution of a system of defect spins embedded i
spin-Peierls background around which spin-frozen regi
develop.

Hansenet al.18 performed quantum Monte Carlo simula
tions of the spin density in the vicinity of a spin-0 defect o
a spin-Peierls chain. This situation would arise, for instan
in an odd numbered spin chain. They find that spin densit
spread over some region along the chain, the length of wh
depends upon the stiffness of the lattice~in a stiffer lattice
the effect of a defect will be felt over a larger region18!. The
spin density around the defect alternates with lattice site
there is both a staggered and uniform component to the l
susceptibility. The total density integrates toSz51/2. We
assumed in our simulations that the ratio of staggered
uniform components was 1/2 and that both components
cay with a Gaussian dependence. These assumptions a
with Ref. 18, except that they find a small difference in t
ratio for different Gaussian widths.

In our simulations, we calculated the field distribution b

FIG. 6. Muon spin relaxation at 39 mK. Solid line: fitted curv
resulting from a one-dimensional defect spin model; dotted li
fitted curve resulting from a three-dimensional distribution of def
spins; dashed line: relaxation curve due to spin-frozen regi
around intrinsic defects.



ic
o

id
fiv
od
sid
ch
b

or
e

cu
in

pi

ic

h
re
hs
th
e
-
h
in
s
th

th

r

te
th

e

ed.
ram-

ct
ual

-
in
c-
bil-

a
gs.

d,
in

se
n-
be
the
ate

in
ate
e

ved

tem
-

w-

en-
low
tion
lled

s in
en-

man
en-
in
s

ip

d to

orm

er
r

12 246 PRB 61B. W. LOVETT et al.
assuming a random distribution of defect positions, wh
had a concentration given by our susceptibility estimate
0.357%. We took a given position in the lattice and cons
ered only the effect of the randomly generated nearest
spins to each site~an approximation which seems to be go
when a comparison to simulations with more spins is con
ered!. In each trial, the direction of spin chains for ea
surrounding spin-frozen region was assumed constant,
successive trials changed the direction of the chains acc
ing to an isotropic distribution. Furthermore, we assum
that spin density lies in a plane with orientation perpendi
lar to the chains, the azimuthal angle around the chain be
a random variable. We also assume noninteracting s
frozen regions.

The results of such a simulation, specific to the latt
parameters pertaining to MEM(TCNQ)2 are shown in Fig. 7.
The numbers on the figure represent the Gaussian widt
the decay of the spin density; one can clearly see that the
a narrowing of the field distribution at longer decay lengt
This may be understood as follows. The spreading of
spin density over more lattice sites results in a smaller d
sity at each individual site, an effect which would be ex
pected to decrease the field distribution width. Added to t
are the cancelling effects of having regions of alternat
spin density. Despite the fact that a spreading of spin den
means some spin density closer to the muon site, the o
effects are clearly dominant in three dimensions.

The width of the Gaussian may be estimated using
result of Yoshioka and Suzumura,19 who find, for the aver-
age lattice dimerization in a SP system with defects:

^u&
u0

5122.347S Jp

2d 0D c, ~3.10!

whereu is the modulus of the~alternating! lattice displace-
ment in the dimerized state,u0 is the value of this paramete
in the undoped state,c is the concentration of defects andd 0

is the gap in the absence of defects, which is approxima
unchanged from the gap in the presence of defects in
limit of low doping.19

In Ref. 18, it is found that in the vicinity of the defect th
dimerization parameter is approximately sinusoidal, its~al-

FIG. 7. Simulations of the spin-freezing effect. The numb
represent the Gaussian width of the spin-frozen region in numbe
lattice spacings.
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ternating! sign reversing as the defect region is travers
Assuming such a sinusoidal dependence of the defect pa
eter, we obtain

^u&
u0

512 f S 12
2

p D . ~3.11!

f is the fraction of spins involved in the sinusoidal defe
regions~this assumes widely spaced defect regions of eq
length!. Using Eqs.~3.10! and ~3.11! we can obtain an esti
mate of the length of the defect region, and
MEM(TCNQ)2 we find a region spanning 24 lattice spa
ings. Upon comparison of dimerization and local suscepti
ity data from Ref. 18, we find that this corresponds to
Gaussian standard deviation of around six lattice spacin
Such a spreadnarrows the distribution from the field width
of 0.035 mT predicted from the simulation for zero sprea
to a value of 0.021 mT. To explain the large relaxation
MEM(TCNQ)2, we would have required a ten-fold increa
in the field width. The simulated relaxation from the spi
freezing prediction is also shown in Fig. 6, where it can
seen that this model is wholly inadequate in describing
low-temperature data. Even if our original defect estim
from the magnetic susceptibility of MEM(TCNQ)2 is some-
what in error due to our neglect of spin-freezing effects
that calculation, it seems unlikely that any revised estim
which takes this explicitly into account could explain th
order of magnitude factor disagreement with the obser
relaxation rate in this spin-Peierls system.~It should be noted
that in a systematic study of the doped spin-Peierls sys
Cu12xZnxGeO3,36 nominal doping fractions were well repro
duced by using a simple Curie term in the susceptibility.!

We now turn to the crossover between high- and lo
temperature regimes~in the region 5–10 K, see Fig. 4! al-
luded to earlier. It seems likely that the change to expon
tial relaxation happens as the electronic fluctuations s
down when the SP gap opens in the magnetic excita
spectrum. We assume that these fluctuations are contro
by a second-order inelastic magnon scattering proces
which a single electron may absorb a single quantum of
ergy from the system, causing it to undergo a spin flip~the
first-order process is suppressed since the electron Zee
energy is much lower than a typical magnetic excitation
ergy, which will be of order 21.3 K, the single-particle sp
gap!. An application37 of the Fermi golden rule gives, for thi
second-order process,

n}E
0

`

nS E

kTD FnS E

kTD11GM2~E!r2~E!dE, ~3.12!

whereM (E) is the matrix element for an electronic spin fl
caused by inelastic scattering of an excitation of energyE,
r(E) is the density of magnon energy states, andn is the
occupation number of the magnons which are assume
follow Bose-Einstein statistics.

We now assume that the magnon dispersion has the f

E5Cq21d~T!, ~3.13!

where d(T) is the single-particle SP energy gap,q is the
magnitude of the magnon wave vector andC is a stiffness

s
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constant. This is a good approximation for low-energy, sm
q excitations3 which are likely to be the most important fo
our low-temperature analysis.

Furthermore, we assume an energy-independent m
element and then substitution of Eq.~3.13! into Eq. ~3.12!,
including an approximately one-dimensional magnon den
of states gives, in the limit ofd(T)/T@1,

n}exp@2d~T!/T#, ~3.14!

whered(T) is the size of the BCS gap. This activated dep
dence is expected in the case of a spin gap.35 Though the
opening of the gap may cause many of the electron spin
collapse into singlets, the effect of the muon seems to b
locally liberate spin density and we assume that the nea
spin density causes a characteristic field profile of wi
D/gm at the site. These depolarizing electrons act on
muon in the fast fluctuating limit@Eq. ~3.4!# and the energy
gap is BCS like. We fit the data using the product

Pz~b,t !5Pz
nuc~ t !exp~2bt!, ~3.15!

of a static nuclear@Pz
nuc , fitted using Eq.~3.3! for the depo-

larization curves well above the crossover region and
sumed to be temperature independent# and a fast fluctuating
electronic component, characterized byb52D2/n. In Fig. 8
we show a plot ofb againstT and obtain an estimate of th
energy gap by using Eq.~3.14!. The best fit is shown and
corresponds tod(0)517(1) K, which is in good agreemen
with the 21.3 K estimate from the susceptibility data. A po
sible explanation for its slightly lower value may be o
neglect of the temperature dependence of enhanced spin
relations in the tetramerized state on the static field widthD
which might be expected to cause a reduction inD at lower
temperature.

A similar activated dependence of the nuclea-sp
relaxation rate, 1/T1 is seen in NMR experiments on anoth
SP compound, TTFCuS4C4.38,39 This was attributed to a
similar mechanism of thermally activated excitations acr

FIG. 8. Plot ofb vs T, used to extract the energy gap@see Eq.
~3.15!#. The fitted curve at higher temperature yields a BCS ene
gap atT50 of 17~1! K. At low temperatures, the relaxation sat
rates to a constant value which is determined by the~temperature-
independent! defect spin concentration. In this region, Eq.~3.15! is
not valid.
ll

rix

ty

-

to
to
y

h
e

s-

-

or-

-

s

the magnetic gap. The different time window of the tec
nique ~compared tomSR) means that this is observed as
decrease in the spin-lattice relaxation rate at lower temp
ture.

The turnover of the muon relaxation in MEM(TCNQ)2 at
lower temperature~Fig. 8! happens once the spins slo
down and the relaxation rate saturates to a constant v
which is determined only by the temperature-independ
distribution of muon induced defects. In this limit, Eq.~3.15!
is no longer valid and the fits it produces are poor. T
reader is referred to the earlier discussion of the lowest t
perature relaxation.

IV. CONCLUSIONS

In this study, we have demonstrated the usefulness of
muon technique as both a detector of spin dynamics ass
ated with the opening of an energy gap in the magnon e
tation spectrum, and as a probe of the low-temperature
tivity of defects which do not follow the nonmagnet
behavior of the majority of spins.

The results of this study are in broad agreement with
previous muon studies of spin-Peierls compounds of Lap
et al.40 and Garc¸ia-Muñoz et al.41 who studied CuGeO3. A
similar slowing down in spin fluctuations is observed belo
TSP, though it was not directly related to the opening of
energy gap in the magnetic excitation spectrum. Also,
significance of a low-temperature defect contribution was
pointed out, though this would be required to explain t
large drop in Gaussian relaxation rate observed in CuGeO3 at
low temperatures~this point is made by Tchernyshyovet
al.42 in a similar study!.

In the case of materials with a nonmagnetic sing
ground state, the importance of dilute spin defects is
hanced once the magnetic gap opens at low temperatur43

However, we have demonstrated that this does not prec
the use of the muon as a detector of changes in spin dyn
ics associated with the formation of an energy gap in t
material. In an inorganic material which has a temperatu
independent spin gap a similar crossover between dynam
dominated and defect-dominated behavior has also b
observed.44 This suggests that this phenomenon may be q
general in materials which show spin gaps. We have a
demonstrated that the muon cannot be regarded merely
passive probe in this organic system. The muon spin it
seems to play a major role in locally creating a spin defect
breaking a singlet pair. This could give rise to the relaxat
which we have ascribed to stationary polaronic states
which is only revealed when the other sources of relaxat
have frozen out.
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