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Molecular dynamics of LiF melting
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We performed molecular-dynamics simulations of the melting and/or freezing of LiF. The simulations were
done using the Tosi-Fumi model and our own model of interatomic interactions. The latter was verified by
initio calculations of the equation of state for LiF. We show that the recent molecular-dynamics calculations by
Boehler and co-workers are not adequate and their model for the interactions is not capable of providing
melting temperatures in agreement with experiment. Our calculated pressure dependence of the melting tem-
peratures gives valuable information. We found thatBtieB2 transition in LiF at around 1 Mbar removes the
discrepancy between the diamond-anvil cell and shockwave melting temperatures. An explanation of the
controversy between “low” and “high” melting temperatures obtained from diamond-anvil cell experiments
is suggested.

. INTRODUCTION B1-B2 transition in LiF at about 1.3 Mbar which might
make the results of DAC and shock experiments consistent
Studies of materials subjected to high pressure have @ith each other. We compare DAC results for the NaCl melt-
twofold value, since they often contain both applied and funing curve and show that they are in agreement with our pre-
damental aspects. High pressure allows us to probe such idious MD simulations. We suggest an explanation which
teratomic distances which, even though they occur in naturénight solve the controversy between the high and low iron
are in regions not accessible for direct observations. Thignelting temperatures as well as the controversy between
also provides a stringent test of theories of condensed mattgihac |ow and MD high MgO melting temperatures.
which, in turn, stimulate further research in high-pressure ¢ paper is organized as follows. First, we explain the

experiment. _ , , two models for the interatomic interaction which have been
There are two major ways to achieve high pressure—

hock and di d i cell ) ts. Whil used in our MD simulations. Further, some technical details
shock-and diamond-anvil Cell experiments. '€ ProcesSext o\ MD simulations are also provided. Second, the correct
in shock experiments are extremely fast, the diamond-anvi . . : .
. : melting temperature for Lifor a given model of the inter-

cell (DAC) technique can be used to observe material for a 2 o .
atomic interactiojpis calculated and the structure of the lig-

sufficiently long time to derive meaningful measurements. id and solid LIiF at th lting i . d
Despite the great progress in DAC technique in the past pwg!d and solid LIF at the melting temperature 15 compare

decades, there exists a number of controversies about tﬁéong the melt|_ng CUrve. Finally, we compare and discuss

results from different groups performing DAC experimentsPr€Vious MD simulations and DAC experiments for NaCl

and also often significant differences between results of DACNd MgO together with presented MD LiF melting curve and

and shock experiments. suggest a mechanism which (igossibly important to take
The paper in Ref. 2 reports new DAC measurements fofto account while performing DAC experiments.

LiF and NaCl up to 1 Mbar. The authdralso perform

molecular-dynamicgMD) simulations of LiF melting and

find the MD results in “excellent agreement” with DAC Il. INTERATOMIC POTENTIALS

experiment. They also calculated that molten LiF retains the 5. ,
simple-cubicB1-like structure. Their extrapolated melting 1N Paper by Boehleet al” is somewhat ambiguous as

temperatures of LiF are much lower than that obtained fronf€9ards the model which was used to represent LiF. The
shock-wave experiments. paper says that “the Tosi-Fumi modg20] was employed

In this paper, we calculated the LiF melting curve usingfor the interion potentials using the functional form and pa-
the MD method. We performed different kinds of simula- rameters listed by Lewigt al. [21].” However, unfortu-
tions with two slightly different interatomic potentials. We nhately Lewisetal* did not list parameters for LiF. Still,
show that the results of the MD simulations in Ref. 2 areLewis et al? lists the sources for the parameters of potentials
incorrect and our calculated MD melting curve with the in- for a number of other alkali halides. In our attenits trace
teratomic potential of Ref. 2 is different from what they ob- an appropriate potential for LiF, the parameters listed by
tained. This also means that the true melting temperatur8angster and Dixdnwere accepted in our simulation to re-
derived from their model disagrees with DAC experiment, agroduce the data calculated by Boehkdral? The subse-
well as with the experimental melting temperatures at lowguent comparison of our and previddD simulations(see
pressures. We also show that the method which the autholzlow) confirmed that we used the same interatomic poten-
of Ref. 2 applied for their calculations, referring to the expe-tial.
rience of other researchetss not adequate and gives uncer-  The potential employs pairwise additive interatomic terms
tain results. Further, we show that there is a possibility for eof the forms
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TABLE |. Parameters of the Tosi-Fumi potentifiEq. (1)] 300
(Z=1Z¢=—1) for LiF.
Source A B C D =
(kdimole (A~ (kd/mole A%)  (kd/mole A8) g
2
Li-Li 9545.7 3.3445 4.4 1.81 g
Li-F 220933  3.3445 48.2 36.1 £ ol
F-F 40569.2  3.3445 873.2 1023.7 5
zze* Cy D =
V(rij)= —— g TAjexp—Bjry), (1)
Fij S
where the individual terms represent Coulomb, van der B o 2 A 3
Waals (dipole-dipole and dipole-quadrupole tenmand re- istance (%)
pulsion energy, respectively. Herg is the interatomic dis- FIG. 1. The energy of interaction between Li and F atoms as a

tance between atonisandj, Z is a formal chargeg is the  function of distance between them. The energy calculated using Eq.
electron chargeC;; andD;; are van der Waals constants, and (1) with the parameters from Table I. The Coulomb term was not
Aj; andB;; are parameters for the repulsive interactions. Theaken into account, because of its long-range character. The inclu-
parameters are listed in the Table I. sion of the Coulomb term would shift the position of the maximum
The performance of these potentials are rather good foto a larger distance. The equilibrium Li-F distance in Bie lattice
describing properties of alkali halides. However, the Li salts's 2.012 A.
are an exception. Their cohesive energies and lattice con-
stants, calculated with E¢l), compares poorly with the cor- the cohesion energy, the static dielectric consthand the
responding experimental values. For example, Lil at roonPVT data®® Instead of the values fok i andB i given in
temperature is not stable and transforms into a liquidlikethe Table |, we calculatedA =38722 kJ/mole and
structure® Substantial work has been done to develop betteB,z=3.69 A~1. The potential with parameters as provided
models of the interactions. Nevertheless, the quality of thén Table | will be referred to as IP{interaction potential
models for Li salts have remained essentially the shmenumber ). The potential of the same forfiEq. (1)], but
Moreover, from the MD simulations with this potential we whereC andD set equal to zero andl i andB;z are chosen
discovered that the potential is not applicable at high presas above, will be referred to as IP2.
sure. At pressures exceeding approximately 1.4 Mbar at It is obvious that IP2 does not have a maximum as IP1
room temperature we observed a collapse of the Li and Koes, because an exponential functioepulsive term in-
atoms. At high temperatures the collapse occurred at evecreases faster thari ! (Coulomb termy decreases. Because
lower pressures. This is quite understandable for the poterwe want to use IP2 at extreme pressures we should be con-
tial contains terms inversely proportional tg in sixth and  vinced that IP2 provides reasonable values at high compres-
eighth degrees. At a high compression when distances bsion. Since experimental date*are not available above 300
comes shorter, the van der Waals terms becomes unphydibar, we calculated the Ei 0 K isotherm from first prin-
cally large. This leads to a maxima at the energy-distanceiples.
curve (Fig. 1). If the distance between two atoms becomes In order to calculate #0 K isotherm of LiF we have used
shorter than the position of the maxima, the atoms attracthe full-potential linear muffin-tin-orbital (FPLMTO)
each other instead of a repulsion. This leads to a collapsenethod® The calculations were based on the local-density
This is a rather common problem with this kind of approximation and we used the Hedin-Lundg\igtaram-
potential®® etrization for the exchange and correlation potential. Basis
To solve this problem we decided to develop a potentiafunctions, electron densities, and potentials were calculated
which would have the following features. First, it should bewithout any geometrical approximatidh.These quantities
applicable at any compression. Second, it should differ fronwere expanded in combinations of spherical harmonic func-
the Tosi-Fumi® potential[Eq. (1)] as little as possible. Third, tions (with a cutoff | ,,,,=8) inside nonoverlapping spheres
it should provide correct energies at very high compressionsurrounding the atomic sitegnuffin-tin spheresand in a
Therefore, the form of the new potential was chosen exactly-ourier series in the interstitial region. The muffin-tin sphere
as the Tosi-Fumi potential. However, the dipole-dipole andoccupied approximately 50% of the unit cell. The radial ba-
dipole-quadrupole interactions were set equal to zero. This isis functions within the muffin-tin spheres are linear combi-
justified for LiF by the analysis provided by Dekk€rAc- nations of radial wave functions and their energy derivatives,
cording to his analysis, the energy of van der Waals interaceomputed at energies appropriate to their site and principal
tions accounts for less than 2% of the cohesion energy ands well as orbital atomic quantum numbers. Outside the
their share in the energy dramatically decreases with comspheres the basis functions are combinations of Neuman or
pression. Setting all van der Waals coeeficients equal to zendankel functions.”*® In the calculations reported here, we
and keeping the Li-Li and F-F parameters as given by Tosimade use of pseudocors &tates and valence bang,22p,
Fumi, we adjustedA ;= and B . These parameters were and 3d basis functions for Li and F with corresponding two
fitted using the computer codeuLp (Ref. 12 to reproduce sets of energy parameters, one appropriate for the semicore
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FIG. 2. The FPLMD 0 K and MD 300 K calculated isotherms k. 3. Radial distribution functiong(r), calculated for LiF at

compared with experimental dateRef. 13,14 The data by Yagi 5 temperature of 1750 K and a pressure of 100 kbar and compared
(Ref. 13 is the result of experiment performed using a large volume, i, the g(r), calculated by Boehlegt al. (Ref. 2.
high-pressure device. The data by Cafieef. 19 is the result of

shock-wave experiments up to 1000 kbar. Thermal correction using

the Mie-Gruneisen equation was applied and the 300 K isotherm up. ;=6 A, 7r=0.2 psec, and>=0.5 psec. Still, when-

to 300 kbar was calculated. ever we suspected that the results might have been affected
by the choice of the above parameters we varied them to be

1s states, and the other appropriate for the valence stategonvinced that the final results are correct. The number of

The resulting basis formed a single, fully hybridizing basisparticlesN was varied from 108 to 4096. Most of our calcu-

set. For Sampling the irreducible Wedge of the Brillouin Zone|ations Wh|Ch were used for determining properties Of the

we used the specid-point metho‘_jl-g In order to speed up B1 B2, and liquid phases as well as simulations of melting

the convergence we have associated each calculated eigefyq freezing were done with 4096 atoms. The long-range

value with a Gaussian broadening of width 20 mRy. cqyiomb energy was calculated using Ewald methodth
Figure 2 shows the FPLMTO and MD calculated IS0- e precision of 10°.

therms of LiF withB1 structure compared with experimental These values were normally used unless it was specifi-

data. The MD calculated isotherms using IP2 model volume . X
at zero pressure is somewhat larger than both the FPLMT@aIIy intended to study the behavior of, for example, a small

and experimental volumes. Nevertheless, the pressure trerEHSte.m' The ass_umptlon of a mean-fleld distribution of the
of the MD calculated volumes at 300 K is remarkably similar ensity was applied for calculations of energy and forces at

to the FPLMTO 0 K isotherm and there is a good agreement’ ~ " cutofi=6 A.

between experiment and calculations. Therefore, the IP2

model is applicable at high pressures. _ _ ) : .
B. Comparison with previous MD simulations

IIl. MOLECULAR-DYNAMICS SIMULATION Boehleret al? cglcula?ed the radial distribution functions
. . (RDF) for each pair of Li and F atoms at the temperature of
A. Technical details 1750 K and pressure of 100 kbéhe P and T were taken

A description of the molecular-dynamics method can befrom Fig. 2 in their paper, because no tabulated data was
found elsewheré® Most of the simulations were performed provided, therefore the value dfcan be subjected to some
using the packageL_poLy version 2.0°* To ensure the re- erron. The RDFg;;(R) is a density of probability to find
liability of our results, some of the simulations were dupli- atomj at the distanc® from atomi.2° Even though we were
cated using our MD code and no relevant difference wagonfident that the IP1 model is what was used by Boehler
found. Simulations inNTP (constantN is the number of et al,?> we decided to carry out an MD run at exactly the
particles,T is the temperature, arflis pressureensembl&  sameT andP with the same number of particlesl £216) as
were performed. The results of MD simulations in & P was done by the authofsThe initial configuration of atoms
ensemble with the chosen model of the interatomic interacwas theB1 lattice with 108 Li and 108 F atoms. Figure 3
tion depend on, apart from the initial arrangement of atomsshows a comparison between our and edrliealculated
the number of time stepofmestepd, Size of timestep 4t), RDF’s. As one can see, the agreement is perfect, especially
number of atomsN), cutoff (rn) Of the interatomic po- taking into account the error of digitizing Fig. 3 given by
tential, specified time constants for temperaturg)( and  Boehleret al? and the fact that Boehlet al. did not provide
pressure fp) fluctuations. Therefore, the influence of thesethe exact value of the temperature for this particular calcula-
parameters was carefully studied by carrying out test runs aton. Therefore, we became convinced that the IP1 model
various T and P. It was found that correct results can nor- was the model which was used by Boehler and co-workers in
mally be obtained withijmesieps= 10000, At=0.002 psec, their MD calculations.
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By carefully examining the MD calculations done by Li and F at the same conditions as was done by Ciccotti
Boehler and co-workers, we found them to be incorrectet al®® and obtained very close agreement. We, Ciccotti
There are several reasons for this. In what follows we willet al,>® and Boehleret al? used the samélP1) model.
analyze these reasons. Therefore, we are confident that our calculations are correct.

(a) Calculation of a thermal instability temperature in-
stead of melting temperature.

The author$ used the so-called “heat-until-it-melts”
method for calculating melting temperatures of LiF at a There is a widespread confusion that one can calculate the
given pressure. The method gives the temperature of a theremperature for the thermal instability and this temperature
mal instability instead of a melting temperature. Referring tocan be thought of as a good approximation of the melting
the experience of other researchdre precision of the cal- temperature. Possibly, this confusion comes from the obser-
culations was estimated as100 K. This experience was vation that at low pressures the difference is not that large.
demonstrated to be wrong in a number of paféfs?®The  Indeed, as was calculat®d’ for the melting of AbOj3, the
method chosen by the authbisf Ref. 2 always gives tem- difference between these two temperatures is about 200 K at
peratures higher than the real melting temperatures. The difoom pressure and this constitutes about 10% of melting
ference between thermal instability and melting temperatureemperature. The difference is already sizeable but still can
increases with pressure. It can, in fact, be very large, and, ds tolerated for making certain conclusions. However, the
will be shown below, amounts to about 1500 K at the presdifference increases with pressure, following the behavior of
sure of 1 Mbar. enthalpy of melting. At a pressure of 1 Mbar the difference

(b) Comparably small number of particles. amounts to about 1000 K.

The authorof Ref. 2 have chosen to work with a system  The method for calculating the thermal instability is
with 216 atoms. Earlier work on Mg@Ref. 3 had demon- straightforward. One takes a crystal configuration of a certain
strated that a MD calculation of the temperature of the thernumber of atoms. Let us say we want to calculate the thermal
mal instability (not melting requires 1000 or more atoms. instability temperature at some given pressure. Each subse-

(c) The model is not adequate. quent MD run is carried out at this pressure and at higher

As was briefly mentioned above, Li salts are known to bethan the previous one. The new runs at increasingre
poorly modeled by the IP1 model. For example, the temperaearried out until one observes a sudden change of volume,
ture of the thermal instability of LiF at a pressure of 1 bardiffusion, structure, etc. The value dfwhere it happens is
calculated with 216 atoms is slightly above 600 K. The meathe T for the thermal instability. The precision df for the
sured melting temperature of LiF at a pressure of 1 bar ishermal instability is defined by the used incrementTof
1121 K. Since the thermal instability temperature has to b&elow we will call this method “heat-until-it-melts” or the
higher than the melting temperature for the same model obne-phase simulation method.
interatomic interaction, it is clear that the mismatch is larger The thermodynamically justified approach to calculating
than at least 500 K. melting temperature consists in calculating Gibbs free ener-

(d) The IP1 model cannot be applied at high pressure. gies of solid and liquid phases and determining thet

The authorSprovided one of the MD “melting” points at  certainP where these two energies are equal. However, the
2.7 Mbar and 4000 K. As we showeéBig. 1) the IP1 gives direct calculations of Gibbs free energies from MD simula-
rise to unphysical behavior at short distances, which igions have some drawbackslt was found that the so-called
equivalent to high pressures. From a comparison betweewo-phase simulation method provides practically the same
Figs. 1 and 3the RDF in Fig. 3 was calculated at a pressuremelting temperatures as the calculation of the Gibbs free
of 100 kbar and a temperature of 1750 #he can see that energies’ We have now obtained considerable experience
the distances between the Li and F atdifig. 3 are already  with this metho824?8and we have found that the two-phase
comparable with the position of Li-F energy maxirtliig.  simulation method is a simple and efficient way to simulate
1). Since higher pressure and temperature makes this dignote the difference between “calculate” and “simulage”
tance even smaller in the liquid state, the point at 2.7 Mbathe freezing and/or melting transition. In the two-phase simu-
and 4000 K simply could not be calculatéd fact, as we lation one uses an initial configuration which consists of a
checked, even considerably lower pressures are not accesslid and a liquid part. Carrying out MD simulations with
sible with the IP1 modgl Possibly, the collapse of the Li-F that initial configuration at a certaid and T, one can easily
atoms was erroneously attributed to thermal instability inconclude about the stability of the liquid and/or solid phase

C. Melting versus thermal instability

Ref. 2. by analyzing the resulting configuration. This method was
(e) The relative stability of th®1 andB2 phases was not described in detail by Belonoshlai al. in Ref. 24.
checked. The initial configuration for simulation of melting was

Alkali halides are known to undergo a structural transitionprepared in the following manner. First, tB4 lattice was
from B1 to B2 structure. Such a transition causes a drastigenerated by translating the unit cell 8 times in xhe, and
change of the melting cun/é. Therefore, to provide any z directions. Second, the MD run with half of the atoms as
meaningful extrapolation of the melting of alkali halides thefrozen was carried out ai=2500 K andP=1 bar. As a

possibility of aB1-B2 transition must be considered. result a supercell which contained a crystal and a liquid
We will provide more details justifying the above points phase with a common interface was obtained. This supercell
below. was then used as the initial configuration for further simula-

To check the possibility that for some reason our calculations of melting and solidification in thd TP ensemble. The
tions are in error, we calculated the diffusion coefficients ofmelting of LiF with B2 structure was simulated in a similar
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FIG. 4. MD calculated volumes of LiF at 100 kbar and for a  FIG. 5. MD calculated volumes for LiF at 1000 kbar and vari-
number of temperatures using the IP1 model and two differenbus temperatures using the IP2 model and one-phase and two-phase
methods,(a) “heat-until-it-melts” (one-phase simulation with 216 simulation methods. Both curves are calculated for 4096 atoms. The
atoms and(b) initial configuration with solid-liquid interfacéwo- difference between the melting temperature and the temperature of
phase simulation with 4096 atomsThe discontinous change of thermal instability is about 1500 K.
volume is a sign of a transition from solid to liquids also con-
firmed by detailed analysisTwo-phase simulations provide correct
melting temperature, while the one-phase simulation gives an inco
rect “melting” temperature.

jnethod with 4096 atoms in the simulation cell. The phase
transition was detected by a discontinous change of the vol-
ume and the diffusion coefficient, the structure and the ani-
manner with the only difference that instead of the iniBdl ~ mation of the time history of the atomic positions. Since the
lattice theB2 lattice was generated. model itself, which is closely related to the Tosi-Fumi
Figure 4 illustrates the importance of using the correctmodel, does not provide a melting temperature in agreement
method for calculation of the melting temperature and theyith experimental data at low pressure, we cannot rely on the
importance of using a large number of particles. The correchpsolute values of the calculated melting temperatures at
method with a large number of particlet096 gives a melt-  high pressures. Nevertheless, the pressure dependence of the
ing temperatur¢1140 K) which is about 600 K less than the meting is of value, because the IP2 model is consistent with
temperature for the thermal instability calculated with aine high-pressure dataee Fig. 2
small number of particle€16). Note, that we used the same 114 calculated melting curvig. 6) has a high gradient

2
mod_eI(IPl) as was used by Boehlet al” They calcula_ted a at low pressure and rather quickly flattens with increasing
melting temperature of approximately 1750 K at this pres-

sure(100 kbay.
The importance of using a correct method to derive the
melting temperature is further illustrated in Fig. 5. This fig- o —esi.MD

—0Oliquid, MD
ure shows the volumes, calculated using two methods at the 8000 Z:Sﬁs:z:igﬁm ©
pressure of 1000 kbar with the IP2 model and a supercell of G- —experiment, DAC
4096 atoms. Since the IP2 and IP1 models are very muct RN et -
alike we can expect a similar difference in the positions for & T A
the abrupt volume changes for the IP1 model as well. Theg 400 Pt
abrupt change of volume, which is an indication of the solid- § P el
liquid transition, happens at quite different temperature, § DE,B*E' ;'/// >
namely, about 2100 Ktrue melting temperatufeand about o
3700 K (temperature of thermal instabilityThe difference is 2000 |7 /}::::g
huge. If we would use a small number of particles the dif- 197
ference would be even larger. %

We can conclude this section by emphasizing that melting
and thermal instability should never be considered as phe 05 000 2000 3050
nomena which occur at temperatures close to each othel Pressure (kbar)

Especially it is dangerous when a small number of atoms is

used in the simulation. A mixing of these two phenomena "'G- 8- MD calculated points of stability for the solidilled
miaht | i rron nclusions. symbolg and liquid (open symbols compared wnh experimental
ght lead to quite erroneous conclusions DAC (Ref. 2 and shock-wavéRef. 32 data. The right-hand open

triangle at 3000 kbar shows the point where the final product of the

simulation was liquid, when the solid part of a two-phase compu-
The melting and/or freezing was simulated as describethtional cell was LiF with B1 structure. This gives additional con-

above using the IP2 model and the two-phase simulatiofirmation that this is indeed the field of stability for the B2 structure.

D. LiF melting curve
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FIG. 7. Li-F radial distribution functioiRDF) g(r) and the corresponding running coordination nun{BaEN) in solid (B1) and liquid
LiF along the melting curve at 100 kbar and 1385&b) and at 1000 kbar and 2200 (,d).

pressure in accord with experimental data. At a pressure of 1
Mbar the difference between experinfeand calculations is
about 1000 K. At pressures above 1 Mbar tB2 phase

melts at a higher temperature than #é phase does. It gy cture.” The authors also state that the structure of solid
means that at this pressure we have a trifié 82-liquid)  anq Jiquid LiF are very much alike close to melting. Possi-
point. In fact, there is some indication in the experimentaly)y when the structure of the fluid and the structure of over-
data (Fig. 6 which points to the possibility of 81-B2  heated metastable solid LiF are compared, one can come to

phase transitiorinote the e.xpfarimental melting pqint at the that conclusion. However, Fig(& shows a comparison be-
highest pressuieThe possibility of aB1-B2 transition at a  yeen the Li-F radial distribution functiofRDF) in the solid

pressure above 900 kbar was suggested by Cériénis was (B1) and in the liquid phase at 100 kbar and 1385 K. As one

made on the observation that the velocity of shock-wavean see, the difference between the structures is quite evi-
propagation in LiF has some irregular behavior above thagent, The running coordination numb@cCN) [Fig. 7(b)] at
pressure. The transition preSSUI’e can also be estimated to hﬁs pressure is about four, Wh|Ch Suggests a tetrahedra' Cco-
close to 1 Mbar on the basis of recent ab initio calculatidns. ordination of the Li ion. We observe essentially the same
The B1-B2 transition can account for the discrepancy be-change of structure at 1000 kbar and 2200 K—the highest
tween DAC (Ref. 2 and shock-wav& measurements. The calculated PT melting point of LiF with th&1 structure.
difference between the MD melting curve and the shockHowever, the RCN in the liquid is close to(&s in solidB1).
wave melting point is about 1000-K. Because this is abouProbably, this convergence of RCN in the liquid and the
the difference between the MD melting curve and the DACsolid at melting with increasing pressure suggested the
melting curve at 1-Mbar, we can conclude that B&-B2 conclusiod in Ref. 2 about the similarity of the liquid and
transition is sufficient to get an agreement between the twagolid structures at high pressure. We should point out that the
sources of experimental data. convergence of RCN is the only similarity. The structures of

E. Structure of LiF along melting curve

In Ref. 2 it is stated that “molecular-dynamics simula-
tions predict that molten LiF retains a simple-cuBit-like
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the liquid and the solid remain quite distinct—with long- ~ 800
range order and nonmixing high-order neighbor shells in the
solid. e -
6000 | T
IV. DISCUSSION - o
3 %

Since the calculated melting temperatures of LiF are sub-é w7 . .
stantially lower than the experimental ones at low pressure 8 e ,3.,,/_;;_0
we cannot rely on their calculated absolute values at high® L j,g;w{ '
pressure. Nevertheless, because the room-temperature is /'/;—;e’ o — @ NaCl, MD
therm of LiF (Fig. 2) was calculated to be in good agreement 2000 _’,66'069 o--oNaCl, DAC

. . . T . 4 — & MgO, MD
with the experimental data and our first-principles calcula- ¢ &--oMgO, DAC
tion, it is possible that the pressure dependence of the melt ¢~ NaCl, shockwave
ing temperature is close to the experimental behavior. In- 0 . ‘

0 500 1000 1500

deed, the LiF MD melting curve and the experimental DAC
LiF melting curvé exhibit common features—a rapid in-
crease of the melting temperature at low pressure and a con- FIG. 8. MD predicted melting curves of MgO and Na@®ef.
siderable flattening of the curve at high pressures. The rece@#) compared with shock-wavRef. 37 and recent DAC data for
paper in Ref. 2 also presented new experimental data on tHdgO (Ref. 38 and NaCl(Ref. 2.

NaCl melting up to 1 Mbar. Melting of NaCl was previously

simulated” using the MD method. It is, of course, interesting dient of the DAC MgO melting curve is extraordinary low.

to compare these two curves. The NaCl MD melting curve isTheé melting temperature was determined(ty the discon-
close to the measured one. However, here we can discu§guous change in the absorption of the laser radiation and
also the absolute values of the temperature because the lo?) by the observation of surface motiérThis method
pressure experimental melting temperattiveas reproduced Works excellently at low pressure, and we can therefore pose
almost exactly both in our MD stud{and in the experiment the question: “Is it possible that the surface motievhich

in Ref. 2. It is interesting to see that whBd (at 0 pressupe  Obviously also will cause a change of the absorptisna
and B2 (at about 300 kbarbecome stable, we have nearly mamfesta’qon of meltm_g at low pressure and a mamfestat}o.n
perfect agreement between theory and experiment. Howeve?f something else at high pressure?” The answer is yes, it is
with further increase of pressure the theoretical curve goeBOSS'bLe- This has already been demonstrated in our earlier
above the experimental one, even though the difference igaper:* Here we suggest a simplified explanation which
almost within the experimental errors. The agreement beShould be considered as merely a hypothesis yet to be con-
tween the two curves is quite remarkable, because the curfémed or rejected by further experimental studies. Our ex-

waspredicted therefore, there is no way that the experimentPlanation is illustrated by Fig. 9. _
could affect our way of modeling. A sample in DAC is subjected to thermal stress which

MD simulations provide us with a very detailed picture of increases with temperature, because the sample is heated in-
the melting mechanism which gives us insight into the rea-

Pressure (kbar}

son for the flattening of the melting curves as a function of A B
pressure. If there is no solid-solid phase transition the struc- S~ ¥ !
ture of the solid remains of course unchanged. This can be ~ %
different for the liquid phase. The coordination number in \‘\f'lgt,l ;
the liquid increases with pressure and becomes close to that \\\\ ;
in the solid. Because at high pressure most of the configura- Tl |
tional energy comes from the nearest neighbors, the com- & \\\ i
pressibility of the two phases becomes increasingly similar. £ Ty
This leads to small volume changes at melting. Due to the %” /// i
fact that the solid remains long-range ordered, i.e., opposite £ e |
to the liquid phase, the pressure dependence of the entropy=Z 7
change associated with the melting is comparably weak. As a S“ess - 5
result, the slope of the melting curve becomes smaller with & 7 ;
increasing pressure. We should emphasize, however, that theZ /,// ;
effect has no direct connection with temperature. It is only - '
the pressure which makes the melting curve flat. In this re- T Tt Tos
emperature (K)

gard the comparisofFig. 8 of MgO MD and DAC melting
curves makes us wonder if the DAC experiment indeed mea- FIG. 9. A schematic illustration of two possible scenarios when
sured melting temperatures and not something else. Whilsmeasuring melting temperatures in a diamond-anvil cell. Melting
the MD MgO melting curve exhibit common features with temperature is lowT, ) and the thermal stress curve and yielding
the melting curves for LiF and NaGboth theoretical and limit curve do not cross before meltingcenario A. Melting tem-
experimentdl showing a rapid increase of the melting tem- perature is high Tm,) and the crossingyielding, transition from
perature at low pressure and a flattening at high pressure, thk#astic to plastic behavior, ejchappens before the melting, making
DAC MgO melting curve constitutes an exception. The gra-the impression of meltingscenario B.
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homogeneously. The temperature dependence is shown scltire simulation of melting and that these two features can be
matically by the lower curve in Fig. 9. There is also such aquite far from each other. Even though the Tosi-Fumi model
characteristic of the sample as yielding stren@thit could is not capable of providing the absolute melting temperature
be elastoplastic limjt which decreases with temperature. of LiF, the model, corrected for application at high pressure,
These two effects have the same order of magnitide. gives us a reasonable description of its pressure dependence
Two scenarios are possible. If the melting temperature isvith increasing pressure. The extrapolation of experimental
low, the yield strength and stress curves do not cross befonmelting temperatures derived from DAC are likely to be in
the melting occurgscenario A. If the melting temperature is agreement with shock-wave data if the extrapolation takes
high, those curves might cross before meltisgenario B. into account the possibB1-B2 transition in LiF. The tran-
In the case of scenario A the true melting temperature isition was calculated to occur in the vicinity of 1 Mbar at the
measured. In the case of B instead of melting temperaturmelting temperature, which is in accord with indirect evi-
one might measure the temperature of yielding or beginninglence from shock-wave measurements ahdnitio predic-
of plastic deformations. The change of absorption and surtions. A model for LiF which would allow quantitative com-
face motion will be observed in both scenarios. However, inparison of melting temperatures with experimental data has
case A, this is melting, in case B, this is not. yet to be developed. One has to be careful when comparing

MgO is known to be a very soft materfdland having a theoretical and experimental melting curves—there is a pos-
very high zero-pressure melting temperature. Therefore, iibility that what has been measured is not melting.
our explanation is a possible mechanism, then the first can-
didate where it should be true is MgO.
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