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Test of the universal local pseudopotential for the description of an inhomogeneous metal

Dmitriy S. Chekmarev, David W. Oxtoby, and Stuart A. Rice
Department of Chemistry and The James Franck Institute, The University of Chicago, Chicago, Illinois 60637

~Received 25 October 1999!

We present the results of a test of the adequacy of the recently proposed universal local electron-ion
pseudopotential of Nogueira, Fiolhais, and Perdew@Phys. Rev. B59, 2570 ~1999!# for the prediction of the
structure of an inhomogeneous metal. The test is a comparison of the structure of the liquid-vapor interface of
Ga predicted by self-consistent quantum Monte Carlo simulations with the observed structure. We find that the
structure of the bulk liquid metal predicted using the universal local pseudopotential is in good agreement with
experimental data if an effective temperature replaces the true temperature. However, the predicted structure of
the liquid-vapor interface is only in qualitative agreement with experimental data. In particular, the longitudinal
density distribution in the liquid-vapor interface predicted using the universal local pseudopotential is stratified,
with a spacing of about one atomic diameter and a decay length of a few atomic diameters, features all of
which are in qualitative agreement with observations. However, the amplitude of the predicted density oscil-
lations is fivefold too large. Similar discrepancies are found when the longitudinal density distributions in the
liquid-vapor interfaces of Sn and Pb predicted using the universal local pseudopotential are compared with
those predicted using a nonlocal pseudopotential known to predict accurately the liquid-vapor interface struc-
tures of Ga and Hg. The results obtained imply that thenonlocalityof the pseudopotential is critical to a correct
description of the structure of an inhomogeneous metal.
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I. INTRODUCTION

Our understanding of the structure and properties of in
mogeneous liquids is based on applications of density fu
tional theory. Unfortunately, except for a few idealized mo
els, a density functional analysis of an inhomogeneous liq
does not lead to an analytic representation of its structure
properties. Rather, after exploitation of approximations
propriate to the particular system, its structure and proper
are obtained with one or another form of numerical analy

Consider, for example, the liquid-metal–vapor interfa
The form of the effective interaction between ion cores in
inhomogeneous transition region between liquid metal
vapor is both density dependent and nonlocal, so it is
surprising that all current theoretical predictions of the ch
acter of the interface have been derived from self-consis
quantum Monte Carlo~MC! simulations. The analytical ba
sis for the simulations is the density functional pseudopot
tial representation of the properties of an inhomogene
metal.1–4 The calculation of the system potential energy
quires, as input, the electron density distribution in the int
face; this distribution is obtained from the solution to t
relevant Kohn-Sham equation.5 The effective pair potentia
is then used in a Monte Carlo simulation of the system pr
erties. Since the local electron density changes when the
cores are moved, the potential function must be recalcula
after each Monte Carlo move. This procedure, when car
to convergence, generates self-consistent electron and
core distributions for the metal. To date, the procedure
scribed has been used to study the liquid-vapor interface
Na, K, Rb, Cs, Hg, Mg, Ga, Al, In, Tl, Sn, and Pb, and t
dilute alloys Bi in Ga, In in Ga, Sn in Ga, and Pb in Ga. It
found that the density distribution along the normal to t
liquid-vapor interface~called the longitudinal density distri
bution! has pronounced oscillations with a typical spacing
PRB 610163-1829/2000/61~15!/10116~9!/$15.00
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about one atomic diameter; near the freezing point of
metal these oscillations penetrate three to four atomic di
eters into the bulk liquid.1–4,6–20 On the vapor side of the
interface the longitudinal density distribution falls rapidly
zero, with a scale length of a fraction of an atomic diame
The difference between the structures of the liquid-vapor
terfaces of simple metallic and nonmetallic liquids can
traced to the different forms of their potential energy fun
tions. Specifically, the unique arrangement of atoms in
liquid-vapor interface of a simple metal is viewed as a co
sequence of a strong confinement of atoms in the interfa
which has its origin in the substantial dependence of
system potential energy functional on the average vale
electron density that varies across the interface. In gene
there is very good agreement between the predicted3,15,18,20,21

and experimentally inferred6,8,9,11,22,23 longitudinal density
distributions in the liquid-vapor interfaces of Hg, Ga, BiG
InGa, SnGa, and PbGa.

The character and quality of the agreement between
results of the self-consistent quantum Monte Carlo simu
tions and the observed longitudinal density distributions
the liquid-vapor interfaces of these systems suggest tha
extant theory can be used as a reliable predictor of the p
erties of other inhomogeneous liquid-metal systems. Ho
ever, the calculations of the properties of the systems c
above utilize a sophisticated nonlocal representation of
electron-ion interactions and require very extensive a
lengthy computations. Moreover, the formalism does
provide a simple conceptual picture of the elements of
interaction that are most important for the determination
the structure of the liquid-vapor interface of a metal. Th
there is no simple way of inferring the qualitative properti
of a broad class of inhomogeneous metals and alloys f
the knowledge of their nonlocal pseudopotentials.

It is clear that there would be considerable advantage
10 116 ©2000 The American Physical Society
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having a description of inhomogeneous metals that perm
prediction of the properties of the system using physical c
cepts based on the character of the atomic interaction. S
the pseudopotential representation of an electron-ion inte
tion is not unique,24 we have considerable freedom in sele
ing its form, and we expect that a local pseudopotential w
be more amenable to the construction of the wanted des
tion of inhomogeneous metals than is a nonlocal pseudo
tential. Recently, Nogueira, Fiolhais, and Perdew25 have in-
troduced a sophisticated local pseudopotential, called
them the universal local pseudopotential~ULP!, that gives
accurate predictions of the binding energies and elastic p
erties of many simple metals in their crystalline phases
this paper we describe the results of self-consistent quan
Monte Carlo simulations of the liquid-vapor interfaces of G
Sn, and Pb. Our goal is to test the accuracy of the ULP w
used to calculate the structure of the liquid-vapor interface
simple tri- and tetravalent metals; the measure of merit
use is, in the case of Ga, comparison with the experiment
inferred longitudinal density distribution in the liquid-vapo
interface,6,8,9 and in the cases of Sn and Pb comparison w
the longitudinal density distributions in the liquid-vapor i
terface predicted using a nonlocal pseudopotential@the en-
ergy independent model pseudopotential~EIMP! of Woo,
Wang, and Matsuura26# known to reproduce accurately thos
distributions for Ga and Hg.

The key results of the work reported below can be su
marized as follows. The ULP correctly predicts the quali
tive features of the stratification of the liquid-vapor interfac
of Ga, Sn, and Pb. However, the modulation of the long
dinal density distribution supported by the ULP is mu
greater than that found experimentally, and also mu
greater than that found using the nonlocal EIMP pseudo
tential. The results clearly imply that, despite its utility f
calculation of the properties of homogeneous metals,
ULP is unsatisfactory for quantitative prediction of the stru
ture of an inhomogeneous metal.

II. DETAILS OF SIMULATIONS

The theoretical basis for the work reported in this pa
has been described in our previous reports.1–3,19 The self-
consistent quantum MC simulations are based on the den
functional pseudopotential theory of inhomogeneous me
in the form first adopted by D’Evelyn and Rice1,12 and later
modified by Harris, Gryko, and Rice.2 The essence of an
pseudopotential theory27,28 lies in the replacement of th
strong direct interaction between the delocalized electr
and the ions by an effective, small in magnitude and,
principle, nonlocal pseudopotential that accounts for the
quirement that the states of the delocalized electrons are
thogonal to the states of the ion core electrons. The t
system energy is then calculated as the sum of the zero-o
energy associated with the immersion of a degenerate e
tron gas in a nonuniform continuum distribution of positi
charge~an inhomogeneous jellium! and the first- and second
order perturbation theory corrections for the interaction
tween the discrete ions and the electrons. To second ord
perturbation theory, the Hamiltonian of an arbitrary config
ration ofN metallic ions andNZ sp-valence electrons is the
given by
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N pi
2

2m
1U0„r0~r !,nel~r !…1(

i , j
Veff„Ri ,Rj ;nel

LDA~r !…

~1!

where pi is the momentum of thei th atom with mass
m,Ve f f„Ri ,Rj ;nel

LDA(r )… is the effective pair potentia
~evaluated in the local density approximation! between ionsi
andj located atRi andRj , respectively, andr0(r ) andnel(r )
are the corresponding reference jellium and electron de
ties. The functionalU0 is a structure-independent contribu
tion to the energy, which is, however, dependent on the e
tron and jellium densities. In the following discussion, w
use atomic units for length@1 a.u.51a0 ~Bohr radius!
50.529 177 Å# and energy (1 a.u.52 Ry527.21 eV). In
some of the analysis described below it is convenient to
the volume per atom,V5r21.

For local model pseudopotentials, the effective pair int
action takes the form

Ve f f~R;nel
LDA!5

Z2

R S 12
2

p E
0

` FN~q!sin~qR!

q
dqD , ~2!

where the first term is the direct Coulomb repulsion betwe
ions of chargeZ and the second term is the second-ord
pseudopotential contribution to the pair interaction potent
The structure-independent energyU0 is a function of the
electron densitynel(r ) and the positive~reference! charge
densityr0(r ) but does not depend explicitly on the positio
of ions.U0„r0(r ),nel(r )…, which is responsible for by far the
largest contribution to the system energy~about 95%!, can
be represented as the sum of the kinetic energy, the ele
static energy~which arises from the lack of coincidence o
the electron and ion density distributions in the liquid-vap
transition zone!, the exchange-correlation energy, and t
electron-ion pseudopotential interaction,

U0„r0~r !,nel~r !…5Ekin1Ees1Exc1Eps . ~3!

The electronic kinetic energyEkin can be calculated by solv
ing directly the self-consistent Kohn-Sham equation.29

The last term in Eq.~3!, the electron-ion pseudopotentia
contribution, must be discussed in more detail both beca
of the crucial role it plays in determining the structure of t
liquid-vapor interface and because, unlike all other terms
Eq. ~3!, it assumes different forms depending on whethe
local or nonlocal pseudopotential is used. In the local den
approximation, this term can be written~the system is as-
sumed to have a planar interface! as

Eps52AE
0

`

dzr0~z!eps„nel~z!…, ~4!

whereeps has the following form when a local pseudopote
tial is used:

eps53E
0

1

f tr~h,h!h2dh2F2pZ2

V
lim

q→0

12FN~q!

q2

1
Z2

p E
0

`

FN~q!dqG1 f corr . ~5!
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10 118 PRB 61CHEKMAREV, OXTOBY, AND RICE
In Eq. ~5!, r s5@(3/4p)nel
21#1/3 is the radius of a sphere con

taining on average one electron,h5k/kF , and f tr(h,h)
5Z^kuwncuk& is the diagonal matrix element of the no
Coulombic part of the bare pseudopotential. The first term
Eq. ~5! is the first-order correction to the system energy fro
the electron-ion pseudopotential. It is not influenced
screening since screening is merely a redistribution of
electron density~as long as the total charge is conserve!
and, therefore, has no effect on average values. The nex
terms ~in square brackets! are second-order corrections.
order to compensate for the failure of the bare pseudopo
tial to ensure the mechanical stability of the model system
well as to yield the correct value for the heat of vaporizat
at the experimental bulk density, it is necessary to introd
corrections to the structure independent energy.2,19,20 These
empirical corrections are embedded in the last contribu
to eps in Eq. ~5!.

In Eqs. ~2! and ~5! the key ingredient is the normalize
energy–wave-number characteristicFN(q), which is qua-
dratic in the electron-ion pseudopotential and can be wri
~again for a local pseudopotential! as

FN~q!5S 2
q2V

2pZ2D Vq2

8p S 12eH~q!

ẽ~q! D uvbare~q!u2, ~6!

wherevbare(q) is the Fourier transform of the bare pseud
potential andeH(q) is the static dielectric function of the
electron gas calculated in the random phase approxima
~no exchange and correlation contribution!. The modified di-
electric function,ẽ(q), with exchange and correlation in
cluded, is related toeH(q) by1

ẽ~q!511@eH~q!21#@12G~q!#, ~7!

whereG(q) is the local-field corrector.24,28 Hence, for any
given inhomogeneous metal the problem is fully specified
the choice of an appropriate form of the pseudopoten
vbare(r ), the local-field functionG(q), and the parametric
form of the reference jellium profiler0(r ).

In the present work we employ the universal loc
electron-ion pseudopotential due to Nogueira, Fiolhais,
Perdew.25 This model potential derives from a family of lo
cal pseudopotentials known as evanescent core~EC! model
potentials30 that have been designed specifically for use w
a second-order nonrelativistic perturbation treatment
simple metals in the local density approximation. By virt
of its construction, the ULP and its derivatives are contin
ous throughout the space~this smoothness ensures bet
convergence properties in the reciprocal space over la
vectors!, and the evanescence of the core repulsion is n
rally incorporated in the form described. The real-space r
resentation of the evanescent core pseudopotential is g
by30

vEC~r !52
Z

r
$12@11b~r /REC!#exp~2ar /REC!%

1
Z

REC
A exp~2r /REC!, ~8!

whereREC is the core decay length anda.0. In principle,
this representation contains four independent parame
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REC , A, a, andb, but two of them, namely,A andb, can be
determined in terms ofa by imposing the analyticity condi-
tion ~cusp-free condition! at r 50. The remaining two param
eters are fixed by requiring that the total energy per elect
of a solid metal calculated to second order in perturbat
theory ~within the local density approximation! be a mini-
mum at the equilibrium value of the Wigner-Seitz radiu
and that the calculated bulk modulus reproduce the resu
the stabilized jellium model~effective valence 1!.25 With
these restrictions imposed the model pseudopotential c
tains no adjustable parameters.

In Fourier space, the matrix element ofvEC(r ), the form
factor, can be expressed analytically,30 which in turn allows
an analytical expression forFN(q) to be obtained from Eq.
~6!. The EC pseudopotentials have been tested extensi
with respect to predictions of lattice dynamics, elas
moduli, liquid-metal resistivities, binding energies,25,30,31and
the pair correlation functions of bulk liquid alkali metals.32

In all cases good agreement with available experimental d
is obtained. It is important to emphasize that the descrip
‘‘universal’’ in the designation of the ULP means that th
pseudopotential has parameters determined solely by
equilibrium electron density and the valence.

It is well known28 that the shape of a pair interactio
potential in metals may depend crucially on the choice of
effective-field functionG(q). For reasons of convenience
we chose to work with the local-field function proposed
Ichimaru and Utsumi33 @GIU(q)#; this function satisfies the
electron-gas sum rules, and its parametrized form is part
larly suitable for use in computer simulations. The para
eters of the ULP in a given density range for a certain
lence were found25 from the values of the binding energy an
bulk modulus, both calculated to second order in pertur
tion theory and employing the local density approximati
local-field correction. The replacement ofGLDA(q) by
GIU(q) in simulations is likely to have a minor effect on th
interface structure. This assertion derives from the w
established fact28 that the deviations between various form
of G(q) that have the most profound physical consequen
are in the region 1.5kF,q,2.0kF , where GLDA(q) and
GIU(q) do not differ significantly. The small-q limits are
very similar for differentG(q)’s, and the large-q behaviors
are not critical since the polarizability decreases rapidly
q.2.0kF . In Fig. 1, we show the effective pair interactio
potentials for Pb calculated usingGLDA(q) andGIU(q), re-
spectively. Clearly, the difference in the shapes of the t
potentials is very small.

The only remaining quantity one needs to specify to co
plete the description of an inhomogeneous liquid metal
cording to the formalism outlined above is the referen
positive density distributionr0(r ). In the case of a plana
liquid-vapor interface,r0 can be modeled by2

r0~z,z0 ,b!5
rbulk

11expS uzu2z0

b D , ~9!

wherez0 is the position of the Gibbs dividing surface andb
characterizes the width of the inhomogeneous region of
jellium profile. This distribution is properly normalized b
setting
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rbulk5
N

2AH z01b lnF11expS 2
z0

b D G J , ~10!

whereN is the total number of atoms in the slab andA is the
area of one free face of the slab. For most situations enco
tered in practice during the simulation run, Eq.~10! can be
safely replaced by a simpler expression, namely,rbulk
5N/2Az0 ~note that sincez0 changes at each simulation ste
the value ofrbulk may deviate from the initially set exper
mental bulk number density!.

Given the form of the pseudopotential, the self-consist
quantum MC simulations were carried out as follows. T
model system was a slab with dimensionsL03L032L0 con-
taining 1000 ions. The slab was subject to periodic bound
conditions in thex andy directions and had free surfaces
the 6z directions~across the liquid-vapor transition zone!.
For convenience, periodic boundary conditions were also
plied in the6z directions, but at distances very far from th
the Gibbs dividing surfaces. This convenience does not
fluence our results.19

The center of mass of the simulation sample was p
tioned atz50, which is the location of the origin of the
coordinates. The linear dimension of the simulation box,L0 ,
was chosen such that the initial density of the slab is equa
the known bulk densityrbulk at the temperature of interes
The simulation slab is about 16 layers deep~each roughly
one atomic diameter in thickness!, 8 layers for each half.

The simulations were started by placing the particles
random positions within the boundaries of the slab. Init
configurations that have ion-core–ion-core overlaps
eliminated by a force-biased Monte Carlo simulation w
periodic boundary conditions in all directions, using a sca
Lennard-Jones potential for the ion cores. In the course
simulation ions are moved sequentially, one at a time,
the new configurations are accepted or rejected accordin
the standard procedure~Metropolis scheme34! by consulting
the appropriate Boltzmann factors. About 463106 configu-
rations were generated for each metal, from which the
123106 were used in collecting the final statistics.

FIG. 1. Effective pair potential for Pb (r s52.3): with
Ichimaru-Utsumi~IU! local-field function~ !, with LDA local-
field function ~ !.
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For each instantaneous ionic configuration the refere
jellium parametersz0 and b were determined using a
weighted least-squares fit of the discrete moments of the
distribution to the continuous moments ofr(z,z0 ,b).2,19

Then, using this jellium distribution, the corresponding ele
tron density distribution was obtained from the solution
the pertinent Kohn-Sham equation.4,19,29

For each ionic configuration the corresponding elect
density profile is a function ofz, z0 , andb, and the structure-
independent energyU0 is a function of the width paramete
b and the liquid densityrbulk. To simplify the computational
scheme we adopted the following approximate form forU0 :

U0@b,rbulk#'Nu0@rbulk#12AsU@b#, ~11!

whereu0@rbulk# is the structure independent energy per p
ticle of a homogeneous system with densityrbulk , and
sU@b# is the surface energy~per unit area! of the reference
jellium distribution represented by Eq.~9!. This approxima-
tion proved adequate for sufficiently large systems~;1000
atoms!.19 To obtain the longitudinal ion density distribution
a histogram of particle positions relative to the position
the center of mass of the slab was compiled during
course of the simulation run. The density profiles from o
posite halves of the slab were then averaged. The in-p
structure of the model system is described by the transv
pair correlation function, which we have calculated for th
sections sliced parallel to the interface.2,19

III. RESULTS AND DISCUSSION

We have tested the accuracy of the ULP with respec
prediction of the pair correlation functions of liquid Ga, S
and Pb. For these three-dimensional~3D! bulk MC simula-
tions we used a simulation box that contains 512 partic
and employed periodic boundary conditions in thex, y, andz
directions. The effective pair interaction potentials were c
culated for densities corresponding to the equilibrium so
state structures, namelyr s52.18 ~rhombic! for Ga, r s
52.22 ~tetragonal! for Sn, andr s52.3 ~fcc! for Pb. The
resultant potentials are displayed in Fig. 2. We note that
changes in density that occur with increasingT produce

FIG. 2. Effective pair potentials for Ga atr s52.18~ !, Sn at
r s52.22 ~ !, and Pb atr s52.3 ~------!.
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10 120 PRB 61CHEKMAREV, OXTOBY, AND RICE
rather small differences in the shape of the effective p
potential for temperatures not too far from the melting poi
It was found that if the simulations were carried out at t
experimental values of the melting density and melt
temperature,35,36 the predicted pair correlation functions d
not agree well with the experimentally determined functio
The discrepancies found are largely in the magnitudes of
peaks and valleys ofg(R) but not in their positions, so tha
the simulatedg(R)’s resemble those of strongly undercool
liquids. We infer, then, that the source of these deviation
the exaggerated depth of the first potential well of the U
and the appreciable amplitudes of the tail oscillations;
gether these features of the ULP define the ‘‘stiffness’’ of
liquid structure against variation of the temperature. For e
of the metals studied, by fixing the liquid density at the e
perimental value at the melting point and raising the te
perature, it is possible to find a temperature at which
deviation between the calculated and observed bulk liq
pair correlation functions is removed. Comparisons of
results of the simulations and the available experimental d
are shown in Figs. 3, 4, and 5 for Ga, Sn, and Pb, resp
tively. The same densities and temperatures were then
in the simulations of the respective liquid-vapor interfaces
these metals.

Consider, now, the shapes of the pair potentials displa
in Fig. 2. These potentials look very similar because, wit
the framework of the ULP formalism, the key defining p
rameters, namely, the equilibrium electron densities and
valences, are very similar in value. For small ion-core–io
core separations these potentials have strongly repu
cores, and at slightly larger separations they have attrac
wells; the attractive well can be very shallow for som
metals.17,20,37,39As the ion-core–ion-core distance grows, t
potential displays Friedel oscillations that decay
cos(2kF R)/(2kFR)3. For a local pseudopotential, the amp
tude of these oscillations is controlled by the magnitude
the pseudopotential matrix elementuv(q)u2 evaluated atq
52kF . Comparison between the pair potentials for Ga,
and Pb obtained with the ULP and the nonlocal EIMP tre
ment of Zhaoet al.3 and Rice and Zhao42 reveals that the
ULP model predicts quite prominent Friedel oscillations

FIG. 3. Pair correlation function for bulk liquid Ga: MC a
Tsim51173 K andrbulk50.0525 (atoms/Å3) ~ !, MC at Tsim

5330 K ~------!, and experiment~Ref. 35! at Texpt5326 K ~,,,!.
ir
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each of Ga, Sn, and Pb, signaling large values of the
Fermi-sphere pseudopotential matrix elements. In contr
the nonlocal EIMP model potential oscillations are strong
damped, meaning that the matrix element^k1quwuk& tends
to be small aroundq52kF . We note again that our analys
is developed from second-order perturbation theory, an
depends on the smallness of the pseudopotential. Then
immediately clear that when a local pseudopotential is u
the error associated with the truncation of the perturbat
expansion at second order, which amounts to neglec
three-body and higher contributions, may not be satisfact
The situation can be partially ameliorated by inclusion of t
correction termf corr @in Eq. ~5!#, which serves the purpos
of projecting higher-order terms back into ‘‘effective
lower-order terms. Nonetheless, as will be discussed i
moment, the procedure used to determine the correction t
for a specific case is not without some internal difficultie
On these grounds, it seems likely that a quantitative desc
tion of the structure of the liquid-vapor interface of a hea
polyvalent metal will require the use of a nonlocal pseud
potential. This expectation concerning the importance of
use of nonlocal pseudopotentials for heavy polyvalent me

FIG. 4. Pair correlation function for bulk liquid Sn:~a! MC at
Tsim51900 K andrbulk50.0346 (atoms/Å3) ~ !, MC at Texpt

5600 K ~------! and experiment~Ref. 36! at Texpt5573 K ~,,,!;
~b! MC at Tsim53000 K andrbulk50.0337 (atoms/Å3) ~ !, ex-
periment~Ref. 36! at Texpt5973 K ~nnn!.
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has previously been voiced by Jank and Hafner37,38 on the
basis of a scrupulous analysis of the atomic and electro
structures of bulk liquid Ga, Sn, and Pb.

We now turn to a description of the results of simulati
studies of the liquid-vapor interfaces of Ga, Sn, and Pb us
the ULP model. In Fig. 6 we show the dependence of
surface energy per unit areasU @refer to Eq.~11!# on the
reference profile width parameterb calculated for Ga at
Tsim51173 K, for Sn atTsim53000 K and for Pb atTsim
52200 K. The shapes of the curves resemble those
simple metals.2 The liquid-vapor interface widths should b
close to the values corresponding to the minima in thesU
versusb curve. From Fig. 6bmin'0.20 a.u. for Ga and
bmin'0.15 a.u. for Sn and Pb. These values ofb imply that
all three metals have rather narrow liquid-vapor interface

The structural feature of most interest to us is the sing
ion density distribution across the liquid-vapor interface.
this regard, the most stringent test of the accuracy of
ULP is the direct comparison of predicted and observed l
gitudinal density distributions; of the liquids studied in th
paper, these data are available only for Ga.6,8 A comparison
of predicted and observed longitudinal density distributio

FIG. 5. Pair correlation function for bulk liquid Pb:~a! MC at
Tsim51350 K andrbulk50.0332 (atoms/Å3) ~ !, MC at Texpt

5650 K ~------! and experiment~Ref. 36! at Texpt5613 K ~,,,!;
~b! MC at Tsim52200 K andrbulk50.0321 (atoms/Å3) ~ !, ex-
periment~Ref. 36! at Texp51023 K ~nnn!.
ic
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is provided in Fig. 7. Clearly, the ULP model reproduces t
qualitative features of the experimentally determined den
profile: the interlayer spacing is about one atomic diame
and the layering decay length is about four atomic diamet
Nonetheless, the ULP model predicts much larger amplit
density oscillations than are observed. The nonlocal EI
model3 prediction of the longitudinal density distribution i
in much better agreement with experiment~see Fig. 10 of
Ref. 3!.

In Figs. 8 and 9 we compare the longitudinal density d
tributions in the liquid-vapor interfaces of Sn and Pb p
dicted using the ULP with those predicted using the nonlo
EIMP.42 Again, we find that the predicted interlayer spaci
is about one atomic diameter and that the ion-core den
oscillations penetrate into the fluid for about 2 to 3 atom
diameters. And, as in the case of liquid Ga, the ULP gen
ates exceedingly large amplitude oscillations in the long
dinal density distribution.

FIG. 6. Surface energy per unit areasU(b) calculated for Ga
~ddd! at Tsim51173 K, Sn ~hhh! at Tsim53000 K, and Pb
~nnn! at Tsim52200 K.

FIG. 7. Comparison of the longitudinal density distribution
the liquid-vapor interface of Ga calculated using the ULP mo
~current study atTsim51173 K!: ion density~ !, electron density
~ !, and experimental data of Reganet al. ~Ref. 8! at T
522 °C ~nnn!.
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Finally, we examine the transverse~in-plane! structure in
the liquid-vapor interfaces of Ga, Sn, and Pb. We have
culated the transverse pair correlation functions in the liqu
vapor interfaces of the these metals from histograms of
separations of all pairs of particles in a series of thin str
parallel to the interface. For each metal, we display in F
10 the transverse pair distribution functions computed for
outermost layer, corresponding to the region that enclo
the first high density peak inr(z), the second layer, and th
experimentally determined35,36bulk liquid g(R). Despite the
oscillatory variation in density across the liquid-vapor inte
face, the transverse pair correlation function is always v
nearly the same as that of the bulk liquid. The insensitivity
the transverse pair distribution function to the point loc
density is successfully accounted for by t
Fischer-Methfessel40 extended local density approximatio

FIG. 8. Comparison of the longitudinal density distribution
the liquid-vapor interface of Sn calculated using the ULP mo
~current study atTsim53000 K!: ion density~ !, electron density
~ !, and the ion density obtained using the nonlocal EIM
model of Ref. 42~sss!.

FIG. 9. Comparison of the longitudinal density distribution
the liquid-vapor interface of Pb calculated using the ULP mo
~current study atTsim52200 K!: ion density~ !, electron density
~ !, and the ion density obtained using the nonlocal EIM
model of Ref. 42~sss!.
l-
-
e
a
.
e
es

-
y
f
l

which states that the in-plane structure is determined by
effective density that is defined by averaging the point d
sity in a volume element that has linear dimensions com
rable to an atomic diameter. The simulation results repor
in this paper are fully consistent with the results of previo
MC simulation studies of trivalent metals.17

l

l

FIG. 10. Transverse pair correlation functions for selected lay
from the liquid-vapor interface of~a! Ga, ~b! Sn, and~c! Pb. Out-
ermost layer~ !, second layer~ !, and experiment~Refs.
35 and 36! ~sss!. Temperatures are the same as in Figs. 3–5
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PRB 61 10 123TEST OF THE UNIVERSAL LOCAL PSEUDOPOTENTIAL . . .
Given the inherent complexity of the problem, pinpoin
ing how the local pseudopotential errs in the description
the interactions in a heavy polyvalent metal is nontrivial. T
following speculations seem pertinent.

It is currently believed that the temperature dependenc
the widths of the peaks in the longitudinal density distrib
tion is adequately described by capillary wave theory.3,8,20,41

The long-wavelength cutoff in the spectrum of capilla
wave excitations is set by the size of the sample.7–9,20Since
the simulation sample is very small, the widths of the pe
in the longitudinal density distribution are underestimat
and, correspondingly, the peak amplitudes are overestima
Since the surface energy~which is close to but not identica
to the surface tension! calculated with the local pseudopote
tial model is larger than that calculated with the nonlo
pseudopotential, the structure in the longitudinal density d
tribution calculated with the former is exaggerated relative
that calculated with the latter. In this connection, it is wor
while noting that the calculated longitudinal density profi
in the liquid-vapor interface of Ga displayed in Fig. 7 r
sembles closely the extrapolated ‘‘zero-temperature intrin
longitudinal density profile’’ determined in the experimen
study of Reganet al.8 ~see inset on Fig. 2 of Ref. 8!. This
observation suggests that the ULP has an attractive well
is too deep and too narrow, and that the oscillations in
tail of the potential are too strong. The simulations of t
bulk liquid structure using the ULP support this conjectu
For the metals considered in this paper, in order to achi
go

sk
ev

. S

M

M

se
f
e

of
-

s
,
d.

l
-

o
-

ic
l

at
e

.
e

good agreement between the simulated and measured
correlation functions, we found it necessary to carry out
simulations at unphysically large temperatures, wher
when the nonlocal EIMP pseudopotential is used agreem
is achieved with simulation temperatures very close to th
at which the experimental data were collected.3,42

Another possible source of error in the ULP is associa
with the correction termf corr in Eq. ~5!. This term is intro-
duced to remove the large negative value of pressure th
generated by the other terms in Eq.~5!.28,32,43In general, the
magnitude off corr is large for primitive local pseudopoten
tial models. If f corr is ignored, the resultant oscillations i
the longitudinal density profile are strongly enhanced19

Since the routine to determinef corr is designed to work in
the vicinity of the equilibrium bulk density, as the simula
tions proceed the changes in the bulk density~see simulation
procedure for details! may exceed the range for which th
calculated correction is valid. We conclude that, useful
they are for the calculation of the properties of crystalli
metals, local pseudopotentials are not sufficiently accurat
provide other than qualitative predictions of the structure
the liquid-vapor interface of a metal.
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