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Density-functional calculation of the Hugoniot of shocked liquid deuterium
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We have performed molecular dynamics simulations to obtain the internal energy and pressure of shock-
compressed fluid deuterium at 24 separate~density temperature! points. Our calculations were performed using
the generalized gradient approximation~GGA! in density-functional theory. We obtained a good fit to this
simulation data with a thermodynamically consistent virial expansion. The single-shock Hugoniot derived from
this equation of state is compared to previous theoretical and experimental results. We discuss several types of
error inherent in the GGA, as they relate to the quality of our results.
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Various experiments have probed the effect of a stro
shock on liquid hydrogen or deuterium.1–4 In recent experi-
ments, single-shock pressures of up to 23 GPa have b
reached for deuterium using a two stage gas gun,3 corre-
sponding to a density of around 0.58 g/cm3, over three
times greater than the liquid, and a temperature of aro
4500 K. Previous gas-gun experiments had attained sim
single-shock pressures.1,2 Multiple shocks with much highe
pressures and densities were also produced in all of the
gun experiments. These pressures have reached a rang
tween 80 and 180 GPa at temperatures of between 2000
5000 K. The derived densities of nearly 1 g/cm3 or r s
;1.4 (r s5ai /aB with ai the ion-sphere radius! correspond
to almost a factor of 10 compression of the initial liqui
Other recent experiments4 used a high-energy pulse from th
Nova laser to create an initial shock wave, which then pro
gated into a liquid deuterium sample chamber. These exp
ments attained single-shock pressures of up to 350 GPa,
inferred densities of over 1.0 g/cm3. They have cast doub
on the standard deuterium equation of state~EOS! since, for
a given pressure, the Nova densities range up to 50% hi
than conventional EOS predictions, such as SESAM5

These findings have profound ramifications for systems
diverse as the interiors of the giant gas planets1 and inertial
confinement fusion.6
PRB 610163-1829/2000/61~1!/1~4!/$15.00
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A variety of direct simulation methods have been dev
oped in recent years to treat hydrogen and other system
this regime. The most sophisticated include the path-inte
Monte Carlo7 ~PIMC! and density-functional theory~DFT!
molecular dynamics~MD!.8,9 The DFT-MD approaches
mainly employed the local-density approximation~LDA !.
For appropriate regimes, more approximate methods suc
Thomas-Fermi,10 wave packet,11 and tight-binding~TB! mo-
lecular dynamics9,12,13have also been utilized.

By choosing the matrix elements to reproduce kno
properties, we originally fit a TB model12,13 that accurately
represented molecular vibrations, rotation, and dissociat
including interactions among separate molecules and di
ciated atoms. The model also included ionization in an
proximate way, correct to the extent that single atomic orb
als can be superposed to represent lower-lying excited st
We applied our original TB model to the understanding
electrical conductivity in shocked hydrogen,12 as well as the
EOS and Hugoniot of shocked liquid deuterium.13 In recent
work, we fit a second TB model and compared it to a phy
cally based dissociation model.14,15 Both our TB models are
approximate, and generally not as accurate as DFT
proaches. Furthermore, it is difficult to quantify the amou
of error intrinsic in a tight-binding parametrization.

DFT provides a means of performing molecular-dynam
simulations in which the results do not depend on an a
1 ©2000 The American Physical Society
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trary choice of fitting parameters. Until recently, the gre
computational cost of DFT prevented it from being used
generate a complete deuterium single-shock Hugoniot
this study, we present for the first time a deuterium sing
shock Hugoniot produced using DFT. We have chosen to
the Perdew-Wang 91 parametrization of generalized grad
approximation~GGA!,16 which we have found to be highly
accurate for the case of hydrogen. In DFT methods, the t
energy is written as a functional of the electron dens
which is obtained by summing the probability density ov
the occupied orbitals. In GGA formulations, electronic e
change and correlation energy are approximated usin
functional which depends only on the density and its spa
derivatives. GGA methods provide a highly accurate me
of studying the thermochemistry of chemical bonding
representing the inhomogeneities inherent in the elec
charge density.

We performed our study using theVASP plane-wave
pseudopotential code, which was developed at the Techn
University of Vienna.17 This code implements the Vanderb
ultrasoft pseudopotential scheme18 which is highly efficient.
We used Vanderbilt-type pseudopotentials18 as supplied by
Kresse and Hafner.19

We performed fixed-volume molecular-dynamics simu
tions at 24 separate~density, temperature! conditions, chosen
to span a range of densities fromr s51.85 to r s52.2 and
temperatures fromT52000 K to T531 500 K, with em-
phasis on the single-shock Hugoniot region. At each ti
step the energy and forces were calculated exactly. We u
128 hydrogen atoms in the unit cell and fixed the plane-w
cutoff at 400 eV. Additional MD simulations using a 500 e
cutoff produced nearly identical EOS values. Integration
the equations of motion proceeded with time steps of 0.25
0.50 fs with the smaller time step employed at higher te
peratures. Simulations were performed for 1000 time ste
we let the system equilibrate for 700 time steps and t
calculated properties using the final 300 time steps. This p
cedure proved sufficient to obtain accurate thermodyna
quantities, including pressure and internal energy.

The ionic temperature was fixed using a thermostat,
electronic eigenstates occupied using a Fermi-Dirac distr
tion. We retained enough excited states to treat the effec
ionization; 96 excited states were used at the lower temp
tures, and 166 at the higher temperatures. We perfor
tests and found this to give very good convergence. Si
our EOS exhibits thermodynamical consistency, we can c
clude that sources of error in our MD simulations have be
controlled. This observation does not rule out systematic
ror due to the GGA, which is approximate.

Given the results of the molecular dynamics simulatio
we fit smooth functions for the fluid pressureP, and internal
energy per atom,U:

P5(
i j

ci j n
iTj , ~1!

U5(
i j

di j n
iTj , ~2!

where n5N/V is the number of atoms per unit volum
(aB

23) andT is the temperature~K!, with P andU given in
t
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GPa and Ry/atom, respectively. We have chosenU so that
the energy of the H2 molecule is zero. With this choiceU
represents the change in internal energy relative to unc
pressed liquid deuterium~ignoring its very small cohesive
energy relative to isolated molecules!. The 17 EOS coeffi-
cientsci j anddi j are given in Table I and Table II. The EO
fitting procedure was identical to that performed in our p
vious study.13 For the present fit, the error forP was 2.2%,
and for U, 2.0%. Given these errors, our equation of st
should be reliable over the range of the fitting data.

As in our previous study, our EOS is smooth and ess
tially featureless, showing no evidence for a phase transi
within its region of applicability. In particular]P/]T is posi-
tive everywhere; we do not see the negative]P/]T values
cited as evidence for a phase transition within PIMC.7 Our
work also provides no evidence for the plasma phase tra
tion that appears in the model of Saumon and Chabrier.20

We solved for the Hugoniot numerically using our equ
tion of state, as was done in our previous work.13 Our calcu-
lated Hugoniot ~Fig. 1! resembles that derived from th
SESAME model5 and from our earlier work.13 The main
difference stems from the prediction of slightly more com
pression. The initial state was taken to be liquid deuterium
zero pressure with a volumeV1523.5 cm3/mol, which cor-
responds to a density ofrD50.171 g/cm3. Our equation of
state is fit for the energyU22U1, as the energy of the initia
liquid has already been subtracted. In our previous TB stu
we also adjusted the internal energy by an amountdU5
20.02 Ry/atom to improve agreement with gas-gun sho

TABLE I. EOS coefficientsci j , expressing fluid pressureP as a
function of density and temperature.

i j c i j

2 0 1.7336863104

3 0 22.0054383106

4 0 4.0775823107

1 1 1.25784631021

2 21 5.3995853107

3 21 6.4399833108

2 22 26.68418931010

TABLE II. EOS coefficientsdi j , expressing internal energyU
as a function of density and temperature. This energy is relativ
unshocked liquid deuterium, as discussed in the text. The unitsU
are Ry per atom.

i j d i j

0 0 6.23547231022

1 0 1.1785153100

2 0 26.8162263101

3 0 9.2394533102

0 21 24.5340493102

1 21 7.3409993103

2 21 4.3777353104

0 22 6.2653623105

1 22 21.3631223107

0 1 1.23934831025
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data.2 In this study, keeping with the spirit of parameter-fr
ab initio methodology, we have made no such adjustmen

Table III displays the effect of the fitting parameterdU on
the maximum compression ratio attained on the Hugonio
the TB equation of state is not adjusted to fit the gas-gun d
(dU50) the maximum compression ratio increases fr
4.05 to 4.27. Conversely, if the GGA equation of state
adjusted to fit the gas-gun data (dU520.03 Ry/atom), its
compression ratio drops from 4.61 to 4.23. Currently we f
the most meaningful comparison is fordU50. In this case,
the tight-binding model gives a compression ratio of 4.
and the GGA result is 4.61. We regard this agreemen
excellent given the difference between the methods.

The Nova4 measurements reach much higher compr
sions than for our Hugoniot. As in our previous studies,13 we
are unable to explain the discrepancy with the Nova d
Some mechanism to absorb energy appears necessary to
duce the higher Hugoniot densities. The cause of the
agreement, if real, remains uncertain: molecular dissocia
of the fluid, excitation of rotational and vibrational molecul
modes, and ionization all exhibit energy absorbtion mec
nisms accurately treated in our GGA-MD calculations.

In order to examine further the validity of the GGA i
representing the physical mechanisms that govern hydro
in this regime, we have performed a set of ancillary calcu
tions. We expect that the energetics of the GGA mode
highly accurate, except possibly for ionization. The use
large plane-wave basis sets (;104) and the extraction of the

FIG. 1. Deuterium Hugoniots. Theoretical models: GGA-M
~solid line!; SESAME~diamonds, Ref. 5!; TB ~chain, Refs. 12,15!;
Ross~dash; Ref. 25!; DM ~dot, Ref. 14!; and PIMC~crosses, Ref.
7!. Experiments: gas-gun~triangles, Ref. 2!; and laser~circles, Refs.
4!.

TABLE III. Sensitivity of the maximum compression ratio o
the Hugoniot to adjustment of the internal energy by an amo
dU, for TB and GGA equations of state.

dU rmax/r0 (TB) rmax/r0 (GGA)

0.00 Ry/atom 4.27 4.61
20.01 4.16 4.48
20.02 4.05 4.36
20.03 3.97 4.23
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many roots needed for the Fermi-Dirac population at fin
temperatures implies an effective representation of exc
and continuum states of the extended system. GGA funct
als share with LDA a tendency to underestimate the g
between occupied and unoccupied electronic eigenstates
this basis, we would expect, if anything, that GGA overes
mates the effect of ionization on the Hugoniot, resulting
too much absorption of energy. At the point of maximu
compression on our Hugoniot, the fluid temperature is o
about 11 400 K. We have tested the effect of ionization un
these conditions by setting the Fermi-Dirac electronic te
perature close to zero; we find that ionization has a v
small effect on the pressure and internal energy at this r
tively low temperature. Another indication of the effectiv
ness of this representation comes from the good agreem
obtained with experiments12,21for the electrical conductivity,
which depends critically on the quality of the excited stat

We have tested the GGA, using the same pseudopote
and energy cutoffs used for molecular dynamics, on the2
molecule. We find that the shape of the H2 binding curve is
highly accurate near its equilibrium bond length and beg
to depart from configuration-interaction~CI! calculations
only for separations greater than about 4.0aB in the weak-
binding regime. We believe that under the conditions of
present study that this error is minimal. At these densit
when molecules dissociate into atoms, they only very rar
become separated from all their neighbors in the fluid
more than 4.0 Bohr.

In additional support of this observation, we again tes
the GGA using the same pseudopotential and energy cu
used for molecular dynamics, on the H4 potential energy
surface. We considered about half of the 83 H4 geometries
studied by Schwenke22 using a highly accurate CI method
We find that the GGA predicts the potential energy ac
rately ~typically within a few percent or 0.1 eV! except when
one of the atoms is separated from the other three by m
than 4.0 Bohr. Interestingly, our TB models,13 which have a
much less accurate representation than GGA of H4 but re-
produce the H2 binding curve nearly exactly, give roughl
similar equations of state to GGA.

Finally to examine bulk properties, we have employed
GGA with very high energy cutoffs to calculate the pressu
of the relaxed hcp molecular phase as a function of volum
Again, the agreement with experiment23–25remains good ex-
cept at the lowest densities (r s.2.0). These findings rein
force the basic validity of the GGA for this region whil
offering explanations for the disagreements with the sing
shock gas-gun results. The latter occur at low temperatu
and densities in which the system remains predominantl
a molecular state. Both zero-point nuclear motion, which
not treated in our model, and the long-range tail of the m
lecular interactions play vital roles in this regime and pro
ably account for the differences. However, as demonstra
above, these two effects do not affect in any significant m
ner the higher density and temperature ranges probed by
laser experiments.

In summary, we have obtained an equation of state
deuterium using first-principles molecular dynamics w
GGA density-functional theory. We found the Hugoniot f
shocked liquid deuterium based on this equation of state.
maximum compression of the fluid is by a density factor
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4.61. This agrees reasonably well with some previous th
retical values, but is in sharp disagreement with some re
experiments.4 Our Hugoniot also disagrees somewhat w
some gas-gun shock data due to neglect of nuclear zero-p
motion and inaccuracies in the weak long-range interactio
We chose not to fit our equation of state in order to impro
agreement with the gas-gun data. We have identified sev
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sources of error in our calculations. Although it would b
difficult to estimate the total error in our equation of sta
we believe it is physically based, and fairly reliable.
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