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Coherent x-ray diffraction imaging of silicon oxide growth
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We have measured the morphology of Si samples as a function of time in air after stripping of the native
oxide. For this purpose we examined the reflectivity of a coherent beam of x rays, which produces a structured
diffraction pattern. We have made further progress in the development of an inversion algorithm for conversion
of these patterns into one-dimensional height images. Nanometer-sized features are found to grow and evolve
in waves across the surface on the time scale of minutes to H&0$63-18209)05038-9

I. INTRODUCTION mination region, taken to extend fromd/2 to +d/2,

Nanostructured layers of semiconductor material possess
many interesting properties arising from the spatial confine-
ment of their electronic structure. These properties have po-
tential applications in the electronics industry, where litho-
graphically derived structures are rapidly approaching the
nanometer length scale. Nanometer-scale structures can ariseThis resembles the Fourier transform of twmplexden-
spontaneously from instabilities in the growtif,which can sity function, exgig,h(x,y)), which has unit amplitude and
be attributed to step-edge barriers that limit the transport o& height-dependent phase. Apart from this complex nature,
material from one atomic layer to the néxtThere is there-  the other main difference from the crystallographic situation
fore an urgent need to develop microscopic imaging techis that the density function is nonperiodic. Since only the
niques that are capable of probing these structures both amplitude of the diffraction can be measured, while its phase
real time and under the ambient conditions associated witinformation is lost, and since no suitable x-ray objective lens
their formation. has yet been developed, one must resort to computational

Coherent x-ray diffractiofCXD) is one such technique. methods to produce an image.

X rays interact weakly with matter, so they do not disturb the In recent years, there has been considerable progress in
delicate balance of diffusion rates that can lead to the growtdomputational methods for inverting these “noncrystallo-
instabilities. X rays are sufficiently penetrating that changegyraphic” diffraction patterns. First proposed by Sdyrin
which are internal to the material can be explored. A coher41980 as a means of diffraction imaging, soft x-ray diffraction
ent beam is prepared from a partially coherent one by cuttingatterns from individual biological cells were successfully
with a small aperture of sizd, smaller than the lateral co- recorded in 1987 by Yuet al? The feasibility of inversion
herence length of the x-ray sourtéWhen a coherent beam of model data has since been demonstrated by several
is used, the diffraction pattern represents toenpleteFou-  authorst®>~® This and other methods of x-ray microscopy
rier transform of the entire illuminated object, without the have been reviewed recently by Sayre and Chapthan.
ensemble averaging that is usually associated with diffracSayre’s original idet depends on the fact that the diffrac-
tion. We previously showed how the morphology of the il- tion pattern can be measured on a substantially finer scale
luminated region of the surface is connected with the CXDthan is attainable in diffraction from an analogous crystal,
pattern®~'° At each location across the coherent beam prowhere a discrete set of Bragg peak intensities represents the
file, (x,y), the relativephaseof the incoming beam is modi- entire measurement. As is well known, the direct inversion
fied by g,h(x,y), whereq, is the perpendicular momentum of crystallographic data is not possible without the use of
transfer anch(x,y) describes the vertical height of the sur- difference techniques or exploitation of statistical properties
face struck by the beam at positior,y) within the profile.  of the entire data set. With sufficientigversamplednea-

The amplitude of the signal seen as a function of positiorsurements of the continuous diffraction pattern of a nonperi-
(angle within the detector plane, equivalent to two parallel odic object, it is now recognized that the Fourier transforma-
components of momentum transfeu,(q,), is a coherent tion is overdetermined, and so can be inverted uniquely in
superposition of all the reflected waves within the finite illu- principle. The mathematical problem is reduced to a compu-

di2 _ o
A(dyx yqy) = f dXdyéqZh(X*y)e'que'CIyy_ (1)
—d/2
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tational one of intelligent searching for the correct solution,

for which successful algorithms have been develdgetfin Pink  Entrance
the real situation of experimental diffraction data, containing Beam _Pinthole
statistical and systematic errors, the robustness of these algo-
rithms has yet to be fully explored.

We have previously shovrhat the grazing incidence of
the x-ray beam used in the reflectivity geometry illuminates a
thin stripe on the sample, and so leads to a coherent diffrac-
tion pattern which is approximately one dimensiofD). FIG. 1. Schematic drawing of the experiment installed on ID-
The full expression of Eq(1) can therefore be reduced to a 10A at ESRF with the detector moving in the vertical plane. The
1D expression by omitting the dependenceyaandq, and  setup employed @=5 um entrance pinhole at;=70 mm in
referring with x and q, to the direction along the beam’s front of the sample and a 2@um detector slit al,=1.25 m be-
footprint alone. We also demonstratéfithat these 1D pat- hind the sample.
terns can be inverted using the Gerchberg-SaxtGi%) . , ,
algorithm” The computation time involved with inverting Ment was therefore intended to probe the sizes and typical
1D data is relatively small, so we have since been able t¢£n9th scales of those oxide inhomogeneities.
explore the convergence properties of this particular algo-
rithm. In the work we present here, we summarize these Il. EXPERIMENTAL METHODS

results and further explore certain assumptions underlying peasurements were made at the “Keobeamline(ID-
our model of the coherent diffraction itself. . 10A) of the European Synchrotron Radiation Facility in
In the experimental work reported here, we examined thesrenople. Unfiltered third harmonic undulator radiation of
growth of oxide on silicon in air after removal of the native g g ey \=1.4 A) was reflected horizontally with a
oxide_with hydrofluoric acid. A clear time evolution Was \ater-cooled polished silicon mirror onto a circular &m
seen in the CXD patterns recorded subsequently. By invertypertyre manufactured in a gold film lithographically. The
ing the patterns we could observe the time dependence of thgectron-beam source size inside the undulator was small
oxidation process in our calculated images. To an.ticipate th@nough and the working distance large enough that the beam
results, the morphology can be described as a series of wavggerging from this aperture was spatially coherent in the
and steps with heights starting at around 5 A, which evolvgransyerse direction. The bandwidth of the U26 undulator
laterally across the surface with velocities up to 0.Q6n/s.  \yas measured to be 3.7%, giving a longitudinal coherence
Previous studies of the formation of the native oxide ONjength of 38 A . With the storage ring operating at 160 mA,

silicon in air have been made by several authors gsingzzx-rawe obtained an incident flux of210° photons per second
photoelectron(XPS) and infrared(IR) spectroscopie¥- Passing through this pinhole onto the sample.

These serve to quantify the rate of growth under a variety of  pjtferent sample geometries were tried, but we found that

ambient conditionge.g., humid vs dryand also to investi- he mechanical stability problems were reduced when the

gate the chemical reactions involved. None of the previougample plane was oriented horizontally, and the detector arm
measurements have attempted to look for inhomogeneities {55 inclined in the vertical direction. The sample was

the spatial distribution of oxide. The general conclusions arg,, nted as shown in Fig. 1 at the center of a three-circle
that the hydrofluoric-acid-treated surface is terminated bBQoniometer, at a distance of 70 mm from the entrance pin-
Si-H species, with its characteristic IR vibration frequency atygje. For the results presented here, the incidence and exit
2100 Cm_l: Over a period of several hours, this becomesynges were fixed 2= 1.28° to obtain a momentum transfer
converted into vibration lines characteristic of SiH)Gor q, of 0.20 A~! perpendicular to the sample surface. After
SiH(G,). The rate depends somewhat on humidity, wafenyounting each sample, its orientation angles on the goniom-
orientation, and doping typ¥. The XPS measurements eter were aligned first. Coherent diffraction data were then
showed an average oxide thickness of 6 A aftét Minin  measured by scanning the vertical position of a2 (ver-
humid air and essentially no growth in a dry,@;  tical) x100 wm (horizonta) detector aperture through the
mixture° The critical rate-limiting reactiof*! is believed  yeflected beam at a distance of 1.3 m from the sample. Nei-

Detector
Slit

to be the formation of a surface silanol, ther the sample nor the incident beam was moved during the
acquisition of the subsequent time series.
Si—H+H,0—Si— OH+H,T, The samples were fragments of commercia(Xil) wa-

fers, initially bearing a thin grown oxide. They were de-
followed by reaction with a second Si-H to form a Si-O-Si greased and cleaned in a MHI,O, solution at 80 °C. After
bridge bond which is the main structural component of theeach sample was mounted and aligned, a short time series
SiO, structure. The Si-H terminated surface is hydrophobicwas collected to ensure that there was no drifting of its po-
making the initial reaction very unlikely to occur, and hencesition or of the beam. The oxide in the center was then care-
very slow. Once Si-O bonds have started to form, the surfactully removed by applying a drop of 50% hydrofluoric acid
becomes hydrophilic, and so more reactive towards furthefor about 30 s, draining it with a piece of filter paper, then
attack by HO and/or Q. The data of Niwanet al*® clearly ~ wiping the whole face of the sample with another filter paper
show a faster-than-linear decline of the Si-H vibration inten-soaked with distilled water. Time-dependent data could be
sity with time, strongly suggesting that the oxidation reactioncollected during the regrowth of the oxide following this
is autocatalytic We therefore would expect inhomogeneities preparation, typically starting within about 1 min. Each scan
in the appearance of oxide to arise. Our time-resolved experof typically 140 data points then took about 3 min to collect.



PRB 60 COHERENT X-RAY DIFFRACTION IMAGING CF . .. 9967

- tion andL ; is a distance between the pinhole and the sample.
B I The detector is then assumed to be in the far field of the
0 F ] sample [,>d?/\), where L, is the distance from the
r oo 1] sample to detector. Under these assumptions, the 1D version

0 _ of Eq. (1) becomes

E 0.2mm 0.4mm 0.6mm
A(Qx):f dXperr(x)€'o, 2
where
Peri(x)=B(x)€'d"¥) (3
Scan Number is a complex density function. In Eq&2) and (3) we have

FIG. 2. Measurements of coherent x-ray diffraction from aUS€d the definitiong), =2k sin# and g,=k7/L,, wherek
Si(111) sample as a function of time after removal of its oxide. =27/A is the wave vector, & is the scattering angle, the
Scans of duration 3 min were measured in immediate successiof0ordinatex is taken across the beam at the position of the
The time axis is therefore the serial number of the scan. The obsample, andy is the position of the detector slit. Due to the
served CXD intensity is plotted as contours with logarithmic spac-grazing incident angle conditions the illuminated area is sub-
ings. The shaded region indicates where no measurements weséantially elongated along the beam direction. We therefore
made because the scan was terminated. The solid line is an expdefine a coordinata’ =x/sin 6 along the sample surface it-
nential fit to the center-of-mass position of each scan; this moveself (see Fig. 1 This fiftyfold elongation betweer and x’
ment is attributed to mechanical drift as discussed in the text. Thelso allows us to make the approximation that isotropic fea-
inset shows the raw intensityn units of thousands of counts per tures in the height of the surface will predominately affect
0.3 9 as a function of detector-slit position during the fifth scan. the diffraction in the direction of elongation. In other words

we can assume a one-dimensional rather than two-
IIl. RESULTS dimensional scattering process.

From a number of experimental runs with qualitatively A reciprocal-space view of this elongation effect was dis-
the same behavior, the most interesting time series is showf}!Ssed in an earlier paper we published on coherent x-ray
in Fig. 2. Contours of intensity are plotted both as functionsdifffaction from a GaAs/AlAs multilayer sampfe.In that
of time running horizontally and of the scanned position of¢@S€ also, one-dimensional speckle was obtained using a
the detector pinhole as the vertical axis, with a typical scarpymmetric b(_aam. The r_eCIprocaI-space Q|rect|on scanned by
inset. Scans were taken in repetition, spaced 3 min apar‘ihe detector is also inclined at an anglevith respect to the
Because of the 3-min measurement time, some time evoliurface plane, so the component of momentum transfer par-
tion took place during the measurement itself; however, bedllel to the surface becomesntractedby q; = g,sin 6. The
cause of the relatively slow evolution of the data, regardingwo factors of sirg then cancel each other when the Fourier
each scan as a “snapshot” does not lead to a serious distoftansform is evaluated in the primed coordindtes.
tion. For example, there is never an ambiguity concerning The functionB(x) in Eq. (2) is called the illumination
how the peaks in one diffraction pattern are connected tdunction because it accounts for the propagation of the wave
those of the next scan. It is immediately obvious that thefront of the incoming coherent beam from the entrance ap-
diffraction pattern evolves more rapidly at the start of theerture to the sample. In the simplest approximati{x)
series than at the end. This can be seen in the center of mageuld be just a box function or spatial cutoff as in Ef).
of the intensity distribution, superimposed on Fig. 2 as aVore generally, it will account for Fresnel diffraction by the
thick line, which is a fit to an exponential function in time; it aperture defining the incoming beam, when it becomes the
can also be seen that the relative intensities of different difcomplex function®
fraction features generally change more dramatically at ear- .
lier times. B(x)=|B(x)|e'*F. (4)

Using the model of the surface coherent diffraction pro- ) )
cess arising from our earlier work, which is summarized_ W& have shown in our previous paf)erxfamples.of the
above, we attempted to invert the data, one scan at a timélumination function|B(x)| for the case of ideal slits with
Because the dat@ig. 2) are in the form of a time series of Sharp edges. Then it depends on the slit sizthe distance
related diffraction patterns, the reliability of the data- from the slits to the sample,, and the wavelength of radia-
inversion procedure can be assessed from the similarities b0 in the form of a Fresnel integrél.We have estimated

tween the inverted images. the illumination functiorB(x) for the conditions used in this
experiment(Fig. 1) which gives a strong maximum in the
IV. INVERSION OF CXD DATA center and has pronounced side fringes, whitéx) is rela-

tively constant over the central part of the illumination.
The most important assumption in our model coherent  However, the functiorB(x) also accounts for any internal
diffraction is the definition of the incident radiation that pro- phase structure in the beam due to the conditioning optics. In
vides the illumination of the sample. We assume that theaddition, it can partially compensate for such effects as non-
sample is in the near field of the entrance pinh@@. 1)  sharpness of the slit edges, partial coherence of the beam and
(L;=<d?*x=180 mm), where\ is the wavelength of radia- convolution with the detector slits. While it can be estimated
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from the geometry of the entrance aperture, it must strictly
be regarded as an experimental unknown. It is desirable to 10! ¢
know the “exact” shape of the illumination function be- :
cause it is centrally incorporated in the reconstruction proce- \
dure. In principle we should be able to optimize the shape of S
B(x) by investigating its effect on the convergence of the ¥ 107t ‘xvl:::—_\ _______
reconstruction algorithm or on the ultimate agreement with \\ . \‘\\
data. However, we would not expect the resulting phase Y
structures to depend sensitively on the exact detaiB(&]. \\ T -
The amplitude oB(x) defines the magnitude of the illu- w T
mination of the sample and the phagge(x) gives an addi- , . » : .
tional phase shift. This phase combines with that of the 0 500 1000 1500 2000
sample to give a final expression for the speckle amplitude [teration Number
(2) seen at the detector FIG. 3. Convergence trajectories of thé defined in Eq(7) as
a function of number of iterations of the GS algorithm. The two
A(qy) = f dx| B(x)|ei¢(x)eiqxx, (5 dashed curves are representiative of the conditions used in(Bjg. 4
while the two solid curves correspond to Figby

where the total phas@(x) is equal to the sum of the phases _ _
algorithm the amplitudes are updated. In real space, the am-

D (x)= pe(x)+g,h(x). (6) plitude is changed to the calculated valug®x)|; in recip-
) ) ) . rocal space,|A(q)| is changed to the observed value,

Equation (5) is precisely the Fourier transform of the N,540). In both cases, the obtained value of the phase is
complex quantitype(x) =|B(x)|e'*® with the amplitude maintained. After a number of iterations, the algorithm con-
|B(x)| and the phas@® (x). What is measured corresponds 10 yerges to a value of the phase that satisfies our constraint in
|A(g,)[?. It is therefore the combined density function poth real and reciprocal space. The detailed discussion of the
peri(X) that we seek to derive from the data analysis proceg|gorithm and results of its testing on simulated as well as
dure. We have some prior knowledge |8f(x)| and ¢¢(X)  real experimental data were given in our previous
from the sample geometry, while(x) is the image of the publications*'° Here we will concentrate on the results of
sample morphology we wish to know. the reconstruction of the phase in the time-dependent series

There are trivial ambiguities in any situation where only of Fig. 2 by application of the GS algorithm.
the amplitude of a Fourier transform is measured. In our pirect (5) and inverse Fourier integrals in the iteration
case, the following three quantities are indistinguishablea|gorithm were calculated using the discrete fast Fourier
Pett(X), pori(X)=|B(x)|e'*®*Po, and pi(X)=p¥(—X),  transform(FFT). This requires that the continuous functions
whered, is an arbitrary real constant andienotes complex of x and q be replaced by arrays; and gj, sampled at
conjugation. The quantityy(x) is called the “dual” solu-  uniformly spaced discrete points in the real and reciprocal
tion. In the following, we study only nontrivial characteris- spaces. In our calculations, typically 140 data points were
tics of the phase problem fory¢(X). zero padded tdN=1024. This gave sufficient definition of

Up to now we have been considering the static speckleeal space features that they appeared to be continuous func-
pattern. We now consider what happens when the heightons.
function becomes time dependent. It follows from the super- While using iterative algorithms, it is desirable that the
position properties of the Fourier transform that a heightobtained result should not depend on the choice of the start-
function with a component that imear in position just leads ing phases and should always converge to the same solution
to the same diffraction amplitude as the height function with-reproducibly. The number of iterations necessary for the pro-
out the linear component, but with an origin shift in recipro- cedure to converge can also depend on the choice of the
cal space. Such a time drift of the centering of the data wastarting phases. Examples of the convergence of the GS al-
indeed observed in the experiment and is shown in Fig. 2 bgorithm are shown in Fig. 3. Our experience is that the con-
a solid line. This behavior can easily arise from mechanicalergence is usually very fast for the first 50 iterations, but
drift in the experiment. We are interested instead in higherthen, depending on the choice of the starting phases, it can
order variations of the height function, so we systematicallyeither continue to converge or can develop long stagnation
remove the linear term by recentering the data. A similaperiods, as shown in Fig. 3. This stagnation behavior of the
“flattening” procedure is used in scanning probe techniquesGS algorithm is well known and there have been proposed
(scanning tunneling microscopy or atomic force microsgopy different ways to overcome
for measuring surfaces. For this reason, we have centered all Taking into account that the computation time for such a
experimental scans to the position of the numerical center ditting procedure based on FFT's in one dimension is rela-
mass of the data. tively small, we developed the following strategy. A set of

For the reconstruction of the phadg(x) (6) from the random starting phases was generated and the GS algorithm
measured speckle pattern intensity we use the algorithm pravas applied to it with several thousands of iterations. A sec-
posed by Gerchberg and Saxtdnyhich we have employed ond set of random phases was generated and the process
before® The idea of this algorithm is to iterate back and forth repeated. To ascertain the reproducibility we made 100 fits
between real and reciprocal space using the difeqt (5)] each with a different choice of random phases. This repre-
and inverse Fourier transforms. After each step of the GSents a rather crude way to avoid the problem of stagnation



PRB 60 COHERENT X-RAY DIFFRACTION IMAGING CF . .. 9969

at the expense of computation time. At the end of every T
iteration the quantity

Intensity, 1{q) {counts})
=
A
T
'

x2=2 {wob;qj)—lA(qj)l}Z/; lopdd) (7

was calculated and the results of all fits were sorted in order 06 05 04 08 02 01 0 01 02
of ascendingy? to keep the ten “best” fits out of 100. The Pinnole position, y (mm)
x? in Eq. (7) represents thédelity of the fitting procedure.
Because of the uncertainties of choosing random starting
phases, a separate assessmemng@foducibility was made,

A= max {[®y(x)) = Pi(X)|}x==as- ()
{1=<k,|=<10}

Amplitude, 1B(x)! (arb.units)

This represents the maximum deviation of the phases over
the width of the illuminated area for the ten best fits with the
lowest y? value. It is an empirical quantity that may be re-
lated to the mathematical “uniqueness” of the reconstructed
phase. Of course, the most desirable situation would be si-
multaneously to obtain low values of bogf and A®. In
optimizing the performance of the algorithm, we considered
different forms of the illumination functionB(x), while ——
tracking y? and Ad. We note that these two parameters are
essentially complimentary to each other, so we might antici-
pate opposing trends as we systematically vary the illumina-
tion function.

The problem of uniqueness of the GS algorithm has been e T
widely discussed and has been proven for the class of ana- 06 05 04 03 02 01 0 01 02
lytical functions?® In the numerical procedure we are look- Pinhole positon.  (mm)
ing for a solution of a set of nonlinear equations

Phase, ®(x) (rad)

=

Intensity, 1(q) (counts)

N—-1

|A(q))| = 20 peri(X)exp(ia;x)

N—-1

1 _
TN 2y Ad)exp(—idx)

Amplitude, [B{x)I (arb.units)

|B(x;)|= , (9)

with known amplitudegA(q;)| and |B(x;)| and unknown
phase®(x;). The phase of the Fourier amplitudgq;) is
also an unknown parameter, although we are not interested
in that explicitly. The mathematical problem is fully deter- 450 100 50 © 50 100 150
mined by these equations for which we hope to find a unique (b) Sample coordinate, i (points)
solution. In the simplest 1D case for FFT’s of siMgEq. (9)
provides 2\ equations N in real space andl in reciprocal
space for 2N unknown phases. However, the real situation

is that there are fewer thali data points and fewer thad with FFT's of sizeN=1024. The top panels of each part show the

nonzero points for th? real space an”.lplituB@(.). Errors in reciprocal-space data with the ten best fits out of 100 superimposed.
the data would technically count as inequalities, rather thakpe middie panels denote the real-space amplitude fits to the illu-

exact equations, so the situation of assessing whether or ngfination function. The bottom panels show the ten best real-space

the problem is overdetermined becomes more compllcatedphase functions deriveda) top panels, using the “open” illumina-
We have selected one of the typical scans from the timgon function given by the theoretical Fresnel form and the approxi-

series(scan 5 of Fig. 2, also shown in the instdr a detailed  mate parameter values used in the experim@tbottom panels,

investigation of the problem of convergence, agreement, angsing the cutoff illumination function, as ife) except smoothly

reproducibility. First, we made simulations with the illumi- truncated on both sides.

nation filter function expected for the experiment, provided

by the Fresnel integrals witdl=5 um andL;=100 mm. 4(a). Note that, because of the arbitrary choice of the phase

The results were quite encouraging and gave good agreemeuftset, ®,, all phases have been set to zero at the central

for the amplitude functions in both the real and reciprocalpoint of the plot.

domains as shown in Fig(d. Good agreement is seen even In our investigation of the reproducibility of repeated fit-

for the low intensity tails. However, the poor reproducibility ting of the same data, we noticed a very interesting general

of the phase among the ten best fits is clearly seen in Figcharacteristic. When thB(x) function was confined to be

Phase, ®(x) {rad)
o oA NDON 3 b
T T T T T T
; 1 i

o

FIG. 4. Results of fitting the data of scan 5 of Fig. 2 using
different illumination functions. The GS algorithm has been used
with 100 attempts of 2000 iterations each, as described in the text,
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T 20 will occur most frequently, i.e A® =0, when the problem is
o ! (@) _ . .
S el sufficiently overdetermined. However, the smallgdtwill
$ ; . occur when there are the greatest number of degrees of free-
£ 104 e dom, regardless of whether the solutions are uniquely de-
2 ] e fined.
3 ' ./'\-/ In the phase retrieval problem of nonperiodic objects lies
£ o0+ -— the central theoretical concept sfipportfor the real space
2 12 14 16 18 20 domain?’~2° which for a 3D real object is simply the shape
Relative cutoff (d_/d) of the bouqdary of the pbjec;t. For our 1D case, the support
can be defined as the illuminated length of the sample. By
0.0100 o decreasing the size of the support, we are effectively decreas-
0.0075_' ing the number of variables in the set of nonlinear equations
] .\_ of Eq. (9) for unknown phases in the real-space domain. We
N . . .
= 0.0050 \-‘.\ know from the literature that the uniqueness of the solution
® 1 | . to this general problem essentially depends upon the spatial
M 000254 dimension, on the type of the objeceal, phase, or complix
0.0000 4—— and upon the available reciprocal-space information. The

12 14 16 18 20 work of Miao, Sayre, and Chapm&ndefines a ratiarysc

Relative cutoff (d/d) between the total array sizd, and the number of points in
the support. In their tests with simulated data, they saw con-

FIG. 5. Variation of the reproducibilityAd (top) and “best” vergence to the correct solution whenevgysc>2.5 ap-

x? (bottom as a fungtion of the cutoff paralmetf.}gut. Each point roximately, in both two and three dimensions.

_represents 100 GS fits to the same data with different ran_dom start- \y/e have carried out further tests to check the dependence

ing values for the phases._The assumed value of th_e width of thg, ihe support, noting that this corresponds precisely to the

|nc_|dent beam, corrjespondlng o the pinhole sizevas fixed at 73 relative width of our illumination function, given bg.;.

points and the FFT’s were all of si2é=1024. cut cut :

For our casepgysc=N/Ny ", whereN; ™ is the number of
different from zero only over narrow domain i, the spec- nonzeroB(x;) sampling points within thel,; window. The
trum of the resultingy? values became discrete, wiitenti- ~ value of d=5 um used for the tests corresponds to 150
cal values of y? occurring multiple times each. For each sampling points, whileN=1024. Thus our critical cutoff at
discretey?, the solutions for the phase, allowing for duals, Which irreproducibility starts to occur in Fig. 5 corresponds
were also identical over the central illuminated region. Theto oysc=4. When we changed tbl=512 with the same
lowest of thesey? values was naturally taken to corresponddata, we found this led to the sanegsc, but when we
to the “correct” solution. We assume this result arose be-interpolated the experimental data to artificially generate 280
cause the inversion problem of E() becomes overdeter- data points instead of 140, we found tHef"' had to be
mined when the domain of; is sufficiently small: there are reduced by the same factor so thgjsc=8 gave the thresh-
more data points, each representing a simultaneous nonlineald behavior. We therefore conclude that the number of
equation in Eq(9), than variables, each being the phase of(nonzer9 data points is also relevant to the argument. In
one point in the domain aof; . further tests, we found that cutting down the total number of

We illustrate this by comparing fits to the same data withdata points directly led to better reproducibility for the same
the confined illumination function in Fig.(8): the domain of Ni“t.
illumination has been smoothly suppressed beyond a separa- Once we had found the maximum illuminated length,
tion, d.,¢, wider than the intrinsic widthd, by a factor of  d.,=6.6 wm, that permitted reproducible fitting, we varied
1.3. This time the best ten phase solutions, corrected fothe internal shape dB(x) using the size of the pinhold,
duals, are identical, but the fing}* value is somewhat and the sample-pinhole distance;, as parameters. We
higher. The convergence behavior for the two cases is confound d=4.8 um andL;=100 mm gave the smalleg?,
pared in Fig. 3. The solid curves are two of the ten hgst so describing the best-fitting functional form B¢x). These
trajectories for the cutoff version of the illumination func- parameters were then used for the fitting of the whole time
tion, for different starting phases. Though not identical at theseries to generate the real-spamagesin Fig. 6. The per-
start, they both fall quickly to the same fingf value. Con-  formance of the GS algorithm did vary somewhat across the
versely, the two dashed curves in Fig. 3 are examples of tweeries with five scans in the middle having slightly worse
of the ten besk? convergences for the full, wide-op&{x) reproducibility. An additional problem was caused by the
function used in Fig. @); notable stagnation periods occur, missing experimental data in some of the scans, shaded in

but both examples do ultimately reach bet{érvalues. Fig. 2. Here we simply appended the missing tail from the
This property was analyzed systematically for these exnext (full) scan and reconstructed the modified data.
perimental data as a function df,,,/d in Fig. 5. They? and The curves plotted in Fig. 6 have been screened for “du-

A® values can clearly be seen to trade off. A large illumi-als” and reversed where necessary to align with their neigh-
nation region leads to good fidelity, represented by smalbors. Because of similarities from one scan to the next, there
values ofy?, but bad reproducibility, meaning large®. A was never any ambiguity in the choice of duals. The distor-
small illumination region does the opposite. This is consistion of the results shown in Fig. 6 due to the additional
tent with the idea mentioned above that the same solutioRresnel phasep(x), was found to be negligible.
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distinguishable. This initial bump is therefore slightly
broader than our resolution limit. In the following scan, the
bump has become taller with a slightly sharper edge which is
closer to the resolution limit.

In subsequent scan®)—(10), the initial bump spreads
laterally across the sample at a significant rate, with its right-
hand edge moving at 0.0&m/s and becoming taller as it
moves, reaching 20 A by the time it starts to disappear from
view on the extreme right-hand side. Again the width of the
edge remains constant at around &5n, limited by the lat-
eral resolution. We presume that the material to the right of
this migrating edge remains bare silicohydrogen termi-
nated, so we can use the trend to make a crude estimate of
the initial growth rate: 20 A of oxide has covered half of
the surface within view in 30 min, implying 0.3 A /min.
This in rough agreement with the oxidation rates observed
spectroscopically®?*

The steplike feature discussed above is the most apparent,
but there are smaller waves that also slide across the surface
in both directions at speeds nearer to 0.,8in/s. The fastest
rate of 0.06 um/s corresponds to a growth front consuming
100 unit cells of Si per second. While the growth rates are
reasonable, it is remarkable that nucleation of oxide is appar-

-100 50 0 50 100 ently such a rare event that it occurred just once within the
Sample coordinate, x' () 5 umx230 um field of view during the course of our ex-

FIG. 6. Final height profiles resulting in the reconstruction of PEMiment. Itis possible that this is not just a coincidence but
the whole time series. Each profile was reconstructed independent§ue to some beam-induced effects as ozone creation, which
using random starting phases, following the procedure described i¥ould of course be greatest in the center of the beam.
the text. Time runs from the bottom of the figure to the top and each In conclusion, we have developed the inversion tech-
profile has an arbitrary vertical offset. The fifth curve up is the sameniques for coherent x-ray diffraction to such an extent that
fit as shown in Fig. 4; however, both axes have been converted ta/e have imaged credible changes on silicon due to the initial
physical units. stages of oxidation. The oxidation we observed proceeds in
distinct waves, a few monolayers in height that migrate
across the sample at rates of up to 0.Qé1/s. We believe

The phase structures plotted in Fig. 6 have been convertdfe GS inversion method to be reliable because of the
into units of height using the fixed value of perpendicularsmooth connection between the members of the time series
momentum transfer, 0.2 A, applicable to all the measure- Of related images that emerges, even though random starting
ments. The horizontal axis has also been converted into unifghases were assumed. In order to ensure reproducible results
of distance across the sampig, as defined above. As such, it was found to be necessary to restrict the assumed illumi-
they represent a series of images of the sample as a functidiation of the sample within a window about 1.3 times the
of time after the initiation of oxidation, with time running Size of the entrance aperture.
from the bottom of the figure to the top.

The first image(bottom of Fig. 6 is fairly featureless,
with a single bump of 7 A in height located near the center.
Its lateral extent is about 2%xm and its edges are rounded.  We thank the staff of ESRF, particularly P. Feder, H.
The total data range that was measured w@s35 mm mo-  Gleyzolle, and H. Miler for their enormous help in carrying
tion of the pinhole, corresponding tog,==*1.21 out the experiments described. The work was supported by
x10°% A1 range of lateral momentum transfer. This the U.S. Department of Energy under Contract No. DEFG02-
should provide an effective lateral resolution of 0.26n in  96ER45439 to the Materials Research Laboratory of the Uni-
X, or 12 um in x’, beyond which features should not be versity of lllinois.

o

Height, h(x) (A}

V. DISCUSSION
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