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Heavy-hole and light-hole oscillations in the coherent emission from quantum wells:
Evidence for exciton-exciton correlations
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We demonstrate the presence of strong exciton-exciton correlations in GaAs-AlGaAs multiple quantum
wells by using the polarization selection rules for four-wave mixing and a test that was originally designed to
distinguish between quantum beats and polarization interference. We show that, when the four-wave-mixing
signal is produced by two pulses that have the same circular polarization, dynamic beating behavior is observed
at the heavy-hole-light-hole frequency that provides evidence of Coulomb-induced correlations that go beyond
those expected from the semiconductor Bloch equations in the Hartree-Fock approximation and beyond the
local field corrections used in simple phenomenological models. Moreover, this behavior cannot be explained
by invoking biexcitonic effects. We demonstrate that this dynamic excitonic coupling can be explained in
terms of a competition between quantum-beat-like and polarization-interference-like behavior, and we show
that such behavior can be used to place quantitative limits on the coupling strength. In addition, we use a
simple phenomenological model to show that excitation-induced-dephasing can produce such correlations.
[S0163-182699)06435-9

[. INTRODUCTION on effects such as dynamical screening within the screened
Hartree-Fock approximatioff;> whereas the strong and ul-

In recent years, dephasing processes associated with namafast regime, in which excitonic phase space filling is the
equilibrium carriers in semiconductors and semiconductoteading nonlinearity, has been investigated extensively in the
heterostructures often have been investigated by using foutnscreened Hartree-Fock approximation. More recently, the
wave-mixing(FWM) techniques to monitor the decay of the influence of dynamical correlations in the screened Hartree-
coherent macroscopic polarizatibAlnitially, the dephasing Fock approximationand modifications therepfon the ul-
was studied by measuring the temporally-integrated intensityrafast nonlinearities has been investigatt@n the other
or spectrum of the diffracted FWM sign&l’ Later, the hand, correlations within thg® regime, such as biexcitonic
FWM intensity was time-resolved by cross correlating it effects, have been found to be described within the dynamics
with an ultrashort laser pulse via frequency up conversion ircontrolled truncation schen?é:>
a nonlinear crystdi-*? When excitons of different energies  Here, we perform time-resolved FWM measurements on a
are excited, oscillationgor beats are observed both in the GaAs-AlGaAs multiple quantum well when the excitation
time-integrated and time-resolved FWM signal. Such beatspectrum is tuned so that both hh and Ih excitons are excited,
have been observed, for example, between light-tib)jeand  and we demonstrate that strong oscillations at the hh-lh beat
heavy-hole(hh) excitong®*?°and between excitons in quan- frequency are observed when the two pump pulses have the
tum wells of different widths/?*In one such study’ which ~ same circular polarizations. Moreover, we use the test de-
is of particular interest here, the behavior of the time-scribed in Ref. 17 to demonstrate that these oscillations be-
resolved FWM signal was used to distinguish quantum beathave as quantum beats, rather than polarization interference.
ing (which is associated with two coupled oscillators thatCalculations based on the density matrix equations for two
share a common levelrom polarization interferencevhich  independent three-level systems indicate that polarization in-
is associated with two independent oscillajors terference, but not quantum beats, should be observed. Simi-

Often, the beating behavior has been explained by usingar results are expected for the SBE in the Hartree-Fock
the single-particle density matrix equations for two independimit. Consequently, this simple test provides an elegant
dent three-level systenfé However, a complete description demonstration of the importance of including many body
of the behavior of the FWM signal has been shown to requireffects in any description of the excitonic dynamics and,
the inclusion of various exciton-exciton interaction more importantly, illustrates the necessity of including
phenomend®~?’ such as local field correctiods??8-3!  exciton-exciton correlations beyond the Hartree-Fock contri-
excitation-induced dephasirig;**and biexcitons®~**Vari-  butions. Additionally, we show that the observed quantum
ous procedures have been developed for including thedeeating behavior can be reproduced by including a density-
Coulomb-induced many-body effects in a microscopicdependent dephasing terrso-called excitation-induced
theory. One approach is to use nonequilibrium Green’s funcdephasing or EIR A simple phenomenological model based
tions methods to derive the most general form of the semion EID predicts new features in the Ih-hh oscillations that are
conductor Bloch equation§SBE’s) that include contribu- quite distinct from those expected for purely quantum beat-
tions of dynamical correlations and quantum kineticing or for polarization interference. We demonstrate that
processe&}~*8 Early numerical solutions have concentratedthese features are observed experimentally, and we use them
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the valuesx andy for the two polarization directions. The
delay 7 (typically ~5 ps was chosen to yield fringes of a
convenient spacing.

If the spectral intensity'(w) and spectral phasg!(w)
of each component of the reference are known, then the
spectral intensityl (@) and spectral phasép,(w) of
each component of the FWM signal and the reference time
delay = can be retrieved from the corresponding spectral in-
terferograms with a high degree of accuracy using fringe
inversion techniqué®® that have been discussed previ-
ously. For our measurements, the spectral interié,g{/w)
and the spectral phasﬁiref(w) of each component of the
reference pulse were independently determined from the
FROG characterization. A degree of redundancy was
achieved by separately measuring the spectral intensity
Energy IiFWM(w) of each component of the FWM signal by blocking
FIG. 1. (a) Spectral interferometric geometry for the dual- the reference and measuring it with the spectrometer. Simi-

9rly, each component of the spectral mtenst(g((w) of the

channel measurement of the amplitude, phase, and polarization stal f det d by blocking th | and
of the FWM signal,(b) typical spectral interferograms for tixeand reference was determined by blocking the signal and mea-

y components as displayed on the CCD array attached to the spe uring it with the spectrometer. The delaywas also con-
trometer, andc) schematic showing the laser detuning with respect/fMed Using a separate calibration procedure.
to the FWM power spectrum. The temporal amplitudég,,,(t) and the temporal phase
drwm(t) of each component were subsequently obtained by
to place limits on the magnitude of the density-dependentnverse Fourier transformation of the corresponding spectral
dephasing. amplitude and phase. In this way, the complete time-resolved
vectorial dynamics, as well as the overall amplitude and
phase, were measured. We emphasize that conventional
time-resolved FWM techniques measure the temporal inten-
Our measurements were performed using the dualsity, and therefore, they provide no phase information. More-
channel spectral interferometric technique shown schematpver, such techniques are scalar in nature. That is, either they
cally in Fig. 1. This technique, which we have describedmonitor a single selected polarization component of the
previously?®?”%%allows the complete characterization of the FWM signal, or they integrate over all polarization direc-
FWM emission, including its amplitude, phase and vectoriaftions. In either case, conventional techniques provide little or
dynamics. As shown, each pulse from our mode-locked Tino information about the vectorial dynamics which occur
:sapphire laser was divided into three parts. Two of theduring a FWM emission process. Previously, we have shown
pulses ~150 fs full-width at half maximum of the intensity that the vectorial dynamics contain essential information
(FWHM)], with fields E; and E, and wave vector&,; and about many-body and quantum-interference effects that
k,, were used to generate the FWM signal in the directiowould be difficult to obtain using conventional
2k,-k; in the conventional manner. The thifdeference techniques??%3-%/
pulse was linearly polarized at 45°, so that it had eouahd Here, we completely time resolve the FWM emission
y components. A fixed time delay was introduced betweergluding the polarization dynamikas a function of the time
the reference pulse and the FWM signal, and the amplitudgelay 7,; (=t,—t;) between the two pump pulses for two
and the phase of the reference pulse were carefully measurétput polarization configurationgi) E; and E, having the
using second-harmonic frequency-resolved optical gatingame linear(x) polarization andii) E; and E, having the
(SHG-FROG.>® The FWM signal then was allowed to inter- same(right) circular polarization. The measurements were
fere with the fully characterized time-delayed reference pulsgerformed on a sample consisting of 10 periods-a#-nm-
by combining them collinearly. The combined signal waswide GaAs wells alternating with 17-nm-thick £AiGa, /As
subsequently separated intoand y components, and each barriers, which was grown on @01)-oriented GaAs sub-
component was separately dispersed by a spectrometestrate. The sample was mounted onto a glass flat, the GaAs
Typical spectral interferograms for theandy components substrate was removed by selective etching to permit trans-
as recorded on a CCD array are shown in Figh)1They  mission measurements, and an antireflection coating was ap-

Reference

(b)

Il. DUAL-CHANNEL SPECTRAL INTERFEROMETRY

each have the form plied to the exposed air-semiconductor interface to reduce
Fabry-Perot effects. The measurements were performed at 80
ISI(w)lel:WM(w)+lIref(w)+2‘/|lFWM(w)‘/|lref(w) K. At this temperature, the sample ha(_JI a hh linewidth of
, , ~1.3 meV, and a hh-lh energy separation of 12 meV. The
X co§ dpym(®) — e @) — @ 7], (1)  bandwidth of the excitation pulses was restricted~t@5

meV, which resulted in a measured pulsewidth~af50 fs
whereIFWM(w) and Iref(w) are the spectral intensities and (FWHM). Given the hh-lh splitting, this spectral width was
drwm(@) and qsref(w) are the spectral phases of the FWM sufficiently broad to allow the simultaneous excitation of
signal and reference pulse, respectively, and whakes on  both Ih’s and hh'’s, yet was narrow enough to allow the ratio



PRB 60 HEAVY-HOLE AND LIGHT-HOLE OSCILLATIONS IN . .. 8269

circular polarizations In this case, one can readily solve the

_ + + _ density matrix equations for the two three-level systems

(0) O O 9) shown in Fig. 2 to third-order. The polarization that propa-
gates in the R,-k; direction is found to be proportional to

PQBOC@)(I)@(TZl)ggq exd — y(t+ 729 ]

FIG. 2. Schematic of the two independent three-lef&x3) . . “
systems used to represent the hh and Ih electronic transitions in the X{[1+AexpiQry)[1+Aexp—IQ]}K, (2)
absence of many body effects, wheré denotes right circularly

polarized light andr~ denotes left circular polarization. where® denotes the Heaviside step functigh,and &, are

the slowly varying electric field amplitudes of the two pump

of hh-to-lh emission to be varied over a wide range as th%ulses,y s the dephasing raté{] is the difference between

laser wavelength was tuned. At the fluence used her
(~1wdlenf), the estimated carrier density s
~1.5x10%cm ™3 (~2x10°%m?), and the hh linewidth is
further broadened te-3.7 meV. At this operating tempera-
ture and carrier density, this sample has been separat
shown to be homogeneously broadened.

e hh and Ih energies, ardis a phenomenological constant

at reflects the relative strength of the Ih FWM emission. In
our caseA is the product of the square of the ratio of the |h
and hh optical transition matrix elemerits3) and a spectral
eYveighting factor(~2) to account for the detuning of the
xcitation wavelength with respect to the hh and Ih excitons,
as shown schematically in Fig(d. Furthermore, we have
assumed that the dephasing is much faster than the popula-
I1l. DISTINGUISHING QUANTUM BEATS tion decay.
FROM POLARIZATION INTERFERENCE The slowly varying polarization amplitude given by Eq.
As stated in the introduction, we will use a modified ver- (2) is written from the fram_e of r(_aference of the hh exciton.
sion of the test developed by, Koatt all” to distinguish Thus, the tern{1+Aexp(-iQ0)] in Eq. (2) is the sum of
between quantum beats and polarizati(;n interference 1o i two oscillators: The first represents the polarization oscillat-

r]ng at the hh frequency, and the second at the |h frequency.

vestl%ate exc_:lton—excnon correlations. - Basically, KOChHowever, these oscillators are not independent. The initial
et al.”’ recognized that the temporal FWM response of a sys-

: " at t=0) relative phases and amplitudes of the two oscilla-
tem that consists of two nonresonant transitions that share,E%rS are fixed at a value determined by the facfdr

common level has a different dependence on the time dela A exp(Q27,7) ] which multiplies both oscillators. This cou-

7,1 than a system that consists of two nonresonant transmonﬁing is a consequence of the shared level, and in this sense,

e P
that do not share a common Iev_el. Theshen qsed th|_s the “interference” or beating takes place within the material.
difference in the temporal behavior as a function of time

delay to classify the oscillations into one of two cate orieS'The magnitude of the total polarizati¢and therefore of the
y 9 ‘net emitted field oscillates at the beat frequen€y with a

guantum beats or polarization interference. In this sectlonphase that is independent of,.

we begin by first reviewing the fundamentals of this test, . : . .

) . . ! The signal generated in the detector is proportional to the
then illustrate its use experimentally. Our theoretical Presen . hsitv and. therefore. it is pronortional to
tation will closely parallel that of Ref. 17, but we will put the y ' ' brop

formalism into our context and notation for the reader’s con-

250(H) @ 2 _ —
venience. The results reviewed in this section then will pro- So%| Posl O () O (721511 ex = 2y(t =720 ]
vide a us.eful direct comparison for the results presented in X {1+ 2A%+ A%+ 2(A+A3)cosO 5,
later sections.
We will illustrate the procedure used to distinguish quan- +2(A+ A3+ 2A% cos) 7,,) cosQt}. (©)]

tum beats from polarization interference by contrasting the

FWM response of the two three-level XB) systems of Fig. Notice that the only term that oscillates in time is the last

2 when they are excited with two pump pulses having theone, which is proportional to cdst. Consequently, it is evi-

same linear polarization with the response of the same syslent that the peaks of this oscillation occur at timegiven

tems when they are excited with two pump pulses having th&y

same circular polarization. In the simplest pict¢@ed in the

absence of many body effegtdhe 2<3 system and the t,=m(27/Q), (4)

selection rules shown in Fig. 2 can be used to represent the

electronic states associated with the hh and Ih transitions fovherem is an integer which labels successive peaks. Thus,

the two spin states in a quantum well. the position of a given peak does not dependmon The
We initially assume that each pulse is linea®y polar-  slope of thet, versusr,, curve is 0. Such oscillations were

ized. In addition, in order to obtain the simplest descriptionclassified in Ref. 17 as quantum beats.

of our experiments and in order to obtain a closed form so- By contrast, if the two independent three-level systems

lution, we assume that the pulses in theandk, directions  shown in Fig. 2 are excited with two right-circularly polar-

have delta function time dependencies given &f) and ized pulses, only the Ih transition on the left and the hh

S(t+ 7,7, respectively. Under these excitation conditions,transition on the right will be excited. In this case, the two

both Ih and hh transitions that share a common level in eackxcited oscillators share no common level, and the FWM

of the 2x 3 systems shown in Fig. 2 will be excitédince  polarization that propagates in th&x2k, direction is pro-

x-polarized light is composed of equal parts left- and right-portional to
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Pp O (1) O (7)) E5EF exd — y(t+721)]
x{1+AZ2exd —iQ(t— 1) ]} 6., (5)

whered , denotes right circularly polarized light. The slowly g
varying polarization amplitude given by E@5) again is -g
written from the frame of reference of the “hh” exciton. In e
this case, Eq(5) is the sum of two independent oscillators: 3
The first represents the polarization oscillating at the hh fre- ° 00 = 1000
guency, and the second the polarization oscillating at the Ih Time (fs)
frequency with an independent phase determinedrfy . . .
The magnitude of the total polarizatigand therefore of the (b) peak 4
net emitted field oscillates at the beat frequeng&ywith the 1000 v v .
phase determined by,;, but there is no interactiofor in- peak 3
terferencg between the two polarizations within the material. 2 At
Each propagates and oscillates independently. In this sense, o= peak2 .
the beating does not originate within the material. IR i
. . . . R IR L peak 1

Again, the signal generated in the detector is proportional o | F—w—a——a—a—N—a—a

to the intensity and is proportional to 200 300 400 500
T, (fs)
Sox | Pl ? O (1)@ (7201511 €XH — 2y(t+ 759)] ;
FIG. 3. Results of measurements to distinguish quantum beatin
X{1+A4+2A2 cog Q(t— )1 ©) from polarization interference using two Iinegnkypoﬁarized inci- °

In this case, we see that the oscillations are a consequence it pump pulsesa) Time-resolved measurements of the total in-
the nature of the detection process. Such oscillations wer&nsity S of the FWM intensity for selected time delays, be-
classified as polarization interference in Ref. 17. It is alsdWeen wo incident pulses, arith) the timet,, at which each peak

evident from this expression that the peak of each oscillatiohindicated by an arrow ifa)] occurs as a function ofy,, for a
occurs at a time given by more complete set of time delays. The dotted line indicates a slope

of unity.
2
ﬁ) (7)  resolved FWM signal for various time delays; between

the pump and probe pulses when the sample was excited
Thus, one would expect to observe a linear relationship bewith two x-polarized pump pulses. The ellipticity angle and
tween each peak and the time delgy for polarization in-  the orientation of the polarization ellipse were also time re-
terference. solved. To within our experimental accuracy, the FWM sig-

Based on a similar analysis, Koet all’ suggested that nal was found to be linearly andpolarized for all times and
one could distinguish quantum beats from polarization interall time delays. For this reason, we plot only the total inten-
ference by simply plotting the position of each peghn the  sity in Fig. 3@). Clearly, oscillations at the hh-Ih beat fre-
time-resolved FWM signal as a function of the time delayquency are observed at each delay shown. In Fil), 3ve
7,1. The result should be a straight line. The slope of the lingplot the position of each peak in the time-resolved FWM
will be zero if the time-resolved oscillations are the result ofsignal [indicated by the arrows in Fig.(8] as function of
guantum beating, and the slope will be unity if they originatethe time delayr,,, for a more complete set of time delays.
from polarization interferencéNote that we have taken our Clearly, the slope is zero for each peak. Consequently, the
origin to coincide with thef, pulse. If the origin is taken to oscillations shown in Fig. 3 behave as quantum beats and not
coincide with the&; pulse, as was done in the original polarization interference. This is exactly the behavior that we
papert’ then a slope of 1 will be obtained for quantum beat-would have expected from a simple density matrix model for
ing and a slope of 2 for polarization interferenc&/e em-  the 2x3 system shown in Fig. 2without many-body ef-
phasize that many body effects are not included in the analyfecty based on Eq(3).
sis to this point.

To illustrate this procedure and to test whether the hh-lh
oscillations in our previous publicati6hwere the result of
quantum beats or polarization interference, we performed The results of performing the test to distinguish quantum
this test on the FWM emission from our sample. Specifically beats from polarization interference when the sample is ex-
the laser wavelength was tuned onto the Ih exciton so thatited with two pulses that have the safnight) circular po-
both hh’s and Ih’s were strongly excited. We used the geomlarization are shown in Fig. 4. In Fig.(&, the results of
etry shown in Fig. 1 to completely time resolve the FWM measuring the time-resolved FWM signal for selected time
emission(including the polarization dynamigss a function  delays,; between the pump and probe pulses are shown.
of time delay r,; between the pump pulses. MeasurementsAgain, the polarization state was also measured, and the
were performed, first, foE; andE, having the same linear FWM signal was found to be right circularly polarized for all
(x) polarization state and, then, f@&; and E, having the times and all time delays. As for the linear excitation pulses
same(right) circular polarization state. [i.e., Fig. 3a)], pronounced oscillations at |h-hh beat fre-

In Fig. 3@, we show the total intensit$, of the time-  quency are evident. In Fig(H), the position of each peak in

t,= T21+m

p

IV. A TEST FOR EXCITON-EXCITON CORRELATIONS
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two spin systems shown in Fig. 2. One such process, which

has been invoked previouslgis EID. EID can be included

in the SBE®2 but analytical solutions to the full SBE are not
possible, and in general, the SBE require lengthy numerical
solution. The simplest approach is to solve the density matrix
equations for the two three-level systems shown in Fig. 2 and
to include EID phenomenolgically by expanding the dephas-
ing rate in a Taylor series and keeping the first two terms:

S, (arb. units)

dy

dy _
Y= Yot —2n= o+ N——(peet peo), ®

0 500 1000 1500 where y, is the low density dephasing rate at the operating
Time (fs) lattice temperature and=N(pg.+ pge) is the total density
T of excited excitons, regardless of spin. Helkedenotes the

y 1 ! T
1000 | {02 peak 4 — total density of oscillators of each spin system arid p.o

denotes the upper level population matrix element for the

________ spin —3 (+3) system. Because it is the total population that
.w' determines the dephasing rate, this term provides a coupling
— - between the two three-level systems.
< 500 | . One can readily obtain a closed form solution to these
- modified density matrix equations for right circular excita-

W tion pulses by making the same approximations that we have
i 1 made throughoutnamely, by assuming delta function time
dependences for the excitation pulses and by assuming that

peak 1
0 ,___In_.I_Q.M'IG‘OT“"__ the dephasing is much faster than the population detay

der these circumstances, the FWM polarization that propa-
gates in the R,-k; direction is found to be proportional to

2 _
FIG. 4. Results of measurements to distinguish quantum beating Pep> O (1)0(75)EE7 exl — y(t+7ap)]

from polarization interference using two right-circularly polarized nt
pump pulses(a) Time-resolved measurements of the total intensity X [1+A2 exp(—iQ(t— 1))+ (ﬁ)
Sy of the FWM intensity for selected time delays, between the
two incident pulses in the range between 350 and 600 fs(larttle
timet, at which each peakindicated by the first four arrows i@)] X[(1+AexpiQ ) (1+Aexp — iQt))]] o',
occurs as a function of,;, for a more complete set of time delays.
The dotted line indicates a slope of unity, and the solid lines are the (9)
result of simulations based on E@®).

, , ) _ where the parameten=2N#(dy/dn), which has units of
the time-resolved FWM signdindicated by the arrows in - onerqy is the EID parameter that we have used in previous
Fig. 4@] is plotted as function of the time delay,, again jications®-27 and it is a measure of the strength of the

e e T o o ach v ety dependence of e dephasing. Equabasicll
bp Y ' Y. 4 Y, consists of two termé&ach enclosed in square brackethe

produced when the sample is excited by two right circularly,. .
polarized pulses satisfy the criterion for quantum beats, no rst t.erm.(m square brackelhas the same form as thg FWM
olarization that we have associated with polarization inter-

polarization interference. Since quantum beats would not b L .
expected for two independent three-level systems withouterencelsee Eq.(5)], and the second term, which is multi-
many body effect§see Eq(5)], this result suggests that the Plied by 7t/27, has the same form as the FWM polarization
two excitonic systems are not independent, but are couplepat we have associated with quantum bé¢see Eq(2)].
and correlated. It should also be noted that the SBE, in their There are two limits of immediate interesjt/27.<1 and
original form (i.e., in the Hartree-Fock limit, without EID or #t/24>1. Whenyt/2/i<1 for all times of interest, EQ9)
biexciton formation included would also be expected to reduces to the result that would be obtained for the two in-
predict polarization interference, but no quantum beatingdependent, uncoupled three-level systems shown in Fig. 2
when two right circularly polarized pulses are used. Consefi.e., to Eq.(5)]. As we have already stated, in this case, the
quently, the observation of quantum-beat-like behavior sugh transition is excited in the system on the left, and the hh
gests a correlation beyond the Hartree-Fock contributiontransition is excited in the system on the right. Under these
These measurements are consistent with GtR&P“recent  conditions, the optically excited transitions share no common
observations. level, and there is no coupling between the excited states in
the two independent systems. The latter conditions clearly
V. COUPLING BY EXCITATION-INDUCED-DEPHASING correspond to polarization interference. In this limit, the de-
The quantum-beating-like behavior shown in Fig. 4 re-tected intensity is given by E6) for polarization interfer-
quires the inclusion of a process that strongly couples thence, and thus, there is a linear relationship between the peak
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of one of the oscillations in timg, and the time delay-;, 10°
as predicted by Eq.7). This limit (»=0) is represented by
the dotted line in Fig. ).

By comparison, if yt/2h>1, the light is still directly
coupled only to the Ih transition on the left and the hh tran- |,
sition on the right in Fig. 2. That is, the optically-excited
transitions still technically share no common level, but now °
the upper levels are strongly coupled through the density- 5
dependent dephasing given by E§). In this limit, using B
Eq.(9), we find the total FWM intensity to be proportional to 10"

ts)

uni

So| Peip|? O (1) O (7991 51 1(mt/27)% ex — 2y(t+ 729 |{1

300~
+2A%+ A%+ 2(A+A3)cosO 7y, " . . , , , /
000 1500
+2(A+A3+2A2 C0S() 75 cOSOL}. (10) ’ P ety
Except for the multiplicative factor of«t/27)?, Eq.(10) is FIG. 5. Calculations of the total intensig of the FWM inten-

mathematically equivalent to E(B). Thus, we see thatinthe gjty as a function of time for equally spaced time delays be-

strong coupling limit the effects of EID are mathematically tween the two incident pulses in the range between 300 and 667 fs.
equivalent to sharing a common level, even though there is

clearly a physical difference. In this limit, as with E®), the (~3a/Q) the positions of the peaks in the FWM signal are

slope of thet, versusr,, curve is 0, which is identical to the ; I X . ;
slope exhibited by the data shown in Fig. 4. This is the typeshlfted, the oscillations are distorted, and their amplitudes

of behavior that previously has been attributed to quanturr? re dramatically reduced at early t"‘mESAt longer t.'m?St
beating. as yt/2h becomes larger and the “quantum beating” term

. - . . increases in strengththe oscillations become stronger, their
The solid curves in Fig. @) are the results of simulations eriods more reaular. and the positions of the beat maxima
using the full FWM polarization given by Eq9) with 7 P guar, b

a N 1 more quantum-beat-like. Similar behavior is consistently ob-
t?u"ls Tn%\éie?ndrgdaczezlgtgll‘istat,ivgngnéhEBL/Ja?\?irtg?icztr:t?etehrﬁénﬁerVEd in the data, as illustrated in Fig. 6.
P q q g Careful comparison of Figs. 5 and 6 shows that the mini-

with the data presented to this point. However, B).pre- mum in the “quantum beating” contribution in the data oc-

dicts new features in the hh-lh oscillations that are not Charéurs at a time delay that is shifted byl40 fs compared to

ﬁ\ctfr;:asrtécnsghggf];f:r;e I%u?stuvcé t;iatllgi%e%r g;rﬁglrartlﬁzt:‘?rgi‘e minimum in the simulations. We do not know the origin
' P, P : f this shift, and it is the subject of ongoing investigation;

term in square bracketg in 'E@).produces aresponse that is however, we speculate that it is a consequence of our assum-
characteristic of polarization interference and the secong '

term in square brackefsvhich is multiplied by;t/2%) pro- ng delta function excitation pulses. The actual excitation

duces a resnonse that resembles quantum beating. Since ulses are each-150 fs in duration, and the frequencies
P . €S quantt 9. fich are resonant with the hh exciton have been determined
second term is proportional to time, it will be negligible for

. ) to have phases that are slightly different from those that are
times t<2#/7 and dqmmant fot>2#/ 7. I_n other WOT‘?'S' resonant with the Ih. Consequently, with the exception of the
for the parameters given here, E®) predicts a transition

from polarization-interference-like behavior to quantum-
beating-like behavior on a characteristic time scale fof 2
~330fs (for =4 meV). It is very difficult to unambigu-
ously distinguish a transition of this duration occurring near
t=0 because of the finite width of our puls@ghich are not
currently taken into account in our modlel

Equation(9) also predicts a dynamic, periodic competi-
tion between the two types of oscillations as a function of &
time delay 7,;, with a period equal to the lh-hh beat fre- < 10
quency. Inspection of Eq9) reveals that the “quantum-
beating” term is not only multiplied byyt/2%, but is pro-
portional to [1+Aexp(m;)]. Consequently, the 10°
contribution of the term that we have associated with “quan-
tum beating” will be periodically reduced with respect to the - 447
term that we have associated with “polarization interfer- 0 ! 5")0 ! 10'00 ’ 15'00
ence”. A minimum in the “quantum beating” term will oc- Time (f5)
cur each timer,; is an odd multiple of#/(). The conse-
quences of this behavior are illustrated in Fig. 5, where the F|G. 6. Measurements of the total intensy of the FWM
simulated time-resolved FWM signdlsalculated using Eq. intensity as a function of time for equally spaced time delays
(9)] are shown for equally spaced time delays between 300,, between the two incident pulses in the range between 444 and
and 667 fs. Notice that for time delays; near 510 fs 795 fs.

10°

s
[7)

-

o=
=
=
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500 k- rr""l""_ FIG. 8. Comparison between the measufsalid dotg and the
_g:a'k'}.__‘_p simulated timet,, at which each peak in the Ih-hh oscillations oc-
! r ) . curs as a function of,, for three values of the EID parameter=0
peak 1 s ® (dotted ling, 4 (solid line), and 20 meV(dashed ling
0 A ] ) ] A I
500 600 700 800 trate that sensitivity by using the simple model that we have
T,, (fs) described in our previous wof&:?° That modet* phenom-

enologically includes EID, local field effects and biexciton

FIG. 7. (a) Time-resolved measurements of the total intenSity ~ formation. The local-field effects will not provide a resonant
of the FWM intensity for selected time delays, between the two  coupling between the two spin systems, and therefore, they
incident pulses in the range between 500 and 800 fqlarttie ime  can be neglected. Moreover, the technique described here
tp at which each peakindicated by the arrows ite)] occurs as a  prevents the formation of pure biexcitons involving either
f_unction of r,,, for a more complete set of time delays. The solid yyo hh excitons or two |h excitons of opposite spin by using
lines are the result of simulations based on &X. two excitation pulses with the same circular polarizations.

However, under these excitation conditions, mixed biexci-

simulations shown in Fig. 5, the time delays for all simula-tons can be formed from one hh exciton and one Ih exciton
tions have been shifted by 140 fs to facilitate a direct comaving opposite spins. Mixed hh-lh biexcitons have been ob-
parison with the data. served in ZnSe quantum wells, but their contribution to the

The new features described above, which are not charagwm signal was found to be roughly an order of magnitude
teristic of quantum beating or polarization interference, andyeaker than that of hh biexcitorgWe have examined our
the excellent agreement between the data and the simulatiopg\yM spectra for evidence of mixed |h-hh biexciton forma-
based on Eq9) are also apparent if both data and simulationtion when we excite with two right circularly polarized
are plotted in the conventional format used to discriminatepulses, and we find no resolvable signal at the expected
quantum beats from polarization interfererieeg., see Figs. mixed biexciton frequencgto within our experimental accu-
3 or 4. Figure 7 shows a plot of the temporal position of theracy under our excitation conditiong=or these reasons, we
peak in the Ih-hh oscillations as a function of delay betweerheglect the contributions of mixed Ih-hh biexcitons here.
the two pump pulses. This figure differs from Fig. 4 in that it Consequently, within the context of this phenomenological
focuses on the behavior at longer time delays in the vicinitymodel, only EID can provide the needed coupling. There-
of a minimum in the quantum beating term. Clearly, the datgore, when the sample is excited with two pulses having the
in this region can not be described by a straight line withsame circular polarization, the model that we have used pre-
slope of either O or 1 as required by quantum beating oliously reduces to the one used in the previous section.
polarization interference, respectively, acting |nd|V|duaIIy Moreover, the features d|Sp|ayed in F|gs 4-7 allow a rough
Simulations based on E(L0) (i.e., the solid lines in Fig.)7  quantitative estimate of the strength of the EID coupling be-

do, however, produce good agreement with the data. tween the two spin systems, again, within the context of the
model presented here.
VI. ESTIMATE OF THE COUPLING STRENGTH Figure 8 illustrates the sensitivity of this technique to the

EID parameter. This figure shows a comparison between the

We emphasize that this technique isolates, and is particidata and simulations using three values of the EID param-
larly sensitive to, the strength of the Coulomb-induced cor-eter: =0, 4, and 20 meV. Notice thaj=0 produces rea-
relations, or coupling, between the excitons. We now illus-sonable agreement at early timgswhen EID effects are
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expected to be negligiblg.e., t<2#/7), for all time delays tant, but that they dominate the FWM response under these
7,1, but this value produces poor agreement at later timesxcitation conditions. Finally, the features observed here
(when t>2#%/7). By comparison,n=20 produces accept- Mmake it clear that the coupling between the spin systems is
able agreement with the data at later times when EID effectdynamic, rather than static. While hh-lh mixing of the va-
are expected to dominate, but poor agreement for earlidence band statege.g., as the result of strain or quantum
times. Of the three values shown here, omly 4 produces ~confinement can conceptually provide a coupling between
acceptable agreement at all times. The simulated solid curvé8€ tWo spin systems, such a mixing would produce a static
shown in Figs. 4, 5, and 7 were all produced using this valu€CUPIing, and therefore, it can not explain the dynamic re-
for the EID parameter. From a comparison with the dat ults discussed here.

L : A secondary point to be made concerning the results pre-
t)()ret;s(eer;tiegr:qnegmls work only, we estimate the EID parametegented here is that the classification of Ih-hh oscillations as

S o , quantum beats or polarization interference is problematic
Our principal point is not that EID is the only process that DR -
- . -and, perhaps, overly simplistic. If one accepts the definition

can produce the quantum-beating-like behavior shown in . 2 . e

; L ; that oscillations arising from interference within the sample
Figs. 4—8(although we have shown this interpretation to be o -

. . . . _are quantum beat@nd, conversely, that oscillations arising

consistent with the simple phenomenological model Whlcr}rom interference at the detector are polarization interfer
has been successful in accounting many other features in our P

FWM dat2*2. A rigorous analysis should be based on aence} then, in this sense, the oscillations arising from the

detailed microscopic theory. Once such a calculation is per(_axmton-excnon correlationsig. 7) and those arising from a

formed, the procedure described here can be used to evalua'l‘:tre]ared common levéFig. 3) are both quantum beats. How-

. : . : pver, the beats arising from the exciton-exciton correlations
the strength of the exciton-exciton correlations in that modeare clearly fundamentally different from the beats arisin
in the same way that we have used it here to evaluate thF y nafy g
EID parameter. rom lh and hh transitions that share a common level. The

coupling is dynamic in the case of the former, and the shar-
ing is a static condition for the latter. Finally, it can be ar-
gued that the term “quantum beats” should be reserved for
The data and calculations presented here demonstrate thgteasuring oscillations that directly monitor the Raman co-
when excitation pulses with the same circular polarizationd)erence terms. In the latter sense, all of the phenomena that
are used, the test that was originally designed to distinguisWe have discussed here must be classified as polarization
quantum beats from polarization interference becomes an efoterference, since two-pulse self-diffraction FWM geom-
fective test for Coulomb-induced excitonic correlations that€tries do not monitor the Raman coherence direcsige
go beyond the Hartree-Fock contributiofas, in terms of the ~ Refs. 61 and 62 for a discussion of this latter ppint
phenomenological model used in this paper, beyond the local
field effects.’® Moreover, these correlations are in addition
to biexcitonic effects, since biexcitonic contributions are The authors gratefully acknowledge numerous insightful
found to be negligible when a single circular polarization isconversations with Rolf Binder. This research was supported
used for both pump pulses. In fact, the data presented im part by the National Science Foundation and the U.S.
Figs. 4—8 suggest that these correlations are not only impoArmy Research Office.

VIl. CONCLUSION
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