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The smooth evolution of the tunneling gap of,Bi,CaCyOg with doping from a pseudogap state in the
underdoped cuprates to a superconducting state at optimal and overdoping, has been interpreted as evidence
that the pseudogap must be due to precursor pairing. We suggest an alternative explanation, that the smooth-
ness reflects a hidden SR instability group near thest,0) points of the Brillouin zonéwith N=3, 4, 5, or
6). Because of this group structure, the pseudogap could actually be due to any of a number of nesting
instabilities, including charge or spin density waves or more exotic phases. We present a detailed analysis of
this competition for one particular model: the pinned Balseiro-Falicov model of competing charge density
wave and §-wave) superconductivity. We show that most of the anomalous features of both tunneling and
photoemission follow naturally from the model, including the smooth crossover, the general shape of the
pseudogap phase diagram, the shrinking Fermi surface of the pseudogap phase, and the asymmetry of the
tunneling gap away from optimal doping. Beldw, the sharp peak &, and the dip seen in the tunneling and
photoemission near/2; cannot be described in detail by this model, but we suggest a simple generalization to
account for inhomogeneity, which does provide an adequate description. We show that it should be possible,
with a combination of photoemission and tunneling, to demonstrate the extent of pinning of the Fermi level to
the Van Hove singularity. A preliminary analysis of the data suggests pinning in the underdoped, but not in the
overdoped regimg.S0163-182609)03325-1

I. INTRODUCTION where A, is an (s-wave superconducting gap an@, a
charge-density waveCDW) gap, defined below. This is ex-
actly the form proposed phenomenologically by Loram
Recent photoemission® and tunneling™® studies have et al,” and it immediately explains the smooth evolution of
provided a picture of unparalleled detail of the opening ofthe gap with doping: there is a single gegt (,0)] at all
the pseudogap in the underdoped cuprates. The most remaopings, even though the system changes over from CDW
able feature is that the pseudogap evolves smoothly into thgear half filling to superconductor near optimal doping. The
superconducting gap as doping increases. This has led farm of Eq. (1) immediately follows from the S@) group
number of researchers to conclude that the pseudogap musgtucture. It is in principle possible to disentangle the nature
itself be related to superconductivity: that it represents af the gaps from their behavior away fromr0), although
form of short-range superconducting order, or precursothis involves symmetry breaking terms, and hence is consid-
pairing It is the purpose of the present paper to show thakrably more model dependent. The B0(structure also
this is not a foregone conclusion: there is an alternative insyggests that the pinned BpBF) model should provide a
terpretation(better: class of interpretatiohén which the good approximate representa’[ion for a wide range of com-
pseudogap representeampetingordered state. In this case, peting phases — in particular the pseudogap phase may also
the apparently smooth evolution is due towarderlying sym-  pe an antiferromagnetic phase or a flux phéshich is a
metry of the instabilitiesf the problen — a manifestation of form of dynamic CDW, or indeed a Striped phase which is a
an SO() group, withN=3 425" or 614 combination of two of these phases.
For such an interpretation to hold, certain very strict con-

ditions must be met. Specifically, there must be a Van Hove
nesting®® with the Van Hove singularityVHS) pinned close B. Van Hove pinning
to the Fermi leveler over an extended doping range. This | the generalized Van Hove scenafothere are two
prediction is now within the realm of experimental test, a”dseparate phenomena which contribute to Van Hove pinning.
a preliminary analysi¢Sec. Il Q) of the existing data seems fjrst a5 part of the Mott-Hubbard transition, strong
to confirm the pinning. Hubbard-U correlation effects renormalize Cu-O hopping

_ To describe the competing order parameters, we analyzed zerq at half filling, leaving a residual energy dispersion
simple generic model, the pinned Balselro-FaIf’t?o(_,BF) associated with exchangg In the absence of correlation
model. Within this model, the total gap has a maximum affects, the “bare” VHS would fall at a finite hole doping

A. Precursor pairing?

(,0) in the Brillouin zone, given by fixed by the band parameters (in the tt’J mode) — this
doping will be close to, but not necessarily the same as op-
A= AR +Gy, (D) timal doping. However, since seconu) neighbor ex-
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change is expected to be small, the exchange bands have théthin this model the striped phase is represented by a single
simple dispersionl(c,+cy), where c;=coska. Hence, at nesting instability which splits the band dispersion at().
half filling, the Fermi level approximately coincides with the Such a model was initially introducegvithout the pinning
VHS. This phase can be further stabilized by Van Hove nestby Balseiro and Falico¥ to study the competition between
ing, which opens up a large gap in the dispersion n@g@).  CDW'’s ands-wave superconductivity. We have employed
A good fit to the dispersion in the related insulating this pinned Balseiro-Falicov(pBF) model in previous
compound® Sr,CuO,Cl, (SCOQ can be foun®?*by as-  pseudogap studigs3!and will continue to use it herdit
suming that the nesting is associated with a flux pdse.  must be stressed that we do not employ the CDW's to mimic
With doping,t is gradually restored, producing a behavior the spatial pattern of the stripes, but rather to reproduce the
which cannot be described by a rigid band filling model. AtFermi level pinning. We are currently generalizing the
first, the VHS shifts faster than the Fermi level, so the VHSmodel to included-wave superconductivity and a variety of
lies belowthe Fermi level, but very close to it. Gradually, other nesting instabilities. In the present version, there are
saturates, the VHS stops shiftirigsually close to its bare electron-phonon coupling energiesg associated with
value), and at some finite doping, the Fermi level crosses CDW's, and\, with superconductivity, which may or may
this new VHS. Thus, the Fermi level coincides with the VHS not be equal. The gap equations are solved self-consistently,
twice at half filling and near the bare VHS, and remainswith free parameters, x., the \;’s, and wph, @ bosonic
anomalously close at intermediate dopings. Since its initiatutoff frequency. There is relatively little data in the over-
discovery?* this correlation induced pinning has been con-doped regime, so we choose a simple modelxferx,, the
firmed by a number of calculatiorss. band parameters cease evolving, and the additional holes just
But even stronger pinning is possible. Negr the energy  rigidly fill the band, shifting the Fermi level away from the
can be significantly lowered by a second nesting instability\VHS. This simple picture appears capable of describing the
Assuming this second instability to be charge-density waveyverdoped regime in both YB&u;O,_ 5 (YBCO), where
related, a self-consistent three-band slave boson calculatiaRe pseudogap vanishes close to optimal dofsingnd
demonstrated that this model can lead to two free energya,_ ,Sr,CuQ, (LSCO), where the pseudogap appears to
minima, one at half filling and the other &t.?? This results persist well into the overdoped regirffeHowever, a more
in striped phases, with each phase pinned near a VHS: thsomplicated behavior, including a second range of two-phase
magnetic stripes near tiedominated VHS near half filling, coexistencéSecs. 11.6 and 11.7 of Ref. )18 not ruled out.
and the charged stripes near thdominated VHS atx.. Within this picture, there is a natural doping dependence
Since the stripes are nanoscédee to long-ranged Coulomb  associated with the competition between nesting and pairing
repulsion), the system evolves rather smoothly with doping, instabilities. At half filling,t’ =0, the perfect nesting over-
with the Fermi level remaining even more strongly pinned towhelms the pairing instability, leading to a pure nesting in-
the VHS at all dopings. stability. Ast’ increases with dopingto maintain the VH
While the above model is in good agreement with experipinning), the nesting gets worse, while pairing is less af-
ments on both the pseudogaps and the striped pRasies, fected (it is actually enhanced, Sec. I)BThis leads to a
identification of the specific nesting instability phases is lessrossover to a pairing instability as a function of doping.
secure. This is because the nesting and pairing instabilities @ince nesting does not gap the full Fermi surfagbent’ is
the Van Hove scenario form two six-dimensional superspingarge enoug) superconductivity can appear at a lower tem-
of a group S@6) (Ref. 19 so the issue of which phase is the perature, with al; which increases with doping. As long as
most unstable depends sensitively upon secondary parartike VHS remains pinned to the Fermi level and the electron-
eters which are not well known. The various possibilitiesphonon coupling remains doping independent, the nedting
include the antiferromagnetic and d-wave superconductingvill decrease with doping while the superconducting .
instabilities of Zhang'’s S®),"® as well as CDW's, flux  will increase. At some point, the two transitions would cross.
phases, and a more exotic spin current pfas@wo-leg  However, at this poinT , will be rapidly suppressed to zero,
ladders have an even larger assortment of instabilities teince superconductivity gaps essentially the full Fermi sur-
choose front®) It is difficult to incorporate the details of this face(the small residual Fermi surface fodavave gap could
phase separated regime rigorously into calculations of thenly sustain a nesting instability at a much lowr. While
ARPES and tunneling spectra. exactly this behavior is found in YBCO, in LSCO, and prob-
Nevertheless, a remarkably simple picture of theably Bi,Sr,CaCyOg (Bi-2212) as well the pseudogap per-
pseudogapVH nesting phase diagram can be developed viasists into the overdoped regime. This behavior can be mod-
a simple ansatz for the pinned striped phases. A one barglled by having the strength of the bosonic pairing decrease

model is assumed with increasingx.
Since nesting splits the VHS degeneracy, we introduce
€x=—2t(ct+cy) —4t'c,cy (20 some notation to clarify the following discussions. The lower

) . o VHS (VHL) is the VHS shifted below the Fermi level, at
(with c;=coska), and the second neighbor hopping is ad-gnergyE, , and hence visible in photoemission. The upper
Justt_ad with doping to pin thg _VHS to the Fermi Ieyel OVer ayHs (VHU) is shifted toE,, above the Fermi level, and
doping rangelsfrom half fillingx=0 to a dopingXc.  hence can only be seen in tunnelifa inverse photoemis-
Approximately, sior). In conventional plots of tunneling spectra, VHL ap-
pears at negative voltages, in the electron extraction mode,
and VHU at positive voltages. The Van Hove centroid
(VHC) is the average position of these two featuies

!
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=(Ey+E|)/2 — it is the position at which the single, unsplit

VHS would fall at high temperatures, well above the

pseudogap transition.

In terms of these features, the photoemission gafpis
=e—E_ . We will show (Fig. 5 below that the tunneling
gap isAry=(Ey—E|)/2. In this case, the pinning of the
Fermi level at the VHCger=E(, can be rewritten in terms
of measurable quantities as;=Apg. In Sec. lll C, below,

we will demonstrate that this relationship appears to be sat-

isfied in the underdoped regime.

Il. STRIPED PHASES AND PSEUDOGAP
A. Phase diagram of pinned BF model

For completeness, we recall the energy dispersion and the
gap equations of the BF model. In terms of the four-

component wave vectoIfE= (‘/’E , ¢E+c§ W k+G)), the
mean field BF Hamiltonian tensor is

€K~ € -Gy —Ag 0
oo —Gi  €g—€r 0 —Ag+ 6
Bl —Ag 0 — €+ €r Gi
0 —Agi6 Gk —€+qT EF
4)
In terms of a function
1 if |eg—ep| <o,
®k: (5)

0 otherwise,

the gap functions ard;=A0® for superconductivity, and
Gi=Go+ G100, g for the CDW.[This latter result gen-
eralizes Balseiro and Falicov's E(B.3), which is valid for
t'=0.] The energy eigenvalues dee. , and their negatives,
with

1 .
Eik=§(EE+EE+Q+2G2iEﬁ), (6)
Ef=er+ A7, Ex=(Ei—Ef,o)°+4GIEL, Ej=ef, + (A
—Ayig)? €:=€* e, and the nesting vectoQ
=(mr,m). If the magnitudes of theattractive phonon-
induced electron-electron interaction energies mke and
\g, then the gap equations are
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FIG. 1. Phase diagram of pinned Balseiro-Falicov model.
Circles=net tunneling gag, ; solid line=CDW transition tempera-
ture T, ; dashed line-superconducting transitiof; ; dotted line=
T. in absence of CDWx.>0.5.

with ©=00;. 5, ®;=1. A similar modet* has recently
been applied to analyze the photoemission associated with a
pure CDW phase.

In the pinned BRpBF) model, the Fermi level is pinned
to the VHC, via Eq.(3), for doping x between half filling
(x=0) and some critical doping., while for x>x., the
curvature is fixed at’ =t’(x.), while the Fermi level shifts
off of the VHC in a rigid band filling.

For fixed values of the parametdrs«;, \;, and phonon
cutoff wpy,, the pseudogap phase diagrams are derived by
solving Eqs.(6)—(8) self-consistently. For Fig. 1, the param-
eter values are chosen as=Ay=A=0.25 eV, wp,
=45 meV, andx.=0.123. At half filling, perfect nesting
wins out over superconductivity, but with doping the nesting
becomes poorer, while superconductivity is enhanced, lead-
ing to a crossover. As soon as the superconduclipgs
larger thanTcpyw, Tcpw IS rapidly suppressed to zero. The
dotted line in Fig. 1 shows how, would evolve in the
absence of the CDW, if the Fermi level remained pinned to
the VHC over the full doping rangex{>0.5). A typical
temperature dependence of the resulting gaps is illustrated in
Fig. 2, for x=0.1. Note thatA,, Eq. (1), is found self-
consistently to evolve smoothly with temperature; this im-
plies thatG, must actually decrease when superconductivity
appearsA#0.

To reproduce the phase diagram of YBCO, the crossover
must arise close td&., as in Fig. 1, while in LSCO it falls
well after x;, Fig. 3. The phase diagram of LSCO can be
modelled by choosing.g#\,, and letting the latter vary
with doping, Fig. 3. Here), is adjusted at each doping to
reproduce the knowf.(x). The doping dependence if;
(inset, Fig. 3 is weak until well in the overdoped regime,
x>0.2. Possible significance of this doping dependence is
discussed in Sec. V D.

One feature of Fig. 3 should be noted. In LSCO the
pseudogap appears in some experiments to persist into the
overdoped regim@3® while other experiments find a strik-
ing crossover in properties at optimal dopitig®® In the
thermodynamic experiments the pseudogap appears to be
closing linearly with doping, but then hashaeak in slope at



630

25_""I""I""I""I""I""

20

0'....I....I....I....

25 50 75

T(K)

FIG. 2. Evolution of gaps in pinned Balseiro-Falicov model.
Solid line=superconducting gap,; dashed lineeCDW gap Gy
=Gy+Gy; dotted line=net gap,A,, Eg. (1). Parameters corre-
spond to Fig 1x=0.1.

optimal doping and falls off more slowly at larger doping.
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FIG. 4. Susceptibilitiesyq (dotdashed lineand x, (solid line)
vs band filling 1+ x for Eq. (2) with 4t =E; (pinned VHQ.

enough, a real three-dimensional order, with true energy
gaps, can develop. This is discussed further in Sec. V C.

A (weak-coupling limitation of the BF model is the dis-
continuous change ihA and G; when the energy crosses
wpn. When this feature becomes prominent in the dispersion,
the BF results must be considered as only a qualitative indi-
cation of the results of a proper strong coupling calculation.

B. SO(6)

Figure 3 mimics this behavior: the Fermi level is pinned at

the VHC until optimal dopingx.=0.16, and then depins.

Despite the fact that the Fermi level now shifts with doping
away from the VHC, the CDW instability is strong enough

that the CDW phase persists outde 0.27, at which point it
becomes unstabléiscontinuously. Such behavior is only

possible because the superconducting transition is su

pressed far below , .
The pBF model is a two-dimension&D) mean field
theory. In a more accurate three-dimensional calculaflon,

Whereas the above discussion has been in terms of a par-
ticular competition — between a CDW and ssvave super-
conductor, the results are indicative of a much more general
situation. That is because the VHS instability has an under-
lying SO(8) spectrum generating algeb{&8GA), with asso-

glated S@) instability group** There is actually a pair of

six-dimensional “superspins,” which consist of various
nesting or pairing instabilities of the VHS. Nestigiring
operators are those instability operators which(do noj

the transition temperatures in the above phase diagram wificmmute with the number operatQx

be replaced by crossover temperatures at which 2D fluctua-
tions become strong — i.e., temperatures at which 4"
pseudogap opens. When interlayer coupling becomes strorg“g'l
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The distinction between an instability group and a sym-
etry group should be stressed. An S@ERef. 40 allows

e to find all of the eigenfunctions of a Hamiltonian — in
rticular, the allowable ground states, or instabilities. Thus,
the instability group is a generalization of thevlogy model

of a one-dimensional metét,and allows phase diagrams to
be constructed as a function of interaction parameters. For
special values of the parameters, there may be a degeneracy,
leading to an interesting symmetry group, but this is more
the exception than the rule. Here we will show that thé@O
instability group can provide valuable information about the
pseudogapgeven though the BF model does not possess
SO(6) [or even SO(3)] symmetry

Within SQ(8), the instabilities depend on two factors, the

bare susceptibilitieyo(ﬁ,w), and the interaction parameters
G (e.g., theh’s of the pBF modeél The group structure is
manifest in theyy's: at half filling, witht’ =0, all suscepti-
bilities are degenerate. Doping, or settitig/ 0 breaks the
degeneracy, but only into two classe(so=)(0(ﬁ=0,0) for
the pairing instabilities ango= xo(d=Q,0) for the nesting
instabilities, Fig. 4* While the actual instabilities observed
are controlled by th& values, if theG’s happen to be only
weakly dependent on doping, théme phase diagram has a

FIG. 3. Model pseudogap phase diagram for LSCO. Parameteigharacteristic form, depending only on the susceptibility

X.=0.16, A\=0.6 eV, with doping dependerx, (insey. Solid
line=CDW transition temperatureTy; dashed linesuper-
conducting transitiorT .

A comparison of Fig. 1 with Fig. 4 shows the close con-
nection between the phase diagram and the underlying sus-
ceptibilities, the solid line in Fig. Ipseudogap phasee-
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sembling the nesting susceptibilifya larger susceptibility © de
corresponding to a higher transition temperatuvehile the |=2€T2f 5, Nr(€)NL(e+eV)[ne(e) —ne(e+eV)],
pairing susceptibility resembles the superconducting phase o (10)
(dotted lines in Fig. L In general, a finité¢’ reduces nesting
while increasing pairing. ThigenericSQ(6) feature strongly  with N; the appropriate DOS. For an NIS junction, takidg
suggests that the pseudogap is associated with a nesting itv- be energy independent, the tunneling conductance is
stability.

The phase diagram of Fig. 1 shows additional evidence a  e’T?
for the underlying SON) nature of the VHS1a) despite a G=-v= 7 NuNr(—eV). (12)
crossover from CDW to superconducting, the evolution of
the total gapA; and transition temperatuig with doping is The conventional wisdoffi is that tunneling is not sensi-

extremely smooth; indeed, the gap ratidn@)/kgT.=4.1is tive to the density of statg®OS): the explicit factor of DOS
nearly independent of dopin(b) The total gap is given by a in Eq. (9) is cancelled byl?«v, the Fermi velocity. How-
vector addition, Eq(1). ever, Wei,et al*® have shown that this cancellation breaks

Note finally that just these featurés) and(b) have been down in the presence of strong anisotropy. In particular;
taken as evidence that the pseudogap must itself be relatedneling along the c direction into a two-dimensional metal
superconductivity as a form of precursor pairing. Instead, walirectly measures the in-plane D&t least in the thin junc-
find that the phase diagram of Fig. 1 should look fairly simi-tion limit). Hence, in accord with Eq(11), the tunneling
lar for any competition between a nesting and a pairing in-conductance is proportional to the tunneling DOS. This re-
stability — e.g., either CDW vs-wave superconductivity or sult is the basis for the present analysis. For three-
SDW vs d-wave superconductivity. The actual phases ob-dimensional materials, there have been previous proposals
served will depend on the interaction parameters, and mathat the VHS’s should show up in tunnelifigand the tun-
vary with doping. Note, however, that the pseudogap imeling spectra of CDW superconductors have been
clearly a nesting, and not a pairing instability. Hence, itanalyzed?®
seems unlikely that the experimental pseudogap could be The tunneling and photoemission are derived from the
associated with superconducting fluctuations. spectral function of the model

Experimentally, there is evidence for striped ph&Ses
intermediate dopings. In 96), these stripes can be inter- Ak, @)=27%_.[u2, 8w —E; ) +vl d(w+E o],
preted as a combination of magnetic and superconducting 12
stripes. However, in this case it is not clear how to interpret, i1 i ; ;
the 1/8 anomalyx - 1/8) where the stripes show long rangewth eigenenergies given by E¢f), and coherence factors
order but there is no superconducyvny. It seems more likely Us  =Us oCOS + ), (13
that superconductivity competes with the stripes, and that the 5 5
stripes arise from a competition between two nesting insta? « k= U+ o~ U= k.
bilities, the flux phase at half filling and a CDW near.?? It

is important to recognize that the flux phase does not involve 1 Eﬁ— EE+Q
; . . Ui g=1-u2 =5 | 1+ ——— (14)
the electron spins — the magnetic moments are orbital. +.0 -07 9 g2 '
Hence, the phase is best understood adymamic CDW k
phase(compare Refs. 42 and A30 a model which approxi- 1
mates the pseudogap by a_CDW ansé'mzch_ as the pB_F cop==| 1+ fk+~fk+Q ' (15)
mode) should provide a quite reasonable first approxima- 2 E,
tion.
1 E2 + exeio— Ay ot G2
. co@ b ==| 1+ + kT €k k:Q kBk+Q k ,
C. Tunneling spectra 2 E(E= «
Under certain special conditions, both the tunneling and (16)
photoemission can reveal very direct information about the
spectral function of the interacting electrons. The quasiparti- Sin 2¢= Ay=Akiq 17
cle tunneling current can be writt&h B E,
= de . . . Ayerrqt Akt ek
— T --|2 =
| =235 Tl f_xEAR(k,e)A,_(p,ﬁ—e\O sin 2¢ . £ E, : (18)
X[Ne(€)—ng(e+eV)], 9) In deriving the spectral function, it is convenient to use the

group theoretical techniques of spectrum-generating
algebras? For a pure CDW {,=0), the spectral function

whereTy; is the tunneling matrix elemen#; is the appro- simplifies to

priate spectral function in the metal on the Iéf) and right
(R) of the tunneling junction. If the tunneling matrix element Ak, w)= 277[“55((0_ Ek+)+UE5(w_ E.)], (19
is considered to be constant, independeri ahd p, it can _

be taken out of the integral, yielding with u2=1—v2=(1+¢_ /E})/2,
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FIG. 5. Energy dispersion for data of Fig. 1, with= —0.2, T FIG. 6. Replot of energy dispersion of Fig. 5, illustrating spec-
=10 K. Right=tunneling DOS(a) full dispersion;(b) blow-up of  tral weight. Coherence factor0.6: solid lines; between 0.1 and
region nearer . 0.6: dashed lines; between 0.001 and 0.1: dotted lines.
Ek:=(€k+iﬁf<)/2, (20) The appearance of two gaplike features in the tunneling
spectrum is not necessarily a consequence of two competing
andﬁlgz \/ezk,+462k. order parameters, but of gap anisotropy. Indeed, for a pure

Figure 5 shows the energy dispersion for a combinedgeneralizefls-wave superconductor, there will be two peaks
CDW-superconductoleft) and the associated DO@ght).  in the tunneling DOS whenever the gap is anisotropic, as
Part(a) shows the full dispersion, whiléb) is a blow-up of long as the minimum gap is nonzero. Moreover, even for a
the region near the Fermi level. There are four bands; th@ure d-wave superconductor, there can be two gaplike fea-
CDW order folds theM point of the Brillouin zone into th& tures if the VHS is not at the Fermi level, Fig. 10.
point, while superconductivity folds both of these bands
around the Fermi leveldotted line$. However, these ghost
bands carry little spectral weiglitoherence facto1) ex- D. Line broadening
cept very near the Fermi level — note that there is no indi-
cation of the tops or bottoms of the dotted lines in the DOS
Figure 6 replots the dispersion, giving an indication of the
spectral weight. See further Fig. 10, below.

A close look at the region near the Fermi level, Fi¢h)5
reveals that structure in the tunneling DOS is directly related
to features in the dispersion of the gapped bands. Thus, peak
Ais associated with the dispersion at,0) — the VHS peak
split by the combined CDW-superconducting gap. PBak D(q)= m
due to the superconducting gap away from@) — particu-
larly near (m/2,77/2). Accordingly, it will be considerably
less prominent for al-wave superconductor, where the gap with g*ZOc(T_Tp)_ For the two-dimensional Van Hove
vanishes atf/2,m/2). FeaturéC is associated with the CDW  problem, a similar form hold8 with T,=0 in the absence of

gap Gy near (m/2,m/2). As discussed in Ref. 22, Equation interlayer coupling. This results in an intrinsic broadening

In the one-dimensional CDW, the principal source of line
broadening above the Peierls transition is CDW
fluctuations’®>! The phonon propagator diverges at the
transition

(22

(20) can be rewritten as I=vg/&cT.
In the superconductor, a true long-range ordered state is
Ey-=—4t'c,cy* \/4t2(cx+ cy)2+ GE, (21 possible, with a real gap at the Fermi surface leading to a

considerably reduceB. Such a reduced scattering has been

showing that the CDW gap is fixed to the VHS, but not t0gbserved in a number of transport properties, as well as in
the Fermi level, so that & points away from {,0) there the photoemission spectrum. However, the scattering should
can be two gaps at different energies. Fealris further  be restored at high frequencies, when the CDW fluctuations
discussed in Ref. 34. Whether this is only a weak-couplingcan break a pair. On analogy with the results of Coffey and
effect that would be washed out in a strong-coupling theoryCoffey>? we assume that the crossover will fall neak,2
remains to be seen. Finally, featubeis associated with the (Strictly speaking, the crossover should be &t 3or an
phonon-related discontinuities in the dispersiorugt. swave superconductor.
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IIl. COMPARISON TO EXPERIMENT 1000 T

A. Experimental situation - 300
Both photoemission and tunneling measurements of the 800T ]
pseudogap have been largely restricted to Bi-2212. While the
general features of the spectra are reasonably well under- _ ggg|
stood, there are still differences in detail. In this subsection, X [
we summarize a number of unresolved issues. = [
(@ In optimally doped and lightly underdoped Bi-2212, 400
photoemission detects a significant rearrangement of spectral
weight in the superconducting state. The low-temperature
(T<T,.) spectra are generally characterized by three fea-
tures: a sharp quasipartigheakA ; separated from the Fermi :
level by a small (-25—50 meV) gap and a brodsumpat ) EPEPEFI S B S B 0
much higher energies, separated by a well-definetip at 000 005 010 _015 020 0325
energy~2A,. AboveT., the peak and dip disappear, leav-
ing a feature similar to the hump. FIG. 7. Pseudogap phase diagram in Bi-2212 determined from
The dip feature is now widely interpreted as coupling tophotoemission and tunneling. Diamordshotoemission gapRef.
some form of collective mode, the exact nature of which is?¥:; *+=photoemission gafRefs. 1,19; circles=T* measured
not well understood. The fact that it varies with doping, scal-Tom photoemission(Ref. 54; squares-tunneling gap(Ref. 8.
ing as 2\, is puzzling. One possible interpretation is that it SOlid line=guide to the eye.
is related to electron-electron scattering. The broadening of
the photoemission features is known to decrease dramaticalfyroups clearly do see structure abowge.® One problem is
just belowT,, and this decrease would be expected to fallthat tunneling is very surface sensitive, and the BiO layer on
off at frequencies much larger than the g@p 3A for an  the top surface has an insulating gap. However, consistency
s-wave superconductor,2for d wave). Such a result could with the photoemission would suggest that a pseudogap
be very useful in separating the superconducting gap frorshould be present abovk . Recently, Renneet al> have
the pseudogap, but fits to this model have been unsuccessfigiported that the tunneling gap inside a vortex core re-
in reproducing the dip amplitude. We will shai@ec. lll B sembles that found in the pseudogap abdye
that it is possible to get a large dip if there is significant (d) There is a question about overdoping, with Renner
spectral weight in the hump feature. et al® detecting the pseudogap in overdoped samples, while
(b) The presence of the dip has led to some confusion ofphotoemission studié$ find a rapid collapse of the
the doping dependence of “the gap’: should one cospt  pseudogap in overdoped Bi-2212. It seems likely, however,
or A,. The latter choice was made by Marstetllal® In their ~ that in LSCO the pseudogap persists well into the overdoped
earlier work, the Argonne group used neither choice, buregime®
defined the gap in terms of the leading edge ngar This (e) There is also some disagreement on the gap ratio
feature should scale with the peak position®f, but be ~ 2A(0)/kgT*, with Oda etal? reporting a value 4-5,
somewhat smaller. In their more recent work they have usewhereas a value-8 can be extracted from the data of Ding
the peak positiomA; for better comparison with tunneling et al>
studies. Our analysis suggests that this is a more appropriate
choice, and we shall follow this latter usage. Our own belief
is that, since the hump persists abolg, A, is a proper
candidate for the pseudogap. However, it is not always easy Figure 7 summarizes the photoemission and tunneling
to extract this feature from the published literature. Fortu-data on the pseudogap in Bi-2212. Most of the photoemis-
nately, Ding® is now carrying out a careful study of both sion data are taken from the Argonne gréfut the two
gaps. lowest dopings are from the Stanford grduand from the
Near optimal dopingA;=A,, so the literature uncer- insulating phase, SEUO,Cl,.X° Since there has been dis-
tainty will not greatly affect our reconstructed phase dia-agreement on how to determine the pseudogap peak position,
gram, Fig. 7, below. For stronger underdoping, the sharjit is important to note that the Argonne data are consistent
peak and dip gradually wash out, while the hump shifts towith a large increase if* (open circlegat low doping. This
higher energy. We find that this shift is clearly revealed inpseudogap determined frophotoemissiorin Bi-2212 is in
the doping dependence @f, the temperature onset of the excellent agreement with the pseudogap determined from
pseudogap? and that these data are consistent with the Stantransportin LSCO and YBCGO' Fig. 8. In all three cases,
ford measurements of the hump data, suggesting that thbe doping axis had to be scaled to cause the curves to coin-
photoemission provides a single pseudogap phase diagragide. The scaling suggests that, if the optimal doping for
Moreover, this diagram is remarkably consistent with thesuperconductivity in LSCO ix=0.16, it is an effectivex
pseudogap phase diagrams found for LSCO and YBCO or-0.2 in YBCO, andk=0.32 in Bi-2212. Such a shift ir; is
the basis of transport measurements. consistent with the Uemura plet The scaling ofk in Fig. 8
(c) Tunneling is mainly sensitive to the sharp peak andposes a complication for modelling the phase diagram:
dip feature in the superconducting state, and it is not alwaysvhich x to choose for optimal doping. Here, we assume the
clear whether the hump feature is seen. However, someorrectness of the Uemura plot, and choose optimal doping

200

A(meV)

- 100
200 ]

B. Pseudogap phase diagram
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FIG. 8. Pseudogap phase diagram in LSCO and YBCO deter- r X S NE)

mined from transport. Open circles: from resistivity of YBCO;

other symbols: transport measurements in LSCO, see Ref. 57; solid FIG. 10. Energy dispersion near the Fermi ledeft), and as-

line from Fig. 7, withx axis scaled by a factor of 2. sociated tunneling density of stath¢E) (right) for a pured-wave

superconductor, as the VHS sweeps through the Fermi level:

to correspond txq,=0.32; the problem is only in quantita- (Evks~Er)/t=-02(@), —0.1(b), 0(c), +0.1(d).

tive details, as an equally good fit can be madexg

=0.16, Fig. 1 and Ref. 30. Figure 9 illustrates an optimizedthe tunneling pseudogap,t,, defined as half the splitting

fit of the pBF model to the Bi-2212 pseudogap phase diapetween the two tunneling peaks. As illustrated in Fig. 5, this

gram. Details about choosing the parameters are discussedrigsult is also in excellent agreement with theory. Note that

Appendix A. Parameters atg=0.25 eV, x,=0.335, wp,  the theory holds specificallwhen the Fermi level is pinned

=35 meV,\g=446 meV,\,=194 meV. at the VHC Indeed, we believe that the present 8amnsti-
The overall qualitative and quantitative agreement is quitaute the strongest proof for this pinning. To illustrate the

good. A number of features of the experimental data argtrength of the evidence, in the following subsection we will

worth commenting on. First, there is an approximately con+test the null hypothesis: assume that VH pinning is absent,

stant ratio between the total pseudogap, defined as the energiid see how different pg and A1, would be.

shift between the dispersion atr{0) and the Fermi level,

and the pseudogap onset temperaflite 2A(0)/kgT* =8.

A similar but smaller ratio, 4.1, is found in the calculation C. Van Hove pinning vsd-wave superconductivity

(note that this ratio is close to that found by Oetaal?). It has been suggested that what we have interpreted as
Secondly, the overall shape of the curve, stronglyepen-  van Hove pinning can be alternatively explained as due to
dent in the underdoped regime, nearly constant in the ovekjmple d-wave superconductivity, since tliewave gapAgy
doped regime, is well reproduced by the theory. =Aq(cx—C,) is largest near £,0). Here, we demonstrate
Finally, as noted previousfythere is excellent agreement that this is not the case. We assume that doping is accom-
between the photoemission pseudogap 0], Apg, and  plished by the filling of a rigid band, Eq2), and there is a
fixed d-wave gap with doping-independent strengtiA 2
800 T T T =50 meV. Figure 10 illustrates the energy band dispersion
e\ J 125 near the Fermi level, and the corresponding tunneling spec-
F ] tra, at a series of dopings away from the VHS. The solid
lines are the principal branches of the dispersion, with coher-
ence factors=0.5; the dashed lines are those parts of the
ghost branches with coherence factors in the range 0.1-0.5.
A large phonon energyiw,,=90 meV was assumed, to
shift the phonon peaks in the tunneling spectra out of the
range of interest.
The tunneling spectra clearly show the VHS moving
] through the Fermi level. Note that the VHS is always at
- 25 (7,0), but the superconducting gap is at the Fermi level, and
[ : v gy, hence in general away fromm(0). Superconduc_:tivity and
P IR S TR I TN I 0 the VHS actually produce two separate peaks in the tunnel-
00 01 o 0.:)3( 04 05 08 ing spectra(This fact has been noted earlféy If the spectra
are too broadened to resolve the individual peaks, one would
FIG. 9. Model pseudogap phase diagram for Bi-2212. Solid linefind the lower(upped peak to be more intense in underdoped
=CDW transitionT, ; dashed line=superconducting transitiof; (overdoped samples. This  behavior is seen
circles=total gapA, at 1 K; dot-dashed linesolid line from Fig. 8.  experimentally’® and constitutes strong evidence that at op-

600

A(meV)

200
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FIG. 11. Doping dependence af; the tunneling(circles and FIG. 13. Comparison of photoemissiddiamond$ (Ref. 54

dashed linesand Ap, the (m,0) photoemission X and solid  ang tunnelingsquares (Ref. 8 gaps in Bi-2212. Solid and dashed
curve gaps, for ad-wave superconductor in the absence of VH lines=guides to the eye.

pinning (7= —0.25).
the tunneling and photoemission gaps, normalized to the tun-
timal doping the Fermi level exactly coincides with the VHS neling gap, and compare this to our estimate of ekperi-
— in agreement with an earlier predictiéhWe claim addi-  mental difference® Fig. 7. For convenience, we replot the
tionally that the Fermi level shifts away from the VHS tunneling and photoemission gaps from Fig. 7 in Fig. 13.
anomalously slowly on the underdoped side. Only three data points could be extracted, and there are con-
It can be seen that the dominant gap arises away from thsiderable error bars in the measureme(itste in particular
VHS — at the point where the bands cross the Fermi levelthat A pc— A1, cannot be negativeThe errors are smallest
However, there is a subsidiary structure associated with thfpr the underdoped system: both tunneling and photoemis-
saddle point DOS peak, which rapidly shifts away from thesjon data are reported in Ref. 8, and are presumably for simi-
Fermi level with doping. This would lead todouble peak lar samples. In the other two systems, tunneling data from
structure in the tunneling spectrum. Moreover, it would Ref. 8 are compared with photoemission data from Ref. 54.
mean thatthe tunneling gap(taken as the lower-energy,  Despite these limitations, the results are intriguing. There
more prominent featuyes distinct from the photoemission is a hint that the VHS depins from the Fermi level in the
gap [defined by the dispersion atr(0)]. overdoped regime, but there is no sign of depinning in the
This is illustrated in Fig. 11, which shows the doping underdoped sample$hus, the data appear to rule out the
dependence of these two gaps. The symbols were estimatégpothesis of rigid band fillingstrongly implying that below
from the curves of Fig. 10 while the curves are analyticaloptimal doping the Fermi level is pinned to the VHS.
expressions, given by the curvature of the dispersion relaclearly, this experiment needs to be repeated much more
tions (Appendix B. carefully, and over a wider doping range. In particul@),
In Figure 12, we plot the calculated difference betweenthe photoemission gap must be measured exactlyred)(
and (b) both photoemission and tunneling must be carried
05— T T T "] out on the saméor identica) samples, to minimize sample-
. ] to-sample variations. However, a direct determination that

0.4Ff the Fermi level is pinned to the VHS would confirm a num-
[ ber of strong correlation theories, and would have a profound
0.3} influence on future theoretical modeling.
o L
<|T 0‘2: D. Tunneling spectra
\n' [ Figure 14 illustrates the evolution of the calculated tun-
< oaf neling spectra with temperature in the underdoped regime
i (x=0.274, dotted line in Fig.)9 The dotted lines show the
0.0k normal state VHS abové,; the dashed lines are in the
[ ° 1 CDW phase; and the solid lines are in the mixed CDW-
_ N T P P e superconducting phase. The only broadening is thermal, due
0.00 005 0.0 Xo.15 0.20 025 to the Fermi function; the disorder broadenihig=0. As

noted abovdFig. 5b)], there are prominent features at the
FIG. 12. Normalized splitting of Fermi level from the VHS, Phonon frequencyw,,=35 meV (arrows. For a realistic
measured as the normalized difference between the tunneling afghonon spectrum, they would split up into the strong-
photoemission pseudogapsde— A1)/ A7y . Solid line=theory in  coupling factora®F. There have been a number of reports in
the absence of pinnin¢similar to Fig. 11, but withr=—0.38);  the literature of the observation of such structure, but it is not
open circles-derived from data of Refs. 8 and 54. clear how reproducible it is.
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FIG. 14. Tunneling DOS for Bi-2212, using parameters of Fig. 9  FIG. 16. Tunneling DOS for underdoped Bi-2212 at 10 K, as a
(dotted ling. From bottom to top, the temperatures vary from 10 to function of doping, using parameters of Fig. 9. From top to bottom,
100 K, in 10 K intervals, then go to 120, 150, 200, and 300 K.the doping isx=0.004, 0.04, 0.08, 0.124, 0.169, 0.218, 0.274, and
Dotted lines, T>T,=116 K; dashed linesT,>T>T.=69 K; x.=0.34. All curves are offset for clarityall approximately coin-
solid lines, T<T,. All curves are offset for clarityall essentially  cide at e\=200 me\j.
coincide for|eV|=100 meV).
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-02  -0.1

superconductor, and the smaller gap would be very different,
In order to better see the shape of the tunneling peaks, th@r even absent, for d-wave superconductor.
DOS is recalculated in Fig. 15, with all parameters un- Thus, the model agrees with experinfeint finding gap-
changed exceptw,,=90 meV. At 10 and 20 K, a splitting like features abové ., but does not reproduce the rearrange-
of the principal DOS peaks is just resolvable. The two peakgnent of features belowW, into a sharp peak, dip, plus hump.
correspond to featuresandB of Fig. 5 — that is, the larger A suggested explanation for these features is given in the
peak is from the combined gap at,0), the smaller from the following section.
superconducting gap neatrf2,7/2). This splitting is essen- Figure 16 shows the evolution of the low-temperature tun-
tially lost by 30 K, due to thermal broadening, and would notneling spectra with doping, in the underdoped regime. At
survive much disorder broadening. Note that the gap fills iroptimal doping(lowest curve the gap is symmetrical and
with increasing temperature, without significantly closing.pure superconducting. As the material is successively under-
Indeed, since superconductivity disappears at a lower tenfloped, the peaks split, with the pseudogap peak growing and
perature, the gap actually appears to increase at higher terfhe superconducting peak shrinking, scaling with down
peratures. The low-temperature splitting increases with into x=0.06 where superconductivity disappears.
creased underdopin@Fig. 16, and hence might ultimately The lowest doped state, close to half filling, is very inter-
be observable experimentally. However, the data of Fig. 14sting. For this state the present model is expected to be least
correspond td =69 K, somewnhat lower than any reported accurate. The state is dominated by an electronic instability,
tunneling data. Moreover, the calculations are forsamave the Mott transition. There is a charge-transfer gap of
~1.6 eV, and a residual dispersion suggestive of the flux
0.080 ——————— T phase. Figure 17 shows that both these features are qualita-
L tively present in the model. From E@1), it can be seen that
near half filling, whent’—0, the CDW gap opens up over

0.025 |

the full Fermi surface, while the exce&s gap ensures that
0.020 the largest gap is present near the VHS. The chief differences
U from experiment arga) the gap evolves discontinuously
from Gy to Gy+ G, rather than smoothly(b) the overall
~0.015 bandwidth is too large, since the model has not taken into
a8 - account that correlations renormalize the bandwidth from
Zi 0.010} ~ 8t to ~2J,%? and(c) the model cannot reproduce the mag-
r nitude of the(electroni¢ Mott gap, ~1.6 eV. Indeed, the
0.005 | full gap is limited to<2% wpy,.
000l b o ML L E. Peak, dip, and hump
-0.10 -0.05 0.0 0.05 0.10 R
eV (eV) The photoemission in Bi-2212 neatr(0) has a charac-

teristic shape in the superconducting state which is difficult
FIG. 15. Tunneling DOS for Bi-2212, using parameters of Fig.t0 reproduce in the current model. In the pseudogap state
14, but with%w,,=90 meV. From bottom to top, the temperatures above T, there is a very broad hump, consistent with a
vary from 10 to 100 K, in 10 K intervals. CDW gap with large broadening, as in Sec. Il D. In the
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FIG. 17. Band dispersion near half filling Bi-2212 at 10 K, using  FIG. 19. (7,0) photoemission spectra for Bi-2212, using param-
parameters of Fig. 9. eters of Fig. 9 Xx=0.22), except inhomogeneously broadeifed
eraged over 205 values, chosen to give pseudogap onset tempera-
superconducting state, the hump remains, but the low-enerdyres uniformly spaced between 60 and 250 Kolid line: T
side of the hump is transformed into a very sharp feature at1 K, dashed lineT=70 K.
energyAq, with a dip at energy-2A,. In the CDW super- .
conductor, there is not expected to be such a two-peake®e suggest that the experimental result may represent an
structure along 4,0), but a single peak given by E¢L). effect of phase sep_arat|0n, whlc_h is not well captured b_y our
However, as noted in Sec. Il D, the broadening can have godel. To test this hypothesis, we developed a simple
strong energy dependence, with a long lifetime in the superodel, assuming that the pseudogap feature is inhomoge-
conducting state cut off nearA2? In the absence of a full Neously broadened. Specifically, we assume Tais spa-
theory, it is not clear which gap represents, but since this tially inhomogeneous, and that regions of differ&ptevolve
is specifically a coherence effect, it seems reasonable to aidependently. Physically, this spread could be associated
sume that it should be approximately the superconductind'ith regions of varying hole density, as in stripes. For sim-
Ay. SinceA <A, one can get a behavior at low tempera- Plicity, we model the spread ifii, by varyingAg.
tures which is closer to experiment. Figure 18 illustrates the For each separate microregion, lowering the temperature
three possible behaviors, depending on whethkg B <, will pro_duce a spectrum such as one_o_f those in Fig. 18. In
~<,or>A,: one can get hump plus digotted ling, hump the regions of large\g, superconductivity has. little effect,
plus peak(dashed ling or peak plus digsolid line). In the ~ €aving the hump unchanged. However, whepis small, at
last case, the dip is not necessarily at twice the peak in edow T there will be a sharp superconducting peak plus well-
ergy. defined dip. Figure 19 shows the _re_sultmg spectra, both just
It seems clear, however, that the hump is associated witAbove the onset of superconductivity, & 70 K (dashed

the pseudogap, and the peak with the superconducting gal?e), and at low temperatureT=1 K (solid line). Each
spectrum is the superposition of 20 individual spectra, with

300 T, varying in 10° steps about the average value, 150 K. For

. all spectra, the broadening is taken as
RS0 I, if |E|<2A,,
! = . (23
200 - I', otherwise,
— [ withI';=2 meV,T',=10 meV. The general features of the
150 experiment are clearly reproduced, although the sharp peak
1 is not resolution limited, due to the inhomogeneous broaden-
100 ing.
! This interpretation of the sharp peak as a measur& of
. leads to a new problem, since the experiments imply that this
50 - . X X . . :
[ . ] A increases with decreasing To reproduce this behavior
s = L S in the phase diagram would require that varies with dop-
_%,05 —0.04 -0.03 -002 -0.01 0.00 ing — the same effect needed to explain the LSCO phase

E (eV) diagram, Fig. 3. Such a doping dependence would be consis-
tent with magnetic fluctuation-induced superconductivity.
FIG. 18. (w,0) photoemission spectra for Bi-2212 Bt 1 K, However, it must be kept in mind that an alternative inter-
using parameters of Fig. € 0.22), excepthg=0.446 (dotted ~ Pretation, such as the solid line in Fig. 18, was ruled out
line), 0.385 (dashed ling and 0.325 eV\(solid line). Broadening because the dip feature falls at exactly,2 There exist some
given by Eq.(23). data(e.g., Fig. 1 of Ref. 46in which the dip falls at an
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FIG. 20. Fermi surface in CDW phase, for —0.38, Go= 20, FIG. 21. Fermi surfaces in CDW phase, for self-consistent pa-
40, 80, 160, and 180 meV, for progressively smaller ellipses. Dotrameters. Lower(uppe) set of lines: 7=—0.4 (—0.16), A\g
ted segmentsghost Fermi surfaces, with coherence facter8.5. =0.50 (0.25) eV. Dotted linesin normal state abové; solid
Inset: coherence factors along the diagorigHk,). lines=in pseudogap state, just abovk,; dashed linesinter-

mediate temperatures. Only segments of Fermi surface with coher-

energy substantially less thah2. This discrepancy must be ence factors=0.1 are shown.
clarified before a definitive model for the sharp peak can be
established. served, and not at#/2,7/2). WhenG,#0, Fig. 21, the re-
semblance to experiment is even closer: the Fermi surface
shrinks down with essentially no change of shape, from the
pseudogap onset to the superconductipg

Normanet al® have shown that the Fermi surface in the  There is one possibly significant difference: as the normal
pseudogap phase has a remarkable temperature dependenggie aboveT, is approached, Fermi surfaces should ap-
there is a full, large Fermi surface above the pseudogap trafyyoach the VHS's at 4,0), which is not clearly seen in
sition, T,, but asT is reduced belowl,, the Fermi surface  experiment. A related problem is the minimum gap locus
gradually collapses — vanishing first near,0) and then found in the pseudogap phase. These problems will be dis-
over a larger angular range before ultimately being reducedussed further in the following section.
to a point along the line,=c, . This low-temperature limit
is consistent with ad-wave superconductor, but the
intermediate-temperature regime is not: the gap should open _ _
at T, everywhere on the Fermi surface, with the magnitude In order to recover a ermi surface” in the presence of
of the gap proportional tod,—c,). Fluctuation broadening @ (pseudo gap, Dinget al>> have introduced the concept of
could produce this effect by limiting the pseudogap to those “locus of minimum gap.” For a series of cuts in the Bril-
parts of the Fermi surface where it is larger than the energjouin zone, they define the minimum gap — tkeoint at
uncertainty?>-%*However, it can also be interpreted in terms which the photoemission gap most closely approaches the
of a VH nesting gap. Fermi level. The gap is defined as the leading edge of the

Figure 20 shows the evolution of the Fermi surface withphotoemission pattern, but the comparison with tunnéling
Gy, for A=G,;=0. In a pure CDW state, the Fermi surface suggests that the peak position should work as well. The
can be calculated analytically, Appendix C. For finfgg, the  Fermi surface would then correspond to a locus of zero-gap
surface is an ellipse, with the inner half derived from theexcitations. In Appendix C, analytical expressions for the
original Fermi surface and the outer half a ghost Fermi surfFermi surface and minimum gap loctactually, the maxi-
face, zone folded byQ. The latter has considerably lower mum in the dispersion of the lower bgrare derived, which
intensity (insed, and will be further reduced by fluctuation are plotted as lines in Fig. 22. The solid lines are the Fermi
effects and stripe effects; it is not seen experimentally. Orsurface, the dashed lines the minimum gap loci, and the dot-
the other hand, the truncated original surface has a largdashed and dotted lines their ghostly counterparts. Neglect-
coherence factor#0.5), and bears a strong resemblance tang the ghost surfaces, the resulting dispersion resembles the
the experimental data. BeloW,., the G;'s shrink asA  experimental finding& Note in particular that the locus of
grows, so the opening of the superconducting gap takes oveminimum gap doesot pass through the,0) point, even
Thus, for ad-wave superconductor, the residual points ofthough er is pinned at the VH(see Eq.(C4)]. This can
zero gap would lie along the original Fermi surface, as ob+eadily be understood: since the gap is largestrg0y, the

F. The incredible shrinking Fermi surface

G. Minimum gap locus
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(m,m) IV. CONCLUSIONS

We have taken a simple pinned Van Hove ansatz for the
striped pseudogap phase in the cuprates, and analyzed the
predicted tunneling and photoemission spectra, comparing
them with experimental data. Highlights of our results in-
clude the following.(1) We explain the experimental obser-
vation that the tunneling peaks coincide with the@) pho-
toemission dispersion, and show that careful measurements
of this effect can provide direct evidence of pinning of the
Fermi level to the VHC over an extended doping ran@g.

In turn, the fact that tunneling shows a well-defined gaplike
feature confirms that then(0) dispersion also has two
branches — that is, that the pseudogap is associated with
some form of VHS nestin (3) The tunneling gap has a
characteristic asymmetry which vanishes at optimal doping;
this is evidence that optimal doping is that point at which the
Fermi level exactly coincides with the VHS.

N (4) By plotting the doping dependence of the photoemis-
B sion hump feature, the resulting pseudogap phase diagram
3.0) - 0) for Bi-2212 is in good agreement with similar phase dia-

grams for LSCO and YBCO, derived from transport mea-
FIG. 22. Loci of minimum gapdashed and dotted lineand ~ surements. Since the scaled data in Fig. 8 all have optimal
zero gap(solid and dot-dashed lingsParameters are=—0.45,  doping value, consistent with the Uemura plot, the possi-
Gy=40 meV,G;=A,=0. bility arises thatthe pseudogap phase diagram may be uni-
versal, while optimal doping xvaries from compound to
scans find a smaller gap at sorkg away from this point. compound (5) The rearrangement of spectral weight seen
Knowing the full dispersiorE(k), a much fuller test of the below T, can be interpreted as a generation of separate
theory can in principle be carried out. pseudogapthump featurg and superconductingsharp fea-
While the problem of the minimum gap locus can be satture) peaks with the dip between them due to superconduct-
isfactorily explained in the pinned VHS model, the probleming coherence effects. However, this requires inhomogeneity
remains that in the normal state above the pseudogap, tH¥ot included in the simple Ansatg6) Finally, a number of
Fermi surface found in photoemission does not seem to inspecific features observed in the photoemission receive a
tersect ¢r,0). It must be recalled that the VHS is the ultimate hatural explanation in this model, including the shrinking
hot spot, so local residual disorder is likely to broaden orFermi surface and the locus of minimum gap.
split the quasiparticle spectrum near the VHS even at tem- A shortcoming of the model is the prediction of a splitting
peratures considerably in excess of the pseudogap temper@f-the tunneling gap, which has not yet been observed. How-
ture. An indication for such smearing is the disagreemengver, we note thata) this may be due to the assumption of
between the Argonfieand Stanforligroups on the shape of SWwave superconductivity, and) even the assumption of a
the Fermi surface near the VHS in underdoped cupratefured-wave superconductor, with no pseudogap, would lead
Hence we prefer to infer the position of the VHC from datato a split peak in tunneling unless the Fermi level were
in the superconducting state, when line broadening effectBinned to the VHS.
are smallest. If the VHC is within 5 meV af: in the super-
conducting statdFig. 12, it should be even closer in the
normal state, since the superconducting transition tends to V. DISCUSSION
shift the chemical potential away from the VHS. A. Alternative pseudogap scenarios

The present interpretation of the pseudogap in terms of
Van Hove nesting is in agreement with some edf990

Shen et al®” have recently found significant shifts of calculation§®3°which predated any of the experimental ob-
spectral weight on cooling the sample from the pseudogapervations of the “spin gap” or pseudogap. However, one of
phase abovd . to the superconducting phase below. Thesehese theories involves an SDf¥/the other a CDW?® while
are exactly the sort of changes one would expect in thenore recent calculatiof%?2involve a flux phase near half
present model, since the CDW and superconductivity havéilling. Hence, the essential feature is the Van Hove nesting;
very different gap structures, and the CDW gap is signifi-the particular instability depends on the details of the
cantly reducedbelow T, Fig. 2. However, experimentally electron-electron interaction.
these changes are found to occur over an energy range ex- It is convenient to classify these instabilities in terms of
tending to~300 meV away fromeg. This extended range the SA6) scenario. As discussed in Sec. Il B, the instabilities
is presumably telling us about the relevant pairing bosonsfall into two broad classes: nesting and pairing. We expect
but since these energies are greater thany,, strong cou- that the phase diagram, Fig. 1, of the competition between
pling calculations are required, which are beyond the scoppseudogap and superconductivity, would not be greatly
of the present paper. changed if the pseudogap represents a@stinginstability,

H. Spectral weight shift
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as long as the physics is dominated by proximity to a VHSfluctuation or correlation effects. This seems to be the case,
This would hold for any Hubbard or tJ model, in which the since calculations of the dispersion of one hole in an antifer-
VHS is at half filling, and more particularly for any model romagnet are capable of reproducing the experimental
which introduces a higher order hopping parametérdr  dispersion’® Thus, while the theoretical interpretation has

too) to move the VHS toward finite positive(hole doping  proven quite involved, the dispersion remains simple: it has

—i.e., closer to optimal doping. the periodicity of the Nel superlattice, with maximal gap
Among thenestingtheories of the pseudogap, we include associated with VHS splitting.
Schrieffer’s spin ba¥ and Zhang's S),* for which the Despite these caveats, we are exploring an(650

instability is an SDW, Laughlin® and Wen and Lee’d  generalized version of the pBF model, to test how sensitive
flux phase models, and Klemm’s CDW mod&Wwithin an  the phase diagram and tunneling and photoemission spectra
SQ6) symmetric model, all would produce the sameare to the particular forms of nesting or pairing instabilities.
pseudogap phase diagram. Hence, the question of which one

actually produces the ground state depends on which C. Is there a phase transition at the pseudogap?
symmetry-breaking operators are present in the physical cu- |t myst be kept in mind that the present calculations are
prates. mean-field, and thus find a true gap openinglat rather

_Following the discussion in Sec. Il B, it would be more than a pseudogap. Inclusion of fluctuations would bring
difficult to reproduce the pseuodgap phase diagram in termgpqaut the following change (1) In two dimensions, the
of a pairing instability — i.e., assuming that the pseudogap \jermin-Wagner theorem shows that fluctuations destroy
is a signature of superconducting fluctuations, a precursor %ng—range CDW or SDW ordef2) Thus, in a purely two-
real space pairing. We belie_ve that this class of modelg Wiljimensional system, a pseudogap would open close to the
have difficulty exp_lamlng striped phases, and the Seem'”g|¥nean-fieldTp, but a true gap would emerge only Bt=0.
smooth extrapolation of the pseudogap to the SCOC dispe{3) Three-dimensional correlations could bring about true
sion at half f||_||ng. On the other hand,_ some rec_e”tlong-range order at som&@sp<T,. (4) The cuprate
models” " have incorporated a preformed pair o fluctuating pseudogap provides one additional complication: stripes. In a
regime as part of a crossover from superconductivity at Opgjassical picture of phase separation, the pseudogap onset
timal doping to a Nel or staggered flux phase near half,,q,|q be accompanied by a spinodal decomposition into
filing. These models are much closer to the spirit of themagnetic and hole-dopeDW)? domains, with attendant
present calculation, but have not so far calculated how thig;ge increase of fluctuation disorder. The quantum version
crossover affects the tunneling and photoemission spectra. ¢ spinodal decomposition, with strong Coulomb effects, is

yet to be worked out.

B. Distinguishing the nesting instabilities In light of the above, long-range pseudogap order is not
necessarily expected, but can arise in special circumstances.
Is there any sign of this in the cuprates? There are several

T features which may be suggestive of such effects, albeit usu-
_ 2 ally in special limits.(a) In La,CuQy, 5, the interstitial oxy-
A=\ A2 (24) . .
=1 gens are mobile below room temperature, and a macroscopic
spinodal decomposition takes place belowt15 K.* Inter-
where the sum is over all twelve instabilities of both super-estingly, the phase separation seems to coincide with a struc-
spins. Thusat (,0) the pseudogap depends only on thetural phase transitior(b) In YBa,Cu,Og, the double chains
vector sum of the individual gapBort’=0, Eq.(24) holds  show negligible oxygen vacancy disorder, but the stoichio-
over the full Fermi surface. Hence, the instabilities can onlymetric compound is intrinsically underdoped, with
be distinguished by their dispersion away from,Q). pseudogap comparable to YBgE There are reports that
In attempting to distinguish different models, it must be Ca substituted samples show a structural phase transition
kept in mind that this secondary dispersion is likely to bewith long-range order near the pseudogap temperatuis.
model dependent. For exampld;wave superconductivity The low-temperature orthorhombi€LTO) transition in
would have different dispersion depending whether it wad. SCO has a very similar doping dependence to the
phonon-induced or an electronic instability. The dispersiorpseudogap, but witf 1o~T,/2 [Fig. 52a of Ref. 1§ The
will be sensitive to the nature of the boson mediating superpseudogap, LTO, and related low-temperature tetragonal
conductivity, in particular to the cutofb, . (LTT) phases have been interpreted as a series of dynamical
A second example is instructive. In the antiferromagneticand static Jahn-Teller phas&syhich in the present context
state at half filling there is a competition between theeNe would correspond to increasingly ordered versions of the
phasgcommensurate SDYand the flux phase. In a Hartree- CDW phases(d) Finally, the LTT phase can be stabilized to
Fock calculation, both phases give rise to similar gaps agjive a long-range ordered phase near the 1/8 anomaly in
(7,0), but have very different dispersion in other directions.LSCO:Nd and in La_,Ba,CuQ,. At the same time there is
In particular, the Nel gap is approximately isotropic, while long-ranged stripe order and long-ranged antiferromagnetic
the flux phase has zero gap nea/Z,7/2), and closely re- order. It is tempting to assume that the antiferromagnetic
sembles the experimental dispersion of SCO(See Fig. 32  order is associated with the undoped stripes, and the LTT
of Ref. 18 and the associated discussion for references torder with the hole-doped stripes, in accord with
earlier literature. This is suprising, since the Mk phase prediction?*?? Additional information on the connection be-
should be more stable, having the larger average gap, andtiveen the pseudogap and structural ordering is discussed in
was speculated that the Blgphase dispersion is modified by Sec. 9.1 of Ref. 18.

There is a natural generalizatidrof Eq. (1) to SQ6),
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D. Doping dependence ol , 1.50

There were a few tantalizing hints that the superconduct-
ing coupling parametex , is doping dependent: increasing 1.25¢
asx is reduced below optimal doping. This was needed to o
explain the LSCO phase diagram, Fig. 3, and the doping 1.00
dependence of the sharp photoemission peak b&lowsec. —
lIl E. This could have a simple explanation — e.g., the band- % 0.75
width is reduced by correlation effects fromdt (half band- =
width) at optimal doping to~2J near half filling, and this 0.50
reduction is neglected in the pBF model. Alternatively, it
could signal the importance of magnetic fluctuations. 0.25

In the three-band slave boson model calculaffothe )
stripes were interpreted as a crossover from a flux phase near X ]
half filling to a CDW phase near optimal doping. In &D 000 0 002 004 006 008 0.0
this is a crossover between the two different superspin mul-

wph(ev)

tiplets, and is accompanied by a crossover fréiwave to
swave superconductivity. This would be consistent with
hints of a mores-wave-like superconducting transition in
overdoped materials.

Recently, a number of relevant results have appeared.

(1) Panagopoulos and Xiaffyhave determined that the
slope of the gap near the gap zero at4,7/2) scales with ] )
T., and not with the gap near m{0). Similarly, Using Eq.(3), a vailuer= 2tl’/t= —0.38_ is necessary for
Mourachkiné’ has found evidence for two tunneling gaps, the VHS to fall at optimal doping.=0.16 in LSCO. On the
very similar to featuresA and B of Fig. 5; as predicted, Other hand, there is a suggesfibthat = in LSCO may be as
featureB scales withT ., and not with the pseudogap, feature large as—0.6, which corresponds tq.=0.274.
A In YBCO, band structure calculations suggest —0.9

(2) Miyakawaet al.”® provide additional data on the tun- — remarkably close to the critical value 1.0 for one-
neiing gap, Suggestive of Significant Superconducting ﬂuc.dimenSional behavior. This in turn Corresponds to a dOpIng
tuations. However, a careful analySi§inds deviations from X.=0.54. Note, however, that the band structure calculations
scaling of the dip feature with the tunneling gap, which canalso find a significant interplane coupling between the two
be interpreted as due to a significant non-superconductingUQ; planes in a unit cell, such that the symmetrical com-
component of the gap, which grows significantly with under-bination is essentially undoped. In this case, for the antisym-
doping. metrical combination Fermi surface to be at the VHS would

(3) Corsonet al® find direct evidence for superconduct- require an average doping per layer of 0.54(227 holes.
ing fluctuations and a Berezinski-Kosterlitz-Thouless transi-This is consistent with the optimal doping estimated from the
tion, from which they can estimate a bare superconducting/emura plot? which finds that./m is about twice as large

FIG. 23. Allowed values ok vs wy, to fix T,=T,=90 K at
optimal doping. Solid(dashed line =g for 7=—0.6 (—0.9);
dot-dasheddotted line=\A for 7=—0.6 (—0.9).

1. Choice ofr

transition temperaturd@.,>T.. However, T, is consider-
ably smaller than the pseudogap onset — in fagt de-
creases with increased underdoping, like but unlike the
pseudogap. Their data are for samples with 387K

for YBCO as for LSCO. Assuming that both materials have
the same effective mass, this would give a broad peak in
X. hear 0.32 for YBCO.

The situation for Bi-2212 is slightly more complicated.

<71 K, and hence are not inconsistent with MiyakawaThe Uemura plot suggests aq similar to that in YBCO,
et al,’8who studyT,>70 K. Indeed, the analysis of Ref. 79 While photoemission is consistent with= — 0.9 However,
suggests a maximum ifi;; near 70 K. there is no evidence in photoemission for the interlayer split-

(4) Parkeret al®! have used a novel approach to attachingting of the Fermi surface. We will postulate that a Spllttlng
contacts, which appears to enhance the pseudogap contribgimilar to that found in YBCO is locally present, but is ob-
tion to tunneling. The temperature dependence of their tunscured by a very shor-axis correlation length.
neling spectra resembles Fig. 19, with only a weak dip fea-
#Jre but with a pronounced pseudogap contribution above 2. Optimal doping
¢ In YBCO, the pseudogap appears to vanish very close to
optimal doping, as soon as the superconduciipgexceeds
the pseudogafi,. This is a natural consequence of the BF
model, and so is a convenient point to fix for the phase
diagram. We proceed as follows. For a givenwe set the
Fermi level at the VHS and calculate the electron-phonon
coupling energies., and\g which giveA,=G,=0" atT
=90 K. With this choice oh’s, T.=T,=90 K at this dop-

We briefly discuss the procedure for determining theing, and at any larger doping the pseudogap will be sup-
phase diagram of Figs. 1-3 and 9, to indicate the role of theressed to zero by.. The only free parameter ig,,. In
various parameters. Fig. 23, we plot the resulting’s vs wy, for two choices ofr.
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FIG. 24. Gap ratio vsvy, using values of determined from FIG. 25. CDW onseT,, at zero doping vs,, using values ok

Fig. 23. Solid(dashed line=ratios for superconducting gap far determined f Fia. 23. Dotdashétbtted line=T. for CDW
=—0.6 (—0.9); dot-dasheddotted line=ratios for CDW gap for foer eTanT(em r(OIT:) gl)g - Dotdashetbited fine=T, for gap

r=-0.6 (—0.9).
. APPENDIX B: ANALYSIS OF d-WAVE GAPS
As expected, for a largeby,, a smaller\ is needed, but for
wpr>30 meV, the value ok varies only weakly. The de- For a purely superconducting gag{=G;=0) the ei-
pendence of tha's on 7 is what would be expected from genvalues of Eq(6) simplify:
Fig. 1: nesting is strongest for=0, so the necessaryg
increases with increasing while pairing becomes easier as E.=*(e— EF)2+ AE_ (B1)
the bands become more one-dimensiomah1.
For ad-wave superconducto;=0;Aq(cx—cy). The tun-

3. Choosinge, neling peak corresponds to the maximumEaf (or mini-

mum of E,). From Fig. 10, it is sufficient to evaluate

R ) L JE_/dc, whency==1 (the +1 solution corresponds to
are doping independent, there is only one remaining fre%verdoping — 1 to underdoping In terms of the scaled vari-
parameteiw, to adjust to fit the rest of the phase diagram. '

We explore three features in particular: the gap ratio, théPl€ST=2t"/t, 6=A,/2t, and u= €¢/2t, the maximum oc-
magnitude of the limiting pseudogap at zero doping, and th&urs at
superconducting onset.

If we assume=0.25 eV is known, and that, andig

In weak coupling BCS theory, the gap ratioA@T ‘e :52—(1i m)(1xp) B2
=0)/kgT.=3.53, and increases for stronger coupling. Figure - 2+(1+7)2
24 shows the variation of this ratio with,,, where the\’s
are fixed by Fig. 23, as discussed above. The ratio for thand isE,,=Ar, with
superconducting phase is somewhat enhanced from the BCS
value, and depends only weakly a@»,,. The ratio can be 0.30 T
much larger and morev,-dependent for the pseudogap. [ ]
Note that in Fig. 1, whera ,=\¢ is assumed, the two gap 0.25 PR
ratios are nearly equalThe problem with Fig. 1 is that the ]
critical doping is too low. Experimentally, Odat al* find a 0.20 h
value 4-5, whereas the data of Diagal>*yield ~8. Thus, T - ]
the model can account for the former value, but not the latter. [ - ]
If the correct ratio turns out to be 8, this may be evidence 0.15 - 7
for pair-breaking effects limiting .%% X o

Figure 25 shows how the limiting pseudog@p(7=0) 0.10[- ]
depends onw,, (in view of the uncertainty in the gap ratio, [ R ]
we have chosen to work with the critical temperature rather 005 R .
than the gap Another constraint is the superconducting on- .-
setXmn, the doping at which superconductivity first appears. P+ AN NN I I B
This is~0.05 in LSCO; for YBCO and Bi-2212, it is hard to 000 0.02 004 008 008 0.10
specify the precise planar hole doping. Adjustirg, is wph(eV)
somewhat in conflict with the other constraints, since a large
difference \¢— A\, leads to a largex,,, Fig. 26. Given FIG. 26. Onset of superconductivigyvs w, using values oft

these conflicting constraints, the parameters of Fig. 9 seem ttetermined from Fig. 23. Dot-dashédbtted line=x for CDW gap
provide the best overall solution. for =—-0.6 (—0.9).
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Emax|®> 6%(7+p=2)? — (1= = \7?s,—g4(1—7%c)
( ] = (B3) Cy= VT =, (€2
2t 8+ (1=7) 1-7%c;

which give the dashed lines in Fig. 11. The photoemlssmmsmgs =1- c and g=Gg/2t, in addition to the notation
gap Ape (solid line in Fig. 12 is simply the value oE_ at  introduced in Append|x B. The Fermi surface shrinks to the

(,0): point (7/2,7/2) wheng=|1]|.

A2 The locus of minimal gap can be found as in Appendix B.
(E) =(7— )2+ 482 (B4) Its exact position depends on the orientation of the scan.

2t Here, we fixk, and scark, . The top of theE,_ band is then

When the Fermi level coincides with the VH&,= 7, and at

Ape=A1,=2A,, to lowest order ins?.

PE=ATU 0 e —o 19 |7'gCy| (C3)
X y—
APPENDIX C: PROPERTIES OF THE CDW v1- c;

y

When superconductivity is absent, the Fermi surface cai particular, forc,=1
be found from solutions to -
79
eiio=GZ, (C1) N (C4

where~e|;: ex.— €. When the Fermi level is pinned at the Note that, even though the Fermi level is pinned at the VHC,
VHS, eg=4t’, this reduces to the locus of minimum gap does not pass throughOj.
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