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Pinned Balseiro-Falicov model of tunneling and photoemission in the cuprates
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The smooth evolution of the tunneling gap of Bi2Sr2CaCu2O8 with doping from a pseudogap state in the
underdoped cuprates to a superconducting state at optimal and overdoping, has been interpreted as evidence
that the pseudogap must be due to precursor pairing. We suggest an alternative explanation, that the smooth-
ness reflects a hidden SO(N) instability group near the (p,0) points of the Brillouin zone~with N53, 4, 5, or
6!. Because of this group structure, the pseudogap could actually be due to any of a number of nesting
instabilities, including charge or spin density waves or more exotic phases. We present a detailed analysis of
this competition for one particular model: the pinned Balseiro-Falicov model of competing charge density
wave and (s-wave! superconductivity. We show that most of the anomalous features of both tunneling and
photoemission follow naturally from the model, including the smooth crossover, the general shape of the
pseudogap phase diagram, the shrinking Fermi surface of the pseudogap phase, and the asymmetry of the
tunneling gap away from optimal doping. BelowTc , the sharp peak atD1 and the dip seen in the tunneling and
photoemission near 2D1 cannot be described in detail by this model, but we suggest a simple generalization to
account for inhomogeneity, which does provide an adequate description. We show that it should be possible,
with a combination of photoemission and tunneling, to demonstrate the extent of pinning of the Fermi level to
the Van Hove singularity. A preliminary analysis of the data suggests pinning in the underdoped, but not in the
overdoped regime.@S0163-1829~99!03325-1#
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I. INTRODUCTION

A. Precursor pairing?

Recent photoemission1–3 and tunneling4–9 studies have
provided a picture of unparalleled detail of the opening
the pseudogap in the underdoped cuprates. The most rem
able feature is that the pseudogap evolves smoothly into
superconducting gap as doping increases. This has le
number of researchers to conclude that the pseudogap
itself be related to superconductivity: that it represents
form of short-range superconducting order, or precur
pairing.10 It is the purpose of the present paper to show t
this is not a foregone conclusion: there is an alternative
terpretation~better: class of interpretations! in which the
pseudogap represents acompetingordered state. In this case
the apparently smooth evolution is due to anunderlying sym-
metry of the instabilitiesof the problem — a manifestation of
an SO(N) group, withN53,11 4,12 5,13 or 6.14

For such an interpretation to hold, certain very strict co
ditions must be met. Specifically, there must be a Van H
nesting,15 with the Van Hove singularity~VHS! pinned close
to the Fermi leveleF over an extended doping range. Th
prediction is now within the realm of experimental test, a
a preliminary analysis~Sec. III C! of the existing data seem
to confirm the pinning.

To describe the competing order parameters, we analy
simple generic model, the pinned Balseiro-Falicov16 ~BF!
model. Within this model, the total gap has a maximum
(p,0) in the Brillouin zone, given by

D t5ADk
21Gk

2, ~1!
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where Dk is an (s-wave! superconducting gap andGk a
charge-density wave~CDW! gap, defined below. This is ex
actly the form proposed phenomenologically by Lora
et al.,17 and it immediately explains the smooth evolution
the gap with doping: there is a single gap@at (p,0)# at all
dopings, even though the system changes over from C
near half filling to superconductor near optimal doping. T
form of Eq. ~1! immediately follows from the SO~3! group
structure. It is in principle possible to disentangle the nat
of the gaps from their behavior away from (p,0), although
this involves symmetry breaking terms, and hence is con
erably more model dependent. The SO(N) structure also
suggests that the pinned BF~pBF! model should provide a
good approximate representation for a wide range of co
peting phases — in particular the pseudogap phase may
be an antiferromagnetic phase or a flux phase~which is a
form of dynamic CDW!, or indeed a striped phase which is
combination of two of these phases.

B. Van Hove pinning

In the generalized Van Hove scenario,18 there are two
separate phenomena which contribute to Van Hove pinn
First, as part of the Mott-Hubbard transition, stron
Hubbard-U correlation effects renormalize Cu-O hoppint
to zero at half filling, leaving a residual energy dispersi
associated with exchangeJ. In the absence of correlatio
effects, the ‘‘bare’’ VHS would fall at a finite hole doping
fixed by the band parameters (t8 in the tt8J model! — this
doping will be close to, but not necessarily the same as
timal doping. However, since second~Cu! neighbor ex-
627 ©1999 The American Physical Society
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change is expected to be small, the exchange bands hav
simple dispersionJ(cx1cy), where ci5coskia. Hence, at
half filling, the Fermi level approximately coincides with th
VHS. This phase can be further stabilized by Van Hove ne
ing, which opens up a large gap in the dispersion near (p,0).
A good fit to the dispersion in the related insulatin
compound19 Sr2CuO2Cl2 ~SCOC! can be found20–22 by as-
suming that the nesting is associated with a flux phase.23

With doping,t is gradually restored, producing a behavi
which cannot be described by a rigid band filling model.
first, the VHS shifts faster than the Fermi level, so the VH
lies below the Fermi level, but very close to it. Gradually,t
saturates, the VHS stops shifting~usually close to its bare
value!, and at some finite dopingxc the Fermi level crosse
this new VHS. Thus, the Fermi level coincides with the VH
twice: at half filling and near the bare VHS, and remai
anomalously close at intermediate dopings. Since its in
discovery,24 this correlation induced pinning has been co
firmed by a number of calculations.25

But even stronger pinning is possible. Nearxc , the energy
can be significantly lowered by a second nesting instabil
Assuming this second instability to be charge-density w
related, a self-consistent three-band slave boson calcula
demonstrated that this model can lead to two free ene
minima, one at half filling and the other atxc .22 This results
in striped phases, with each phase pinned near a VHS:
magnetic stripes near theJ-dominated VHS near half filling,
and the charged stripes near thet-dominated VHS atxc .
Since the stripes are nanoscale~due to long-ranged Coulom
repulsion!, the system evolves rather smoothly with dopin
with the Fermi level remaining even more strongly pinned
the VHS at all dopings.

While the above model is in good agreement with expe
ments on both the pseudogaps and the striped phases,26 the
identification of the specific nesting instability phases is l
secure. This is because the nesting and pairing instabilitie
the Van Hove scenario form two six-dimensional supersp
of a group SO~6! ~Ref. 14! so the issue of which phase is th
most unstable depends sensitively upon secondary pa
eters which are not well known. The various possibiliti
include the antiferromagnetic and d-wave superconduc
instabilities of Zhang’s SO~5!,13 as well as CDW’s, flux
phases, and a more exotic spin current phase.27 ~Two-leg
ladders have an even larger assortment of instabilities
choose from.28! It is difficult to incorporate the details of thi
phase separated regime rigorously into calculations of
ARPES and tunneling spectra.

Nevertheless, a remarkably simple picture of t
pseudogap~VH nesting! phase diagram can be developed v
a simple ansatz for the pinned striped phases. A one b
model is assumed

ek522t~cx1cy!24t8cxcy ~2!

~with ci5coskia), and the second neighbor hopping is a
justed with doping to pin the VHS to the Fermi level over
doping range from half fillingx50 to a doping xc .
Approximately,18

t5
2t8

t
521.04 tanh 2.4x. ~3!
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Within this model the striped phase is represented by a sin
nesting instability which splits the band dispersion at (p,0).
Such a model was initially introduced~without the pinning!
by Balseiro and Falicov16 to study the competition betwee
CDW’s and s-wave superconductivity. We have employe
this pinned Balseiro-Falicov~pBF! model in previous
pseudogap studies29–31 and will continue to use it here.~It
must be stressed that we do not employ the CDW’s to mim
the spatial pattern of the stripes, but rather to reproduce
Fermi level pinning.! We are currently generalizing th
model to included-wave superconductivity and a variety o
other nesting instabilities. In the present version, there
electron-phonon coupling energieslG associated with
CDW’s, andlD with superconductivity, which may or ma
not be equal. The gap equations are solved self-consiste
with free parameterst, xc , the l i ’s, and vph, a bosonic
cutoff frequency. There is relatively little data in the ove
doped regime, so we choose a simple model: forx.xc , the
band parameters cease evolving, and the additional holes
rigidly fill the band, shifting the Fermi level away from th
VHS. This simple picture appears capable of describing
overdoped regime in both YBa2Cu3O72d ~YBCO!, where
the pseudogap vanishes close to optimal doping32 and
La22xSrxCuO4 ~LSCO!, where the pseudogap appears
persist well into the overdoped regime.33 However, a more
complicated behavior, including a second range of two-ph
coexistence~Secs. 11.6 and 11.7 of Ref. 18!, is not ruled out.

Within this picture, there is a natural doping dependen
associated with the competition between nesting and pai
instabilities. At half filling, t850, the perfect nesting over
whelms the pairing instability, leading to a pure nesting
stability. As t8 increases with doping~to maintain the VH
pinning!, the nesting gets worse, while pairing is less
fected ~it is actually enhanced, Sec. II B!. This leads to a
crossover to a pairing instability as a function of dopin
Since nesting does not gap the full Fermi surface~whent8 is
large enough!, superconductivity can appear at a lower te
perature, with aTc which increases with doping. As long a
the VHS remains pinned to the Fermi level and the electr
phonon coupling remains doping independent, the nestingTn
will decrease with dopingx while the superconductingTc
will increase. At some point, the two transitions would cro
However, at this pointTn will be rapidly suppressed to zero
since superconductivity gaps essentially the full Fermi s
face~the small residual Fermi surface for ad-wave gap could
only sustain a nesting instability at a much lowerT). While
exactly this behavior is found in YBCO, in LSCO, and pro
ably Bi2Sr2CaCu2O8 ~Bi-2212! as well the pseudogap pe
sists into the overdoped regime. This behavior can be m
elled by having the strength of the bosonic pairing decre
with increasingx.

Since nesting splits the VHS degeneracy, we introdu
some notation to clarify the following discussions. The low
VHS ~VHL ! is the VHS shifted below the Fermi level, a
energyEL , and hence visible in photoemission. The upp
VHS ~VHU! is shifted toEU , above the Fermi level, and
hence can only be seen in tunneling~or inverse photoemis-
sion!. In conventional plots of tunneling spectra, VHL a
pears at negative voltages, in the electron extraction mo
and VHU at positive voltages. The Van Hove centro
~VHC! is the average position of these two featuresEC
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5(EU1EL)/2 — it is the position at which the single, unsp
VHS would fall at high temperatures, well above th
pseudogap transition.

In terms of these features, the photoemission gap isDPE
5eF2EL . We will show ~Fig. 5 below! that the tunneling
gap is DTU5(EU2EL)/2. In this case, the pinning of th
Fermi level at the VHC,eF.EC , can be rewritten in terms
of measurable quantities asDTU5DPE. In Sec. III C, below,
we will demonstrate that this relationship appears to be
isfied in the underdoped regime.

II. STRIPED PHASES AND PSEUDOGAP

A. Phase diagram of pinned BF model

For completeness, we recall the energy dispersion and
gap equations of the BF model. In terms of the fou
component wave vectorCkW

†
5(ckW

† ,ckW1QW
† ,c2kW ,c2(kW1QW )), the

mean field BF Hamiltonian tensor is

HBF5S ekW2eF 2GkW 2DkW 0

2GkW ekW1QW 2eF 0 2DkW1QW

2DkW 0 2ekW1eF GkW

0 2DkW1QW GkW 2ekW1qW1eF

D .

~4!

In terms of a function

QkW5H 1 if uekW2eFu,\vph,

0 otherwise,
~5!

the gap functions areDkW5DQkW for superconductivity, and
GkW5G01G1QkWQkW1QW for the CDW.@This latter result gen-
eralizes Balseiro and Falicov’s Eq.~3.3!, which is valid for
t850.# The energy eigenvalues areE6,k and their negatives
with

E6,k
2 5

1

2
~Ek

21Ek1Q
2 12Gk

26Êk
2!, ~6!

Ek
25ek

21Dk
2 , Êk

45(Ek
22Ek1Q

2 )214Gk
2Ẽk

2 , Ẽk
25ek1

2 1(Dk

2Dk1Q)2, ek65ek6ek1Q , and the nesting vectorQ
5(p,p). If the magnitudes of the~attractive! phonon-
induced electron-electron interaction energies arelD and
lG , then the gap equations are

D5lDDSkW
QkW

E1,k
2 2E2,k

2

3S E1,k
2 2ekW1QW

2
2QkW1QW @D21GkW

2
#

2E1,k
tanh

E1,k

2kBT

2
E2,k

2 2ekW1QW
2

2QkW1QW @D21GkW
2
#

2E2,k
tanh

E2,k

2kBT
D , ~7!

Gi5lGSkW
Q iGkW

E1,k
2 2E2,k

2 S E1,k
2 1ekWekW1QW 2DkW

2
2GkW

2

2E1,k
tanh

E1,k

2kBT

2
E2,k

2 1ekWekW1QW 2DkW
2
2GkW

2

2E2,k
tanh

E2,k

2kBT
D , ~8!
t-
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with Q05QkWQkW1QW , Q151. A similar model34 has recently
been applied to analyze the photoemission associated w
pure CDW phase.

In the pinned BF~pBF! model, the Fermi level is pinned
to the VHC, via Eq.~3!, for doping x between half filling
(x50) and some critical dopingxc , while for x.xc , the
curvature is fixed att85t8(xc), while the Fermi level shifts
off of the VHC in a rigid band filling.

For fixed values of the parameterst, xc , l i , and phonon
cutoff vph, the pseudogap phase diagrams are derived
solving Eqs.~6!–~8! self-consistently. For Fig. 1, the param
eter values are chosen ast5lD5lG50.25 eV, vph
545 meV, andxc50.123. At half filling, perfect nesting
wins out over superconductivity, but with doping the nesti
becomes poorer, while superconductivity is enhanced, le
ing to a crossover. As soon as the superconductingTc is
larger thanTCDW, TCDW is rapidly suppressed to zero. Th
dotted line in Fig. 1 shows howTc would evolve in the
absence of the CDW, if the Fermi level remained pinned
the VHC over the full doping range (xc.0.5). A typical
temperature dependence of the resulting gaps is illustrate
Fig. 2, for x50.1. Note thatD t , Eq. ~1!, is found self-
consistently to evolve smoothly with temperature; this i
plies thatGk must actually decrease when superconductiv
appears,DkÞ0.

To reproduce the phase diagram of YBCO, the crosso
must arise close toxc , as in Fig. 1, while in LSCO it falls
well after xc , Fig. 3. The phase diagram of LSCO can
modelled by choosinglGÞlD , and letting the latter vary
with doping, Fig. 3. Here,lD is adjusted at each doping t
reproduce the knownTc(x). The doping dependence oflD

~inset, Fig. 3! is weak until well in the overdoped regime
x.0.2. Possible significance of this doping dependence
discussed in Sec. V D.

One feature of Fig. 3 should be noted. In LSCO t
pseudogap appears in some experiments to persist into
overdoped regime,33,35 while other experiments find a strik
ing crossover in properties at optimal doping.36–38 In the
thermodynamic experiments,35 the pseudogap appears to b
closing linearly with doping, but then has abreak in slope at

FIG. 1. Phase diagram of pinned Balseiro-Falicov mod
Circles5net tunneling gapD t ; solid line5CDW transition tempera-
ture Tp ; dashed line5superconducting transitionTc ; dotted line5
Tc in absence of CDW,xc.0.5.
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optimal doping, and falls off more slowly at larger doping
Figure 3 mimics this behavior: the Fermi level is pinned
the VHC until optimal dopingxc50.16, and then depins
Despite the fact that the Fermi level now shifts with dopi
away from the VHC, the CDW instability is strong enoug
that the CDW phase persists out tox50.27, at which point it
becomes unstable~discontinuously!. Such behavior is only
possible because the superconducting transition is
pressed far belowTp .

The pBF model is a two-dimensional~2D! mean field
theory. In a more accurate three-dimensional calculatio39

the transition temperatures in the above phase diagram
be replaced by crossover temperatures at which 2D fluc
tions become strong — i.e., temperatures at which
pseudogap opens. When interlayer coupling becomes st

FIG. 2. Evolution of gaps in pinned Balseiro-Falicov mod
Solid line5superconducting gapDk ; dashed line5CDW gap Gk

5G01G1; dotted line5net gap,D t , Eq. ~1!. Parameters corre
spond to Fig 1,x50.1.

FIG. 3. Model pseudogap phase diagram for LSCO. Parame
xc50.16, lG50.6 eV, with doping dependentlD ~inset!. Solid
line5CDW transition temperatureTd ; dashed line5super-
conducting transitionTc .
t

p-
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a-
a
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enough, a real three-dimensional order, with true ene
gaps, can develop. This is discussed further in Sec. V C

A ~weak-coupling! limitation of the BF model is the dis-
continuous change inD and G1 when the energy crosse
vph. When this feature becomes prominent in the dispers
the BF results must be considered as only a qualitative in
cation of the results of a proper strong coupling calculati

B. SO„6…

Whereas the above discussion has been in terms of a
ticular competition — between a CDW and ans-wave super-
conductor, the results are indicative of a much more gen
situation. That is because the VHS instability has an und
lying SO~8! spectrum generating algebra~SGA!, with asso-
ciated SO~6! instability group.14 There is actually a pair of
six-dimensional ‘‘superspins,’’ which consist of variou
nesting or pairing instabilities of the VHS. Nesting~pairing!
operators are those instability operators which do~do not!
commute with the number operatorQ.

The distinction between an instability group and a sy
metry group should be stressed. An SGA~Ref. 40! allows
one to find all of the eigenfunctions of a Hamiltonian —
particular, the allowable ground states, or instabilities. Th
the instability group is a generalization of theg-ology model
of a one-dimensional metal,41 and allows phase diagrams t
be constructed as a function of interaction parameters.
special values of the parameters, there may be a degene
leading to an interesting symmetry group, but this is mo
the exception than the rule. Here we will show that the SO~6!
instability group can provide valuable information about t
pseudogap,even though the BF model does not poss
SO(6) [or even SO(3)] symmetry.

Within SO~8!, the instabilities depend on two factors, th
bare susceptibilitiesx0(qW ,v), and the interaction paramete
G ~e.g., thel ’s of the pBF model!. The group structure is
manifest in thex0’s: at half filling, with t850, all suscepti-
bilities are degenerate. Doping, or settingt8Þ0 breaks the
degeneracy, but only into two classes,x05x0(qW 50,0) for
the pairing instabilities andxQ5x0(qW 5QW ,0) for the nesting
instabilities, Fig. 4.14 While the actual instabilities observe
are controlled by theG values, if theG’s happen to be only
weakly dependent on doping, thenthe phase diagram has a
characteristic form, depending only on the susceptibility.

A comparison of Fig. 1 with Fig. 4 shows the close co
nection between the phase diagram and the underlying
ceptibilities, the solid line in Fig. 1~pseudogap phase! re-

rs

FIG. 4. SusceptibilitiesxQ ~dotdashed line! andx0 ~solid line!
vs band filling 11x for Eq. ~2! with 4t85EF ~pinned VHC!.
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sembling the nesting susceptibility~a larger susceptibility
corresponding to a higher transition temperature!, while the
pairing susceptibility resembles the superconducting ph
~dotted lines in Fig. 1!. In general, a finitet8 reduces nesting
while increasing pairing. ThisgenericSO~6! feature strongly
suggests that the pseudogap is associated with a nestin
stability.

The phase diagram of Fig. 1 shows additional evide
for the underlying SO~N! nature of the VHS:~a! despite a
crossover from CDW to superconducting, the evolution
the total gapD t and transition temperatureTt with doping is
extremely smooth; indeed, the gap ratio 2D(0)/kBTc.4.1 is
nearly independent of doping.~b! The total gap is given by a
vector addition, Eq.~1!.

Note finally that just these features~a! and~b! have been
taken as evidence that the pseudogap must itself be relat
superconductivity as a form of precursor pairing. Instead,
find that the phase diagram of Fig. 1 should look fairly sim
lar for any competition between a nesting and a pairing
stability — e.g., either CDW vss-wave superconductivity o
SDW vs d-wave superconductivity. The actual phases o
served will depend on the interaction parameters, and m
vary with doping. Note, however, that the pseudogap
clearly a nesting, and not a pairing instability. Hence,
seems unlikely that the experimental pseudogap could
associated with superconducting fluctuations.

Experimentally, there is evidence for striped phases26 at
intermediate dopings. In SO~5!, these stripes can be inte
preted as a combination of magnetic and superconduc
stripes. However, in this case it is not clear how to interp
the 1/8 anomaly (x51/8) where the stripes show long rang
order but there is no superconductivity. It seems more lik
that superconductivity competes with the stripes, and that
stripes arise from a competition between two nesting in
bilities, the flux phase at half filling and a CDW nearxc .22 It
is important to recognize that the flux phase does not invo
the electron spins — the magnetic moments are orb
Hence, the phase is best understood as adynamic CDW
phase~compare Refs. 42 and 43!, so a model which approxi
mates the pseudogap by a CDW ansatz~such as the pBF
model! should provide a quite reasonable first approxim
tion.

C. Tunneling spectra

Under certain special conditions, both the tunneling a
photoemission can reveal very direct information about
spectral function of the interacting electrons. The quasipa
cle tunneling current can be written44

I 52eSkWpW uTkWpW u2E
2`

` de

2p
AR~kW ,e!AL~pW ,e1eV!

3@nF~e!2nF~e1eV!#, ~9!

whereTkWpW is the tunneling matrix element,Ai is the appro-
priate spectral function in the metal on the left~L! and right
~R! of the tunneling junction. If the tunneling matrix eleme
is considered to be constant, independent ofkW and pW , it can
be taken out of the integral, yielding
se
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I 52eT2E
2`

` de

2p
NR~e!NL~e1eV!@nF~e!2nF~e1eV!#,

~10!

with Ni the appropriate DOS. For an NIS junction, takingNL
to be energy independent, the tunneling conductance is

G5
]I

]V
5

e2T2

p
NLNR~2eV!. ~11!

The conventional wisdom45 is that tunneling is not sensi
tive to the density of states~DOS!: the explicit factor of DOS
in Eq. ~9! is cancelled byT2}vF , the Fermi velocity. How-
ever, Wei,et al.46 have shown that this cancellation brea
down in the presence of strong anisotropy. In particular,tun-
neling along the c direction into a two-dimensional me
directly measures the in-plane DOS~at least in the thin junc-
tion limit!. Hence, in accord with Eq.~11!, the tunneling
conductance is proportional to the tunneling DOS. This
sult is the basis for the present analysis. For thr
dimensional materials, there have been previous propo
that the VHS’s should show up in tunneling,47 and the tun-
neling spectra of CDW superconductors have be
analyzed.48

The tunneling and photoemission are derived from
spectral function of the model

A~k,v!52pS i 56@ui ,k
2 d~v2Ei ,k!1v i ,k

2 d~v1Ei ,k!#,
~12!

with eigenenergies given by Eq.~6!, and coherence factors

u6,k5u6,0cos~f1f7!, ~13!

v6,k
2 5u6,0

2 2u6,k
2 ,

u1,0
2 512u2,0

2 5
1

2 S 11
Ek

22Ek1Q
2

Êk
2 D , ~14!

cos2f5
1

2 S 11
ek1ek1Q

Ẽk
D , ~15!

cos2 f65
1

2 S 11FE6,k
2 1ekek1Q2DkDk1Q1Gk

2

ẼkE6,k
G D ,

~16!

sin 2f5
Dk2Dk1Q

Ẽk

, ~17!

sin 2f65
Dkek1Q1Dk1Qek

E6,kẼk

. ~18!

In deriving the spectral function, it is convenient to use t
group theoretical techniques of spectrum-generat
algebras.14 For a pure CDW (Dk50), the spectral function
simplifies to

A~k,v!52p@uk
2d~v2Ek1!1vk

2d~v2Ek2!#, ~19!

with uk
2512vk

25(11ek2 /Ẽk8)/2,



e

th

d
t

d
S

he

te
pe

ap

n

to

in
or

ling
ting
ure
ks
as
r a
ea-

ne
W
he

f
ng

e is
o a
en
s in
ould
ons
nd

c-
d

632 PRB 60R. S. MARKIEWICZ, C. KUSKO, AND V. KIDAMBI
Ek65~ek16Ẽk8!/2, ~20!

and Ẽk85Aek2
2 14Gk

2.
Figure 5 shows the energy dispersion for a combin

CDW-superconductor~left! and the associated DOS~right!.
Part ~a! shows the full dispersion, while~b! is a blow-up of
the region near the Fermi level. There are four bands;
CDW order folds theM point of the Brillouin zone into theG
point, while superconductivity folds both of these ban
around the Fermi level~dotted lines!. However, these ghos
bands carry little spectral weight~coherence factor!1) ex-
cept very near the Fermi level — note that there is no in
cation of the tops or bottoms of the dotted lines in the DO
Figure 6 replots the dispersion, giving an indication of t
spectral weight. See further Fig. 10, below.

A close look at the region near the Fermi level, Fig. 5~b!,
reveals that structure in the tunneling DOS is directly rela
to features in the dispersion of the gapped bands. Thus,
A is associated with the dispersion at (p,0) — the VHS peak
split by the combined CDW-superconducting gap. PeakB is
due to the superconducting gap away from (p,0) — particu-
larly near (p/2,p/2). Accordingly, it will be considerably
less prominent for ad-wave superconductor, where the g
vanishes at (p/2,p/2). FeatureC is associated with the CDW
gap Gk near (p/2,p/2). As discussed in Ref. 22, Equatio
~20! can be rewritten as

Ek6524t8cxcy6A4t2~cx1cy!21Gk
2, ~21!

showing that the CDW gap is fixed to the VHS, but not
the Fermi level, so that atkW points away from (p,0) there
can be two gaps at different energies. FeatureC is further
discussed in Ref. 34. Whether this is only a weak-coupl
effect that would be washed out in a strong-coupling the
remains to be seen. Finally, featureD is associated with the
phonon-related discontinuities in the dispersion atvph.

FIG. 5. Energy dispersion for data of Fig. 1, witht520.2, T
510 K. Right5tunneling DOS.~a! full dispersion;~b! blow-up of
region neareF .
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The appearance of two gaplike features in the tunne
spectrum is not necessarily a consequence of two compe
order parameters, but of gap anisotropy. Indeed, for a p
~generalized! s-wave superconductor, there will be two pea
in the tunneling DOS whenever the gap is anisotropic,
long as the minimum gap is nonzero. Moreover, even fo
pure d-wave superconductor, there can be two gaplike f
tures if the VHS is not at the Fermi level, Fig. 10.

D. Line broadening

In the one-dimensional CDW, the principal source of li
broadening above the Peierls transition is CD
fluctuations.49–51 The phonon propagator diverges at t
transition

D~q!.
1

j221uqW 2QW u2
, ~22!

with j22}(T2Tp). For the two-dimensional Van Hove
problem, a similar form holds39 with Tp50 in the absence o
interlayer coupling. This results in an intrinsic broadeni
G5vF /j}AT.

In the superconductor, a true long-range ordered stat
possible, with a real gap at the Fermi surface leading t
considerably reducedG. Such a reduced scattering has be
observed in a number of transport properties, as well a
the photoemission spectrum. However, the scattering sh
be restored at high frequencies, when the CDW fluctuati
can break a pair. On analogy with the results of Coffey a
Coffey,52 we assume that the crossover will fall near 2Dk .
~Strictly speaking, the crossover should be at 3Dk for an
s-wave superconductor.!

FIG. 6. Replot of energy dispersion of Fig. 5, illustrating spe
tral weight. Coherence factor>0.6: solid lines; between 0.1 an
0.6: dashed lines; between 0.001 and 0.1: dotted lines.
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III. COMPARISON TO EXPERIMENT

A. Experimental situation

Both photoemission and tunneling measurements of
pseudogap have been largely restricted to Bi-2212. While
general features of the spectra are reasonably well un
stood, there are still differences in detail. In this subsecti
we summarize a number of unresolved issues.

~a! In optimally doped and lightly underdoped Bi-221
photoemission detects a significant rearrangement of spe
weight in the superconducting state. The low-temperat
(T,Tc) spectra are generally characterized by three f
tures: a sharp quasiparticlepeakD1 separated from the Ferm
level by a small (;25250 meV) gap and a broadhumpat
much higher energies,D2 separated by a well-defineddip at
energy;2D1. AboveTc , the peak and dip disappear, lea
ing a feature similar to the hump.

The dip feature is now widely interpreted as coupling
some form of collective mode, the exact nature of which
not well understood. The fact that it varies with doping, sc
ing as 2D1 is puzzling. One possible interpretation is that
is related to electron-electron scattering. The broadenin
the photoemission features is known to decrease dramati
just belowTc , and this decrease would be expected to
off at frequencies much larger than the gap~at 3D for an
s-wave superconductor, 2D for d wave!. Such a result could
be very useful in separating the superconducting gap f
the pseudogap, but fits to this model have been unsucce
in reproducing the dip amplitude. We will show~Sec. III E!
that it is possible to get a large dip if there is significa
spectral weight in the hump feature.

~b! The presence of the dip has led to some confusion
the doping dependence of ‘‘the gap’’: should one countD1
or D2. The latter choice was made by Marshallet al.1 In their
earlier work, the Argonne group used neither choice,
defined the gap in terms of the leading edge neareF . This
feature should scale with the peak position ofD1, but be
somewhat smaller. In their more recent work they have u
the peak positionD1 for better comparison with tunnelin
studies. Our analysis suggests that this is a more approp
choice, and we shall follow this latter usage. Our own be
is that, since the hump persists aboveTc , D2 is a proper
candidate for the pseudogap. However, it is not always e
to extract this feature from the published literature. For
nately, Ding53 is now carrying out a careful study of bot
gaps.

Near optimal doping,D1.D2, so the literature uncer
tainty will not greatly affect our reconstructed phase d
gram, Fig. 7, below. For stronger underdoping, the sh
peak and dip gradually wash out, while the hump shifts
higher energy. We find that this shift is clearly revealed
the doping dependence ofT* , the temperature onset of th
pseudogap,54 and that these data are consistent with the S
ford measurements of the hump data, suggesting that
photoemission provides a single pseudogap phase diag
Moreover, this diagram is remarkably consistent with t
pseudogap phase diagrams found for LSCO and YBCO
the basis of transport measurements.

~c! Tunneling is mainly sensitive to the sharp peak a
dip feature in the superconducting state, and it is not alw
clear whether the hump feature is seen. However, so
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groups clearly do see structure aboveTc .6 One problem is
that tunneling is very surface sensitive, and the BiO layer
the top surface has an insulating gap. However, consiste
with the photoemission would suggest that a pseudo
should be present aboveTc . Recently, Renner,et al.55 have
reported that the tunneling gap inside a vortex core
sembles that found in the pseudogap aboveTc .

~d! There is a question about overdoping, with Renn
et al.6 detecting the pseudogap in overdoped samples, w
photoemission studies56 find a rapid collapse of the
pseudogap in overdoped Bi-2212. It seems likely, howev
that in LSCO the pseudogap persists well into the overdo
regime.33

~e! There is also some disagreement on the gap r
2D(0)/kBT* , with Oda et al.4 reporting a value 4–5,
whereas a value;8 can be extracted from the data of Din
et al.54

B. Pseudogap phase diagram

Figure 7 summarizes the photoemission and tunne
data on the pseudogap in Bi-2212. Most of the photoem
sion data are taken from the Argonne group,54 but the two
lowest dopings are from the Stanford group,1 and from the
insulating phase, Sr2CuO2Cl2.19 Since there has been dis
agreement on how to determine the pseudogap peak pos
it is important to note that the Argonne data are consist
with a large increase inT* ~open circles! at low doping. This
pseudogap determined fromphotoemissionin Bi-2212 is in
excellent agreement with the pseudogap determined f
transport in LSCO and YBCO,57 Fig. 8. In all three cases
the doping axis had to be scaled to cause the curves to c
cide. The scaling suggests that, if the optimal doping
superconductivity in LSCO isx50.16, it is an effectivex
50.2 in YBCO, andx50.32 in Bi-2212. Such a shift inxc is
consistent with the Uemura plot.58 The scaling ofx in Fig. 8
poses a complication for modelling the phase diagra
which x to choose for optimal doping. Here, we assume
correctness of the Uemura plot, and choose optimal dop

FIG. 7. Pseudogap phase diagram in Bi-2212 determined f
photoemission and tunneling. Diamonds5photoemission gap~Ref.
54!; 15photoemission gap~Refs. 1,19!; circles5T* measured
from photoemission~Ref. 54!; squares5tunneling gap~Ref. 8!.
Solid line5guide to the eye.
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634 PRB 60R. S. MARKIEWICZ, C. KUSKO, AND V. KIDAMBI
to correspond toxopt50.32; the problem is only in quantita
tive details, as an equally good fit can be made toxopt
.0.16, Fig. 1 and Ref. 30. Figure 9 illustrates an optimiz
fit of the pBF model to the Bi-2212 pseudogap phase d
gram. Details about choosing the parameters are discuss
Appendix A. Parameters aret050.25 eV, xc50.335, vph
535 meV, lG5446 meV,lD5194 meV.

The overall qualitative and quantitative agreement is qu
good. A number of features of the experimental data
worth commenting on. First, there is an approximately c
stant ratio between the total pseudogap, defined as the en
shift between the dispersion at (p,0) and the Fermi level
and the pseudogap onset temperatureT* , 2D(0)/kBT* .8.
A similar but smaller ratio, 4.1, is found in the calculatio
~note that this ratio is close to that found by Odaet al.4!.
Secondly, the overall shape of the curve, stronglyx depen-
dent in the underdoped regime, nearly constant in the o
doped regime, is well reproduced by the theory.

Finally, as noted previously,8 there is excellent agreemen
between the photoemission pseudogap at (p,0), DPE, and

FIG. 8. Pseudogap phase diagram in LSCO and YBCO de
mined from transport. Open circles: from resistivity of YBCO
other symbols: transport measurements in LSCO, see Ref. 57;
line from Fig. 7, withx axis scaled by a factor of 2.

FIG. 9. Model pseudogap phase diagram for Bi-2212. Solid l
5CDW transitionTp ; dashed line5superconducting transitionTc ;
circles5total gapD t at 1 K; dot-dashed line5solid line from Fig. 8.
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the tunneling pseudogap,DTU , defined as half the splitting
between the two tunneling peaks. As illustrated in Fig. 5, t
result is also in excellent agreement with theory. Note t
the theory holds specificallywhen the Fermi level is pinned
at the VHC. Indeed, we believe that the present data8 consti-
tute the strongest proof for this pinning. To illustrate t
strength of the evidence, in the following subsection we w
test the null hypothesis: assume that VH pinning is abs
and see how differentDPE andDTU would be.

C. Van Hove pinning vsd-wave superconductivity

It has been suggested that what we have interprete
Van Hove pinning can be alternatively explained as due
simpled-wave superconductivity, since thed-wave gap,Dd
5D0(cx2cy) is largest near (p,0). Here, we demonstrat
that this is not the case. We assume that doping is acc
plished by the filling of a rigid band, Eq.~2!, and there is a
fixed d-wave gap with doping-independent strength 2D0
550 meV. Figure 10 illustrates the energy band dispers
near the Fermi level, and the corresponding tunneling sp
tra, at a series of dopings away from the VHS. The so
lines are the principal branches of the dispersion, with coh
ence factors>0.5; the dashed lines are those parts of
ghost branches with coherence factors in the range 0.1–
A large phonon energy\vph590 meV was assumed, t
shift the phonon peaks in the tunneling spectra out of
range of interest.

The tunneling spectra clearly show the VHS movi
through the Fermi level. Note that the VHS is always
(p,0), but the superconducting gap is at the Fermi level, a
hence in general away from (p,0). Superconductivity and
the VHS actually produce two separate peaks in the tun
ing spectra.~This fact has been noted earlier.59! If the spectra
are too broadened to resolve the individual peaks, one wo
find the lower~upper! peak to be more intense in underdop
~overdoped! samples. This behavior is see
experimentally,6,8 and constitutes strong evidence that at o

r-

lid

e

FIG. 10. Energy dispersion near the Fermi level~left!, and as-
sociated tunneling density of statesN(E) ~right! for a pured-wave
superconductor, as the VHS sweeps through the Fermi le
(EVHS2EF)/t520.2 ~a!, 20.1 ~b!, 0 ~c!, 10.1 ~d!.
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PRB 60 635PINNED BALSEIRO-FALICOV MODEL OF TUNNELING . . .
timal doping the Fermi level exactly coincides with the VH
— in agreement with an earlier prediction.60 We claim addi-
tionally that the Fermi level shifts away from the VH
anomalously slowly on the underdoped side.

It can be seen that the dominant gap arises away from
VHS — at the point where the bands cross the Fermi le
However, there is a subsidiary structure associated with
saddle point DOS peak, which rapidly shifts away from t
Fermi level with doping. This would lead to adouble peak
structure in the tunneling spectrum. Moreover, it wou
mean thatthe tunneling gap~taken as the lower-energy
more prominent feature! is distinct from the photoemissio
gap @defined by the dispersion at (p,0)#.

This is illustrated in Fig. 11, which shows the dopin
dependence of these two gaps. The symbols were estim
from the curves of Fig. 10 while the curves are analyti
expressions, given by the curvature of the dispersion r
tions ~Appendix B!.

In Figure 12, we plot the calculated difference betwe

FIG. 11. Doping dependence ofDTU the tunneling~circles and
dashed lines! and DPE, the (p,0) photoemission (3 and solid
curve! gaps, for ad-wave superconductor in the absence of V
pinning (t520.25).

FIG. 12. Normalized splitting of Fermi level from the VHS
measured as the normalized difference between the tunneling
photoemission pseudogaps (DPE2DTU)/DTU . Solid line5theory in
the absence of pinning~similar to Fig. 11, but witht520.38);
open circles5derived from data of Refs. 8 and 54.
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the tunneling and photoemission gaps, normalized to the
neling gap, and compare this to our estimate of theexperi-
mental difference,8 Fig. 7. For convenience, we replot th
tunneling and photoemission gaps from Fig. 7 in Fig. 1
Only three data points could be extracted, and there are
siderable error bars in the measurements.~Note in particular
that DPE2DTU cannot be negative.! The errors are smalles
for the underdoped system: both tunneling and photoem
sion data are reported in Ref. 8, and are presumably for s
lar samples. In the other two systems, tunneling data fr
Ref. 8 are compared with photoemission data from Ref.

Despite these limitations, the results are intriguing. Th
is a hint that the VHS depins from the Fermi level in th
overdoped regime, but there is no sign of depinning in
underdoped samples.Thus, the data appear to rule out th
hypothesis of rigid band filling, strongly implying that below
optimal doping the Fermi level is pinned to the VHS
Clearly, this experiment needs to be repeated much m
carefully, and over a wider doping range. In particular,~a!
the photoemission gap must be measured exactly at (p,0)
and ~b! both photoemission and tunneling must be carr
out on the same~or identical! samples, to minimize sample
to-sample variations. However, a direct determination t
the Fermi level is pinned to the VHS would confirm a num
ber of strong correlation theories, and would have a profou
influence on future theoretical modeling.

D. Tunneling spectra

Figure 14 illustrates the evolution of the calculated tu
neling spectra with temperature in the underdoped reg
(x50.274, dotted line in Fig. 9!. The dotted lines show the
normal state VHS aboveTp ; the dashed lines are in th
CDW phase; and the solid lines are in the mixed CDW
superconducting phase. The only broadening is thermal,
to the Fermi function; the disorder broadeningG50. As
noted above@Fig. 5~b!#, there are prominent features at th
phonon frequencyvph535 meV ~arrows!. For a realistic
phonon spectrum, they would split up into the stron
coupling factora2F. There have been a number of reports
the literature of the observation of such structure, but it is
clear how reproducible it is.

nd

FIG. 13. Comparison of photoemission~diamonds! ~Ref. 54!
and tunneling~squares! ~Ref. 8! gaps in Bi-2212. Solid and dashe
lines5guides to the eye.



, t
n

ak

-
o
i

g
em
te
in

1
d

ent,

e-
.
the

n-
At

der-
and

r-
least
lity,
of
ux

alita-
t
r
t
ces
y

nto
om
g-

ult
tate
a

. 9
to
K

ig
es

a
m,
nd
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In order to better see the shape of the tunneling peaks
DOS is recalculated in Fig. 15, with all parameters u
changed except\vph590 meV. At 10 and 20 K, a splitting
of the principal DOS peaks is just resolvable. The two pe
correspond to featuresA andB of Fig. 5 — that is, the larger
peak is from the combined gap at (p,0), the smaller from the
superconducting gap near (p/2,p/2). This splitting is essen
tially lost by 30 K, due to thermal broadening, and would n
survive much disorder broadening. Note that the gap fills
with increasing temperature, without significantly closin
Indeed, since superconductivity disappears at a lower t
perature, the gap actually appears to increase at higher
peratures. The low-temperature splitting increases with
creased underdoping~Fig. 16!, and hence might ultimately
be observable experimentally. However, the data of Fig.
correspond toTc569 K, somewhat lower than any reporte
tunneling data. Moreover, the calculations are for ans-wave

FIG. 14. Tunneling DOS for Bi-2212, using parameters of Fig
~dotted line!. From bottom to top, the temperatures vary from 10
100 K, in 10 K intervals, then go to 120, 150, 200, and 300
Dotted lines, T.Tp5116 K; dashed lines,Tp.T.Tc569 K;
solid lines,T,Tc . All curves are offset for clarity~all essentially
coincide forueVu>100 meV).

FIG. 15. Tunneling DOS for Bi-2212, using parameters of F
14, but with\vph590 meV. From bottom to top, the temperatur
vary from 10 to 100 K, in 10 K intervals.
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superconductor, and the smaller gap would be very differ
or even absent, for ad-wave superconductor.

Thus, the model agrees with experiment4 in finding gap-
like features aboveTc , but does not reproduce the rearrang
ment of features belowTc into a sharp peak, dip, plus hump
A suggested explanation for these features is given in
following section.

Figure 16 shows the evolution of the low-temperature tu
neling spectra with doping, in the underdoped regime.
optimal doping~lowest curve! the gap is symmetrical and
pure superconducting. As the material is successively un
doped, the peaks split, with the pseudogap peak growing
the superconducting peak shrinking, scaling withTc , down
to x.0.06 where superconductivity disappears.

The lowest doped state, close to half filling, is very inte
esting. For this state the present model is expected to be
accurate. The state is dominated by an electronic instabi
the Mott transition. There is a charge-transfer gap
;1.6 eV, and a residual dispersion suggestive of the fl
phase. Figure 17 shows that both these features are qu
tively present in the model. From Eq.~21!, it can be seen tha
near half filling, whent8→0, the CDW gap opens up ove
the full Fermi surface, while the excessG1 gap ensures tha
the largest gap is present near the VHS. The chief differen
from experiment are~a! the gap evolves discontinuousl
from G0 to G01G1 rather than smoothly,~b! the overall
bandwidth is too large, since the model has not taken i
account that correlations renormalize the bandwidth fr
;8t to ;2J,22 and~c! the model cannot reproduce the ma
nitude of the~electronic! Mott gap, ;1.6 eV. Indeed, the
full gap is limited to<2\vph.

E. Peak, dip, and hump

The photoemission in Bi-2212 near (p,0) has a charac-
teristic shape in the superconducting state which is diffic
to reproduce in the current model. In the pseudogap s
above Tc , there is a very broad hump, consistent with
CDW gap with large broadeningG, as in Sec. II D. In the

.

.

FIG. 16. Tunneling DOS for underdoped Bi-2212 at 10 K, as
function of doping, using parameters of Fig. 9. From top to botto
the doping isx50.004, 0.04, 0.08, 0.124, 0.169, 0.218, 0.274, a
xc50.34. All curves are offset for clarity~all approximately coin-
cide at eV5200 meV!.
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PRB 60 637PINNED BALSEIRO-FALICOV MODEL OF TUNNELING . . .
superconducting state, the hump remains, but the low-en
side of the hump is transformed into a very sharp featur
energyD1, with a dip at energy;2D1. In the CDW super-
conductor, there is not expected to be such a two-pea
structure along (p,0), but a single peak given by Eq.~1!.
However, as noted in Sec. II D, the broadening can hav
strong energy dependence, with a long lifetime in the sup
conducting state cut off near 2D.52 In the absence of a ful
theory, it is not clear which gapD represents, but since thi
is specifically a coherence effect, it seems reasonable to
sume that it should be approximately the superconduc
Dk . SinceDk,D t , one can get a behavior at low temper
tures which is closer to experiment. Figure 18 illustrates
three possible behaviors, depending on whether 2Dk is !,
;,, or .D t : one can get hump plus dip~dotted line!, hump
plus peak~dashed line!, or peak plus dip~solid line!. In the
last case, the dip is not necessarily at twice the peak in
ergy.

It seems clear, however, that the hump is associated
the pseudogap, and the peak with the superconducting

FIG. 17. Band dispersion near half filling Bi-2212 at 10 K, usi
parameters of Fig. 9.

FIG. 18. (p,0) photoemission spectra for Bi-2212 atT51 K,
using parameters of Fig. 9 (x50.22), exceptlG50.446 ~dotted
line!, 0.385 ~dashed line!, and 0.325 eV~solid line!. Broadening
given by Eq.~23!.
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We suggest that the experimental result may represen
effect of phase separation, which is not well captured by
model. To test this hypothesis, we developed a sim
model, assuming that the pseudogap feature is inhomo
neously broadened. Specifically, we assume thatTp is spa-
tially inhomogeneous, and that regions of differentTp evolve
independently. Physically, this spread could be associa
with regions of varying hole density, as in stripes. For si
plicity, we model the spread inTp by varyinglG .

For each separate microregion, lowering the tempera
will produce a spectrum such as one of those in Fig. 18
the regions of largelG , superconductivity has little effect
leaving the hump unchanged. However, whenlG is small, at
low T there will be a sharp superconducting peak plus w
defined dip. Figure 19 shows the resulting spectra, both
above the onset of superconductivity, atT570 K ~dashed
line!, and at low temperature,T51 K ~solid line!. Each
spectrum is the superposition of 20 individual spectra, w
Tp varying in 10° steps about the average value, 150 K.
all spectra, the broadening is taken as

G5H G1 if uEu<2Dk ,

G2 otherwise,
~23!

with G152 meV, G2510 meV. The general features of th
experiment are clearly reproduced, although the sharp p
is not resolution limited, due to the inhomogeneous broad
ing.

This interpretation of the sharp peak as a measure ofDk
leads to a new problem, since the experiments imply that
Dk increases with decreasingx. To reproduce this behavio
in the phase diagram would require thatlD varies with dop-
ing — the same effect needed to explain the LSCO ph
diagram, Fig. 3. Such a doping dependence would be con
tent with magnetic fluctuation-induced superconductivi
However, it must be kept in mind that an alternative inte
pretation, such as the solid line in Fig. 18, was ruled o
because the dip feature falls at exactly 2D1. There exist some
data ~e.g., Fig. 1 of Ref. 46! in which the dip falls at an

FIG. 19. (p,0) photoemission spectra for Bi-2212, using para
eters of Fig. 9 (x50.22), except inhomogeneously broadened~av-
eraged over 20lG values, chosen to give pseudogap onset temp
tures uniformly spaced between 60 and 250 K!. Solid line: T
51 K, dashed line:T570 K.
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638 PRB 60R. S. MARKIEWICZ, C. KUSKO, AND V. KIDAMBI
energy substantially less than 2D1. This discrepancy must b
clarified before a definitive model for the sharp peak can
established.

F. The incredible shrinking Fermi surface

Normanet al.61 have shown that the Fermi surface in t
pseudogap phase has a remarkable temperature depend
there is a full, large Fermi surface above the pseudogap t
sition, Tp , but asT is reduced belowTp , the Fermi surface
gradually collapses — vanishing first near (p,0) and then
over a larger angular range before ultimately being redu
to a point along the linecx5cy . This low-temperature limit
is consistent with a d-wave superconductor, but th
intermediate-temperature regime is not: the gap should o
at Tc everywhere on the Fermi surface, with the magnitu
of the gap proportional to (cx2cy). Fluctuation broadening
could produce this effect by limiting the pseudogap to tho
parts of the Fermi surface where it is larger than the ene
uncertainty.62–64However, it can also be interpreted in term
of a VH nesting gap.

Figure 20 shows the evolution of the Fermi surface w
G0, for D5G150. In a pure CDW state, the Fermi surfa
can be calculated analytically, Appendix C. For finiteG0, the
surface is an ellipse, with the inner half derived from t
original Fermi surface and the outer half a ghost Fermi s
face, zone folded byQ. The latter has considerably lowe
intensity ~inset!, and will be further reduced by fluctuatio
effects and stripe effects; it is not seen experimentally.
the other hand, the truncated original surface has a la
coherence factor (>0.5), and bears a strong resemblance
the experimental data. BelowTc , the Gi ’s shrink as D
grows, so the opening of the superconducting gap takes o
Thus, for ad-wave superconductor, the residual points
zero gap would lie along the original Fermi surface, as

FIG. 20. Fermi surface in CDW phase, fort520.38, G0520,
40, 80, 160, and 180 meV, for progressively smaller ellipses. D
ted segments5ghost Fermi surfaces, with coherence factors,0.5.
Inset: coherence factors along the diagonal (kx5ky).
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served, and not at (p/2,p/2). WhenG1Þ0, Fig. 21, the re-
semblance to experiment is even closer: the Fermi sur
shrinks down with essentially no change of shape, from
pseudogap onset to the superconductingTc .

There is one possibly significant difference: as the norm
state aboveTp is approached, Fermi surfaces should a
proach the VHS’s at (p,0), which is not clearly seen in
experiment. A related problem is the minimum gap loc
found in the pseudogap phase. These problems will be
cussed further in the following section.

G. Minimum gap locus

In order to recover a ‘‘Fermi surface’’ in the presence
a ~pseudo! gap, Dinget al.65 have introduced the concept o
a ‘‘locus of minimum gap.’’ For a series of cuts in the Bri
louin zone, they define the minimum gap — thekW point at
which the photoemission gap most closely approaches
Fermi level. The gap is defined as the leading edge of
photoemission pattern, but the comparison with tunneli8

suggests that the peak position should work as well. T
Fermi surface would then correspond to a locus of zero-
excitations. In Appendix C, analytical expressions for t
Fermi surface and minimum gap locus~actually, the maxi-
mum in the dispersion of the lower band! are derived, which
are plotted as lines in Fig. 22. The solid lines are the Fe
surface, the dashed lines the minimum gap loci, and the
dashed and dotted lines their ghostly counterparts. Negl
ing the ghost surfaces, the resulting dispersion resembles
experimental findings.65 Note in particular that the locus o
minimum gap doesnot pass through the (p,0) point, even
though eF is pinned at the VHC@see Eq.~C4!#. This can
readily be understood: since the gap is largest at (p,0), the

t-
FIG. 21. Fermi surfaces in CDW phase, for self-consistent

rameters. Lower~upper! set of lines: t520.4 (20.16), lG

50.50 (0.25) eV. Dotted lines5in normal state aboveTp ; solid
lines5in pseudogap state, just aboveTc ; dashed lines5inter-
mediate temperatures. Only segments of Fermi surface with co
ence factors>0.1 are shown.
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scans find a smaller gap at somekx away from this point.
Knowing the full dispersionE(kW ), a much fuller test of the
theory can in principle be carried out.

While the problem of the minimum gap locus can be s
isfactorily explained in the pinned VHS model, the proble
remains that in the normal state above the pseudogap
Fermi surface found in photoemission does not seem to
tersect (p,0). It must be recalled that the VHS is the ultima
hot spot, so local residual disorder is likely to broaden
split the quasiparticle spectrum near the VHS even at t
peratures considerably in excess of the pseudogap tem
ture. An indication for such smearing is the disagreem
between the Argonne65 and Stanford1 groups on the shape o
the Fermi surface near the VHS in underdoped cupra
Hence we prefer to infer the position of the VHC from da
in the superconducting state, when line broadening effe
are smallest. If the VHC is within 5 meV ofeF in the super-
conducting state~Fig. 12!, it should be even closer in th
normal state, since the superconducting transition tend
shift the chemical potential away from the VHS.66

H. Spectral weight shift

Shen et al.67 have recently found significant shifts o
spectral weight on cooling the sample from the pseudo
phase aboveTc to the superconducting phase below. The
are exactly the sort of changes one would expect in
present model, since the CDW and superconductivity h
very different gap structures, and the CDW gap is sign
cantly reducedbelow Tc , Fig. 2. However, experimentally
these changes are found to occur over an energy range
tending to;300 meV away fromeF . This extended range
is presumably telling us about the relevant pairing boso
but since these energies are greater than\vph, strong cou-
pling calculations are required, which are beyond the sc
of the present paper.

FIG. 22. Loci of minimum gap~dashed and dotted lines! and
zero gap~solid and dot-dashed lines!. Parameters aret520.45,
G0540 meV, G15Dk50.
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IV. CONCLUSIONS

We have taken a simple pinned Van Hove ansatz for
striped pseudogap phase in the cuprates, and analyzed
predicted tunneling and photoemission spectra, compa
them with experimental data. Highlights of our results i
clude the following.~1! We explain the experimental obse
vation that the tunneling peaks coincide with the (p,0) pho-
toemission dispersion, and show that careful measurem
of this effect can provide direct evidence of pinning of t
Fermi level to the VHC over an extended doping range.~2!
In turn, the fact that tunneling shows a well-defined gapl
feature confirms that the (p,0) dispersion also has two
branches — that is, that the pseudogap is associated
some form of VHS nesting.22 ~3! The tunneling gap has a
characteristic asymmetry which vanishes at optimal dopi
this is evidence that optimal doping is that point at which t
Fermi level exactly coincides with the VHS.60

~4! By plotting the doping dependence of the photoem
sion hump feature, the resulting pseudogap phase diag
for Bi-2212 is in good agreement with similar phase d
grams for LSCO and YBCO, derived from transport me
surements. Since the scaled data in Fig. 8 all have opti
doping valuesxc consistent with the Uemura plot, the poss
bility arises thatthe pseudogap phase diagram may be u
versal, while optimal doping xc varies from compound to
compound. ~5! The rearrangement of spectral weight se
below Tc can be interpreted as a generation of sepa
pseudogap~hump feature! and superconducting~sharp fea-
ture! peaks with the dip between them due to supercond
ing coherence effects. However, this requires inhomogen
not included in the simple Ansatz.~6! Finally, a number of
specific features observed in the photoemission receiv
natural explanation in this model, including the shrinkin
Fermi surface and the locus of minimum gap.

A shortcoming of the model is the prediction of a splittin
of the tunneling gap, which has not yet been observed. H
ever, we note that~a! this may be due to the assumption
s-wave superconductivity, and~b! even the assumption of
pured-wave superconductor, with no pseudogap, would le
to a split peak in tunneling unless the Fermi level we
pinned to the VHS.

V. DISCUSSION

A. Alternative pseudogap scenarios

The present interpretation of the pseudogap in terms
Van Hove nesting is in agreement with some early~1990!
calculations68,39 which predated any of the experimental o
servations of the ‘‘spin gap’’ or pseudogap. However, one
these theories involves an SDW,68 the other a CDW,39 while
more recent calculations20–22 involve a flux phase near hal
filling. Hence, the essential feature is the Van Hove nesti
the particular instability depends on the details of t
electron-electron interaction.

It is convenient to classify these instabilities in terms
the SO~6! scenario. As discussed in Sec. II B, the instabiliti
fall into two broad classes: nesting and pairing. We exp
that the phase diagram, Fig. 1, of the competition betw
pseudogap and superconductivity, would not be grea
changed if the pseudogap represents anynestinginstability,



S
e
l

e

e
o
ic
c

re
rm
ap
r
w
g
pe
n
ng
op
lf

he
th
ra

er
he

nl

be
be

a
io
e

ti
e
-

s
e

s

nd
y

se,
fer-
ntal
s
as

tive
ctra
s.

are

ng

roy

the

ue

In a
nset
nto
t
ion
is

not
ces.
eral
su-

opic

truc-

io-
th
t
ition

the

nal
ical

t
the
to
y in

etic
tic
TT

th
-
d in

640 PRB 60R. S. MARKIEWICZ, C. KUSKO, AND V. KIDAMBI
as long as the physics is dominated by proximity to a VH.
This would hold for any Hubbard or tJ model, in which th
VHS is at half filling, and more particularly for any mode
which introduces a higher order hopping parameter (t8 or
tOO) to move the VHS toward finite positivex ~hole doping!
—i.e., closer to optimal doping.

Among thenestingtheories of the pseudogap, we includ
Schrieffer’s spin bag68 and Zhang’s SO~5!,13 for which the
instability is an SDW, Laughlin’s20 and Wen and Lee’s21

flux phase models, and Klemm’s CDW model.69 Within an
SO~6! symmetric model, all would produce the sam
pseudogap phase diagram. Hence, the question of which
actually produces the ground state depends on wh
symmetry-breaking operators are present in the physical
prates.

Following the discussion in Sec. II B, it would be mo
difficult to reproduce the pseuodgap phase diagram in te
of a pairing instability — i.e., assuming that the pseudog
is a signature of superconducting fluctuations, a precurso
real space pairing. We believe that this class of models
have difficulty explaining striped phases, and the seemin
smooth extrapolation of the pseudogap to the SCOC dis
sion at half filling. On the other hand, some rece
models70,71have incorporated a preformed pair or fluctuati
regime as part of a crossover from superconductivity at
timal doping to a Ne´el or staggered flux phase near ha
filling. These models are much closer to the spirit of t
present calculation, but have not so far calculated how
crossover affects the tunneling and photoemission spect

B. Distinguishing the nesting instabilities

There is a natural generalization72 of Eq. ~1! to SO~6!,

D t5A(
i 51

12

D i
2, ~24!

where the sum is over all twelve instabilities of both sup
spins. Thus,at (p,0) the pseudogap depends only on t
vector sum of the individual gaps. For t850, Eq.~24! holds
over the full Fermi surface. Hence, the instabilities can o
be distinguished by their dispersion away from (p,0).

In attempting to distinguish different models, it must
kept in mind that this secondary dispersion is likely to
model dependent. For example,d-wave superconductivity
would have different dispersion depending whether it w
phonon-induced or an electronic instability. The dispers
will be sensitive to the nature of the boson mediating sup
conductivity, in particular to the cutoffvc .

A second example is instructive. In the antiferromagne
state at half filling there is a competition between the N´el
phase~commensurate SDW! and the flux phase. In a Hartree
Fock calculation, both phases give rise to similar gaps
(p,0), but have very different dispersion in other direction
In particular, the Ne´el gap is approximately isotropic, whil
the flux phase has zero gap near (p/2,p/2), and closely re-
sembles the experimental dispersion of SCOC.19 ~See Fig. 32
of Ref. 18 and the associated discussion for reference
earlier literature.! This is suprising, since the Ne´el phase
should be more stable, having the larger average gap, a
was speculated that the Ne´el phase dispersion is modified b
ne
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fluctuation or correlation effects. This seems to be the ca
since calculations of the dispersion of one hole in an anti
romagnet are capable of reproducing the experime
dispersion.73 Thus, while the theoretical interpretation ha
proven quite involved, the dispersion remains simple: it h
the periodicity of the Ne´el superlattice, with maximal gap
associated with VHS splitting.

Despite these caveats, we are exploring an SO~6!-
generalized version of the pBF model, to test how sensi
the phase diagram and tunneling and photoemission spe
are to the particular forms of nesting or pairing instabilitie

C. Is there a phase transition at the pseudogap?

It must be kept in mind that the present calculations
mean-field, and thus find a true gap opening atTp , rather
than a pseudogap. Inclusion of fluctuations would bri
about the following changes.68,39 ~1! In two dimensions, the
Mermin-Wagner theorem shows that fluctuations dest
long-range CDW or SDW order.~2! Thus, in a purely two-
dimensional system, a pseudogap would open close to
mean-fieldTp , but a true gap would emerge only atT50.
~3! Three-dimensional correlations could bring about tr
long-range order at someT3D!Tp . ~4! The cuprate
pseudogap provides one additional complication: stripes.
classical picture of phase separation, the pseudogap o
would be accompanied by a spinodal decomposition i
magnetic and hole-doped~CDW!22 domains, with attendan
large increase of fluctuation disorder. The quantum vers
of spinodal decomposition, with strong Coulomb effects,
yet to be worked out.

In light of the above, long-range pseudogap order is
necessarily expected, but can arise in special circumstan
Is there any sign of this in the cuprates? There are sev
features which may be suggestive of such effects, albeit u
ally in special limits.~a! In La2CuO41d , the interstitial oxy-
gens are mobile below room temperature, and a macrosc
spinodal decomposition takes place below;415 K.74 Inter-
estingly, the phase separation seems to coincide with a s
tural phase transition.~b! In YBa2Cu4O8, the double chains
show negligible oxygen vacancy disorder, but the stoich
metric compound is intrinsically underdoped, wi
pseudogap comparable to YBCO6.6. There are reports tha
Ca substituted samples show a structural phase trans
with long-range order near the pseudogap temperature.75 ~c!
The low-temperature orthorhombic~LTO! transition in
LSCO has a very similar doping dependence to
pseudogap, but withTLTO;Tp/2 @Fig. 52a of Ref. 18#. The
pseudogap, LTO, and related low-temperature tetrago
~LTT! phases have been interpreted as a series of dynam
and static Jahn-Teller phases,43 which in the present contex
would correspond to increasingly ordered versions of
CDW phases.~d! Finally, the LTT phase can be stabilized
give a long-range ordered phase near the 1/8 anomal
LSCO:Nd and in La22xBaxCuO4. At the same time there is
long-ranged stripe order and long-ranged antiferromagn
order. It is tempting to assume that the antiferromagne
order is associated with the undoped stripes, and the L
order with the hole-doped stripes, in accord wi
prediction.24,22 Additional information on the connection be
tween the pseudogap and structural ordering is discusse
Sec. 9.1 of Ref. 18.
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D. Doping dependence oflD

There were a few tantalizing hints that the supercondu
ing coupling parameterlD is doping dependent: increasin
as x is reduced below optimal doping. This was needed
explain the LSCO phase diagram, Fig. 3, and the dop
dependence of the sharp photoemission peak belowTc , Sec.
III E. This could have a simple explanation — e.g., the ba
width is reduced by correlation effects from;4t ~half band-
width! at optimal doping to;2J near half filling, and this
reduction is neglected in the pBF model. Alternatively,
could signal the importance of magnetic fluctuations.

In the three-band slave boson model calculation,22 the
stripes were interpreted as a crossover from a flux phase
half filling to a CDW phase near optimal doping. In SO~6!,
this is a crossover between the two different superspin m
tiplets, and is accompanied by a crossover fromd-wave to
s-wave superconductivity. This would be consistent w
hints of a mores-wave-like superconducting transition i
overdoped materials.

Recently, a number of relevant results have appeared
~1! Panagopoulos and Xiang76 have determined that th

slope of the gap near the gap zero at (p/2,p/2) scales with
Tc , and not with the gap near (p,0). Similarly,
Mourachkine77 has found evidence for two tunneling gap
very similar to featuresA and B of Fig. 5; as predicted
featureB scales withTc , and not with the pseudogap, featu
A.

~2! Miyakawaet al.78 provide additional data on the tun
neling gap, suggestive of significant superconducting fl
tuations. However, a careful analysis79 finds deviations from
scaling of the dip feature with the tunneling gap, which c
be interpreted as due to a significant non-superconduc
component of the gap, which grows significantly with und
doping.

~3! Corsonet al.80 find direct evidence for superconduc
ing fluctuations and a Berezinski-Kosterlitz-Thouless tran
tion, from which they can estimate a bare superconduc
transition temperatureTc0.Tc . However,Tc0 is consider-
ably smaller than the pseudogap onset — in fact,Tc0 de-
creases with increased underdoping, likeTc , but unlike the
pseudogap. Their data are for samples with 33 K<Tc
<71 K, and hence are not inconsistent with Miyakaw
et al.,78 who studyTc>70 K. Indeed, the analysis of Ref. 7
suggests a maximum inTc0 near 70 K.

~4! Parkeret al.81 have used a novel approach to attach
contacts, which appears to enhance the pseudogap con
tion to tunneling. The temperature dependence of their t
neling spectra resembles Fig. 19, with only a weak dip f
ture but with a pronounced pseudogap contribution ab
Tc .
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APPENDIX A: PHASE DIAGRAM FOR LSCO AND YBCO

We briefly discuss the procedure for determining t
phase diagram of Figs. 1–3 and 9, to indicate the role of
various parameters.
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1. Choice oft

Using Eq.~3!, a valuet52t8/t520.38 is necessary fo
the VHS to fall at optimal dopingxc50.16 in LSCO. On the
other hand, there is a suggestion82 thatt in LSCO may be as
large as20.6, which corresponds toxc50.274.

In YBCO, band structure calculations suggestt520.9
— remarkably close to the critical value21.0 for one-
dimensional behavior. This in turn corresponds to a dop
xc50.54. Note, however, that the band structure calculati
also find a significant interplane coupling between the t
CuO2 planes in a unit cell, such that the symmetrical co
bination is essentially undoped. In this case, for the antisy
metrical combination Fermi surface to be at the VHS wou
require an average doping per layer of 0.54/250.27 holes.
This is consistent with the optimal doping estimated from
Uemura plot,58 which finds thatxc /m is about twice as large
for YBCO as for LSCO. Assuming that both materials ha
the same effective massm, this would give a broad peak in
xc near 0.32 for YBCO.

The situation for Bi-2212 is slightly more complicate
The Uemura plot suggests anxc similar to that in YBCO,
while photoemission is consistent witht.20.9.65 However,
there is no evidence in photoemission for the interlayer sp
ting of the Fermi surface. We will postulate that a splittin
similar to that found in YBCO is locally present, but is ob
scured by a very shortc-axis correlation length.

2. Optimal doping

In YBCO, the pseudogap appears to vanish very close
optimal doping, as soon as the superconductingTc exceeds
the pseudogapTp . This is a natural consequence of the B
model, and so is a convenient point to fix for the pha
diagram. We proceed as follows. For a givent, we set the
Fermi level at the VHS and calculate the electron-phon
coupling energieslD andlG which giveDk5Gk501 at T
590 K. With this choice ofl ’s, Tc5Tp590 K at this dop-
ing, and at any larger doping the pseudogap will be s
pressed to zero byTc . The only free parameter isvph. In
Fig. 23, we plot the resultingl ’s vs vph for two choices oft.

FIG. 23. Allowed values ofl vs vph to fix Tp5Tc590 K at
optimal doping. Solid~dashed! line 5lG for t520.6 (20.9);
dot-dashed~dotted! line5lD for t520.6 (20.9).
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As expected, for a largervph, a smallerl is needed, but for
vph.30 meV, the value ofl varies only weakly. The de
pendence of thel ’s on t is what would be expected from
Fig. 1: nesting is strongest fort50, so the necessarylG
increases with increasingt, while pairing becomes easier a
the bands become more one-dimensional,t→1.

3. Choosingvph

If we assumet50.25 eV is known, and thatlD andlG
are doping independent, there is only one remaining f
parametervph to adjust to fit the rest of the phase diagra
We explore three features in particular: the gap ratio,
magnitude of the limiting pseudogap at zero doping, and
superconducting onset.

In weak coupling BCS theory, the gap ratio 2D(T
50)/kBTc53.53, and increases for stronger coupling. Figu
24 shows the variation of this ratio withvph, where thel ’s
are fixed by Fig. 23, as discussed above. The ratio for
superconducting phase is somewhat enhanced from the
value, and depends only weakly onvph. The ratio can be
much larger and morevph-dependent for the pseudoga
Note that in Fig. 1, wherelD5lG is assumed, the two ga
ratios are nearly equal.~The problem with Fig. 1 is that the
critical doping is too low.! Experimentally, Odaet al.4 find a
value 4–5, whereas the data of Dinget al.54 yield ;8. Thus,
the model can account for the former value, but not the lat
If the correct ratio turns out to be;8, this may be evidence
for pair-breaking effects limitingTc .83

Figure 25 shows how the limiting pseudogapTp(t50)
depends onvph ~in view of the uncertainty in the gap ratio
we have chosen to work with the critical temperature rat
than the gap!. Another constraint is the superconducting o
setxmin , the doping at which superconductivity first appea
This is;0.05 in LSCO; for YBCO and Bi-2212, it is hard t
specify the precise planar hole doping. Adjustingxmin is
somewhat in conflict with the other constraints, since a la
difference lG2lD leads to a largerxmin , Fig. 26. Given
these conflicting constraints, the parameters of Fig. 9 see
provide the best overall solution.

FIG. 24. Gap ratio vsvph using values ofl determined from
Fig. 23. Solid~dashed! line5ratios for superconducting gap fort
520.6 (20.9); dot-dashed~dotted! line5ratios for CDW gap for
t520.6 (20.9).
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APPENDIX B: ANALYSIS OF d-WAVE GAPS

For a purely superconducting gap (G05G150) the ei-
genvalues of Eq.~6! simplify:

E656A~ek2eF!21DkW
2. ~B1!

For ad-wave superconductor,DkW5QkWD0(cx2cy). The tun-
neling peak corresponds to the maximum ofE2 ~or mini-
mum of E1). From Fig. 10, it is sufficient to evaluat
]E2 /]cx when cy561 ~the 11 solution corresponds to
overdoping,21 to underdoping!. In terms of the scaled vari
ablest52t8/t, d5D0/2t, and m̂5eF/2t, the maximum oc-
curs at

6cx5
d22~16t!~16m̂ !

d21~16t!2
, ~B2!

and isEmax[DTU with

FIG. 25. CDW onsetTp at zero doping vsvph using values ofl
determined from Fig. 23. Dotdashed~dotted! line5Tp for CDW gap
for t520.6 (20.9).

FIG. 26. Onset of superconductivityx vs vph using values ofl
determined from Fig. 23. Dot-dashed~dotted! line5x for CDW gap
for t520.6 (20.9).
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S Emax

2t D 2

5
d2~t1m̂62!2

d21~16t!2
, ~B3!

which give the dashed lines in Fig. 11. The photoemiss
gapDPE ~solid line in Fig. 11! is simply the value ofE2 at
(p,0):

S DPE

2t D 2

5~t2m̂ !214d2. ~B4!

When the Fermi level coincides with the VHS,m̂5t, and
DPE5DTU52D0, to lowest order ind2.

APPENDIX C: PROPERTIES OF THE CDW

When superconductivity is absent, the Fermi surface
be found from solutions to

ẽkW ẽkW1QW 5GkW
2 , ~C1!

where ẽkW5ekW2eF . When the Fermi level is pinned at th
VHS, eF54t8, this reduces to
e

a
ik

a

n
a

a

L

a

n

an

cx5
2~12t2!cy6At2sy

42g2~12t2cy
2!

12t2cy
2

, ~C2!

using sy
2512cy

2 and g5GkW/2t, in addition to the notation
introduced in Appendix B. The Fermi surface shrinks to t
point (p/2,p/2) wheng5utu.

The locus of minimal gap can be found as in Appendix
Its exact position depends on the orientation of the sc
Here, we fixky and scankx . The top of theEk2 band is then
at

cx52cy6
utgcyu

A12t2cy
2

. ~C3!

In particular, forcy51

cx5211
utgu

A12t2
. ~C4!

Note that, even though the Fermi level is pinned at the VH
the locus of minimum gap does not pass through (p,0).
,

u-

v.

S.

.

,

.

u,

s.
*On leave of absence from Inst. of Atomic Physics, Buchar
Romania.

1D.S. Marshall, D.S. Dessau, A.G. Loeser, C.-H. Park, A.Y. M
suura, J.N. Eckstein, I. Bozovic, P. Fournier, A. Kapituln
W.E. Spicer, and Z.-X. Shen, Phys. Rev. Lett.76, 4841~1996!.

2A.G. Loeser, Z.-X. Shen, and D.S. Dessau, Physica C263, 208
~1996!; A.G. Loeser, Z.-X. Shen, D.S. Dessau, D.S. Marsh
C.H. Park, P. Fournier, and A. Kapitulnik, Science273, 325
~1996!.

3H. Ding, T. Yokoya, J.C. Campuzano, T. Takahashi, M. Ra
eria, M.R. Norman, T. Mochiku, K. Kadowaki, and J. Giapintz
kis, Nature~London! 382, 51 ~1996!.

4M. Oda, K. Hoya, R. Kubota, C. Manabe, N. Momono, T. N
kano, and M. Ido, Physica C281, 135 ~1997!.

5H.J. Tao, F. Lu, and E.L. Wolf, Physica C282-287, 282 ~1997!.
6Ch. Renner, B. Revaz, J.-Y. Genoud, K. Kadowaki, and O. F

cher, Phys. Rev. Lett.80, 149 ~1998!.
7Y. DeWilde, N. Miyakawa, P. Guptasarma, M. Iavarone,

Ozyuzer, J.F. Zasadzinski, P. Romano, D.G. Hinks,
Kendziora, G.W. Crabtree, and K.E. Gray, Phys. Rev. Lett.80,
153 ~1998!.

8N. Miyakawa, P. Guptasarma, J.F. Zasadzinski, D.G. Hinks,
K.E. Gray, Phys. Rev. Lett.80, 157 ~1998!.

9A. K. Gupta and K.-W. Ng, Phys. Rev. B58, 8901~1998!.
10V.J. Emery and S.A. Kivelson, Nature~London! 374, 434~1995!;

M. Randeria, cond-mat/9710223~unpublished!; Q. Chen, I. Ko-
sztin, B. Janko´, and K. Levin, Phys. Rev. Lett.81, 4708~1998!.

11X.-G. Wen and P.A. Lee, Phys. Rev. Lett.80, 2193~1998!.
12C.N. Yang and S.-C. Zhang, Mod. Phys. Lett. B4, 759 ~1990!;

S.-C. Zhang, Phys. Rev. Lett.65, 120 ~1990!.
13S.-C. Zhang, Science275, 1089~1997!.
14R. S. Markiewicz and M. T. Vaughn, J. Phys. Chem. Solids59,

1737 ~1998!; Phys. Rev. B57, 14 052~1998!.
15T.M. Rice and G.K. Scott, Phys. Rev. Lett.35, 120 ~1975!.
16C. Balseiro and L.M. Falicov, Phys. Rev. B20, 4457~1979!.
17J.W. Loram, K.A. Mirza, J.R. Cooper, W.Y. Liang, and J.M

Wade, J. Supercond.7, 243 ~1994!.
st,

t-
,

ll,

d-
-

-

is-

.
C.

nd

.

18R.S. Markiewicz, J. Phys. Chem. Solids58, 1179~1997!.
19B.O. Wells, Z.X. Shen, A. Matsuura, D.M. King, M.A. Kastner

M. Greven, and R.J. Birgeneau, Phys. Rev. Lett.74, 964~1995!.
20R.B. Laughlin, J. Phys. Chem. Solids56, 1627~1995!.
21X.-G. Wen and P.A. Lee, Phys. Rev. Lett.76, 503 ~1996!.
22R.S. Markiewicz, Phys. Rev. B56, 9091~1997!.
23I. Affleck and J.B. Marston, Phys. Rev. B37, 3774~1988!.
24R.S. Markiewicz, J. Phys.: Condens. Matter2, 665 ~1990!.
25Earlier references summarized on p. 1223 of Ref. 18; N. F

rukawa and T.M. Rice, J. Phys.: Condens. Matter10, L381
~1998!; N. Furukawa, T.M. Rice, and M. Salmhofer, Phys. Re
Lett. 81, 3195 ~1998!; G. Hildebrand, E. Arrigoni, C. Gro¨ber,
and W. Hanke, Phys. Rev. B59, 6534~1999!.

26J.M. Tranquada, B.J. Sternlieb, J.D. Axe, Y. Nakamura, and
Uchida, Nature~London! 375, 561~1995!; J.M. Tranquada, J.D.
Axe, N. Ichikawa, A.R. Moodenbaugh, Y. Nakamura, and S
Uchida, Phys. Rev. Lett.78, 338 ~1997!.

27H.J. Schulz, Phys. Rev. B39, 2940~1989!.
28H.-H. Lin, L. Balents, and M.P.A. Fisher, Phys. Rev. B58, 1794

~1998!.
29R.S. Markiewicz, Physica C193, 323 ~1992!.
30R.S. Markiewicz, Phys. Rev. Lett.73, 1310~1994!.
31R.S. Markiewicz and C. Kusko cond-mat/9802079~unpublished!.
32J.L. Tallon, J.R. Cooper, P.S.I.P.N. de Silva, G.V.M. Williams

and J.W. Loram, Phys. Rev. Lett.75, 4114~1995!; J. W. Loram,
J. R. Cooper, K. A. Mirza, N. Athanassopoulou, and W. Y
Liang ~unpublished!.

33 J. W. Loram, K. A. Mirza, J. R. Cooper, N. Athanassopoulo
and W. Y. Liang, inProceedings of the 10th Anniversary HTS
Workshop on Physics, Materials, and Applications, edited by B.
Batlogg, C.W. Chu, W.K. Chu, D.U. Gubser, and K.A. Mu¨ller
~World Scientific, Singapore, 1996!, p. 341.

34M. Kiselev, F. Onufrieva, and P. Pfeuty, cond-mat/9804263~un-
published!.

35J. W. Loram, K. A. Mirza, J. R. Cooper, and J. L. Tallon, J. Phy
Chem. Solids59, 2091~1998!.

36Summarized in Secs. 11.4–6 of Ref. 18.



J
S

.

u

T
i,

O.

P.

J

ro
R
.
ht
.
u

T.
i,

ys.

ys.

a,
ki,

R.

,

od-

ou,

C.

.

.G.

zo-

and

644 PRB 60R. S. MARKIEWICZ, C. KUSKO, AND V. KIDAMBI
37G.S. Boebinger, Y. Ando, A. Passner, T. Kimura, M. Okuya,
Shimoyama, K. Kishio, K. Tamasaku, N. Ichikawa, and
Uchida, Phys. Rev. Lett.77, 5417~1996!.

38J.C. Naeini, X.K. Chen, J.C. Irwin, M. Okuya, T. Kimura, and K
Kishio, Phys. Rev. B59, 9642~1999!.

39R.S. Markiewicz, Physica C169, 63 ~1990!.
40Dynamical Groups and Spectrum Generating Algebras, edited by

A. Bohm, Y. Ne’eman, and A. O. Barut~Singapore, World Sci-
entific, 1988!.

41A.I. Solomon and J.L. Birman, J. Math. Phys.28, 1526~1987!.
42R.S. Markiewicz, Physica C200, 65 ~1992!.
43R.S. Markiewicz, Physica C210, 235 ~1993!; 207, 281 ~1993!.
44G.D. Mahan,Many Particle Physics, 2nd ed~Plenum, New York,

1990!, Sec. 9.3.
45W.A. Harrison, Phys. Rev.123, 85 ~1961!; Z. Yusov, J.F. Zasa-

dzinski, and L. Coffey, cond-mat/9709249~unpublished!.
46J.Y.T. Wei, C.C. Tsuei, P.J.M. van Bentum, Q. Xiong, C.W. Ch

and M.K. Wu, Phys. Rev. B57, 3650~1998!.
47A.A. Varlamov, A.V. Pantsulaya, and M.V. Fistul’, Zh. E´ ksp.

Teor. Fiz.93, 701 ~1987! @Sov. Phys. JETP66, 396 ~1987!#.
48A.M. Gabovich, Sov. J. Low Temp. Phys.18, 490 ~1992!.
49P.A. Lee, T.M. Rice, and P.W. Anderson, Phys. Rev. Lett.31,

462 ~1973!.
50M.V. Sadovskii, Zh. E´ ksp. Teor. Fiz.77, 2070~1979! @Sov. Phys.

JETP50, 989 ~1979!#.
51O. Tchernyschov, Phys. Rev. B59, 1358~1999!.
52D. Coffey and L. Coffey, Phys. Rev. Lett.70, 1529~1993!.
53H. Ding, Bull. Am. Phys. Soc.43, 884 ~1998!.
54H. Ding, J.C. Campuzano, M.R. Norman, M. Randeria,

Yokoya, T. Takahashi, T. Takeuchi, T. Mochiku, K. Kadowak
P. Guptasarma, and D.G. Hinks, J. Phys. Chem. Solids59, 1888
~1998!.

55Ch. Renner, B. Revaz, K. Kadowaki, I. Maggio-Aprile, and
Fischer, Phys. Rev. Lett.80, 3606~1998!.

56P.J. White, Z.-X. Shen, C. Kim, J.M. Harris, A.G. Loeser,
Fournier, and A. Kapitulnik, Phys. Rev. B54, 15 669~1996!.

57B. Batlogg, H.Y. Hwang, H. Takagi, R.J. Cava, H.L. Kao, and
Kwo, Physica C235-240, 130 ~1994!.

58Y.J. Uemura, G.M. Luke, B.J. Sternlieb, J.H. Brewer, J.F. Ca
lan, W.N. Hardy, R. Kadano, J.R. Kempton, R.F. Kiefl, S.
Kreitzman, P. Mulhern, T.M. Riseman, D.Ll. Williams, B.X
Yang, S. Uchida, H. Takagi, J. Gopalakrishnan, A.W. Sleig
M.A. Subramanian, C.L. Chien, M.Z. Cieplak, G. Xiao, V.Y
Lee, B.W. Statt, C.E. Stronach, W.J. Kossler, and X.H. Y
Phys. Rev. Lett.62, 2317~1989!.

59C. Zhou and H.J. Schulz, Phys. Rev. B45, 7397 ~1992!; F.
Wenger and S. O¨ stlund, ibid. 47, 5977~1993!.

60R.S. Markiewicz and B.C. Giessen, Physica C160, 497 ~1989!.
.
.

,

.

.

-
.

,

,

61M.R. Norman, H. Ding, M. Randeria, J.C. Campuzano,
Yokoya, T. Takeuchi, T. Takahashi, T. Mochiku, K. Kadowak
P. Guptasarma, and D.G. Hinks, Nature~London! 392, 157
~1998!.

62M.R. Norman, M. Randeria, H. Ding, and J.C. Campuzano, Ph
Rev. B57, 11 093~1998!.

63V.B. Geshkenbein, L.B. Ioffe, and A.I. Larkin, Phys. Rev. B55,
3173 ~1997!.

64A. Nazarenko, J. R. Engelbrecht, and M. Randeria, J. Ph
Chem. Solids59, 1745~1998!.

65H. Ding, M.R. Norman, T. Yokoya, T. Takeuchi, M. Randeri
J.C. Campuzano, T. Takahashi, T. Mochiku, and K. Kadowa
Phys. Rev. Lett.78, 2628~1997!.

66P. Miller, J.K. Freericks, and E.J. Nicol, Phys. Rev. B58, 14 498
~1998!.

67Z.-X. Shen, P.J. White, D.L. Feng, C. Kim, G.D. Gu, H. Ikeda,
Yoshizaki, and N. Koshizuka, Science280, 259 ~1998!.

68A. Kampf and J.R. Schrieffer, Phys. Rev. B41, 6399~1990!; 42,
7967 ~1990!.

69R. A. Klemm ~unpublished!.
70L. Balents, M.P.A. Fisher, and C. Nayak, Int. J. Mod. Phys. B12,

1033 ~1998!.
71C.-L. Wu, C.-Y. Mou, X.-G. Wen, and D. Chang

cond-mat/9811146~unpublished!.
72C. Kusko, R.M. Markiewicz, and M.T. Vaughn~unpublished!.
73A. Nazarenko, K.J.E. Vos, S. Haas, E. Dagotto, and R.J. Go

ing, J. Supercond.8, 671 ~1995!.
74P.G. Radaelli, J.D. Jorgensen, R. Kleb, B.A. Hunter, F.C. Ch

and D.C. Johnston, Phys. Rev. B49, 6239 ~1994!; B.W. Statt,
P.C. Hammel, Z. Fisk, S.-W. Cheong, F.C. Chou, D.
Johnston, and J.E. Schirber,ibid. 52, 15 575~1995!.

75W. Ting, O.-M. Nes, T. Suzuki, M.G. Karkut, K. Fossheim, Y
Yaegashi, H. Yamauchi, and S. Tanaka, Phys. Rev. B48, 607
~1993!.

76C. Panagopoulos and T. Xiang, Phys. Rev. Lett.81, 2336~1998!.
77A. Mourachkine, cond-mat/9810161~unpublished!.
78N. Miyakawa, J.F. Zasadzinski, L. Ozyuzer, P. Guptasarma, D

Hinks, C. Kendziora, and K.E. Gray, cond-mat/9809398~unpub-
lished!.

79R.S. Markiewicz and C. Kusko, cond-mat/9810214~unpub-
lished!.

80J. Corson, R. Mallozzi, J. Orenstein, J.N. Eckstein, and I. Bo
vic, Nature~London! 398, 221 ~1999!.

81I.F.G. Parker, M. Endres, P.J. Thomas, G. Yang, A. Yurgens,
C.E. Gough, cond-mat/9809328~unpublished!.

82D.K. Morr, Phys. Rev. B58, 587 ~1998!.
83Y. Kuroda and C.M. Varma, Phys. Rev. B42, 8619~1990!; P.B.

Allen and D. Rainer, Nature~London! 349, 396 ~1991!; R.S.
Markiewicz, Physica C183, 303 ~1991!.


