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Weak localization effects in ZnO surface wells
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Hall effect, magnetoresistance, and electrical conductivity measurements, carried out on ZnO surface wells
created by a large variety of methods, are analyzed in the frame of the weak-localization theory. The ZnO
surface wells have some unique features that allow the investigation of the weak-localization effects: ZnO has
a single valley conduction band; the Thouless length is much larger than the elastic mean-free path even at
room temperature; the well accumulates the largest surface electron concentration obtained up to now in a
surface quantum well; there are a large variety of preparation methods, some of them making it possible to
modify independently both the width and the depth of the surface wells. These features allowed us to inves-
tigate: the presence of the weak-localization effect in the largest range of temperatures~1.6–300 K! reported up
to now for a quantum well; the influence on the transport properties of the increase in the number of subbands
in the well; the effect of the presence of more inelastic scattering mechanisms and their weights in the entire
scattering process; and the passage from a quasi-two-dimensional system to a three-dimensional one.
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I. INTRODUCTION
The subject of electron transport and localization in

quasi-two-dimensional~2D! system is of high-scientific in-
terest. In the past years there have been great advances
understanding of this phenomena. A scaling theory was
veloped for the electronic conduction in disordered syste
having various dimensionalities.1–4 This was followed by
some perturbative treatments using methods of many-b
quantum theory.5,6 One of them is based on the wea
localization concept. The weak localization is a result of
constructive interference of electron waves travelling alo
closed paths in opposite directions. The most spectac
consequence of this effect in a 2D system is a logarith
dependence of the electrical conductivity on temperatu3

However, another model that takes into account the elect
electron interaction predicts the same logarithm
dependence.7 Nevertheless, the predictions of the two mod
for magnetoconductance and Hall effect appeared to be
ficiently different to distinguish between them by expe
ment.

Most of the experimental work carried out to verify th
theoretical predictions was done on Si inversion layers at
Si-SiO2 interface in metal-oxide-semiconductor~MOS!
structures.8–11 There are some difficulties in the interpret
tion of the experimental results for the Si-SiO2 system. For
example, Si has a six-valley conduction-band degener
This fact creates great complications for the theoretical tr
ment, determined by the presence of intervalley inela
scatterings.12 On the other hand the interpretation of the e
perimental results needs using both above mentioned t
ries simultaneously and sometimes the interpretation
difficult.8–10

In this paper we will analyze a different system, the Zn
surface well. This system allows a much more accurate
terpretation of the experimental data in the frame of
weak-localization theory and over a much larger range
PRB 600163-1829/99/60~8!/5832~7!/$15.00
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temperatures than in the case of Si inversion layers.
There are many advantages using the ZnO system. Z

has a single-valley conduction band so that the abo
mentioned complication disappears. Extremely strong ac
mulation layers can be produced on ZnO surfaces. Sur
electron densities up to 531014 cm22 have been
achieved,13–15 i.e., about two orders of magnitude high
than those obtained in silicon inversion layers on MOS str
tures. These accumulation layers are characterized b
width of the order of tenths Ångstroms. The quantizati
effects are therefore very pronounced and the layers co
tute a nearly perfect 2D electron gas system presentin
metallic conductivity. At these large electron concentratio
the screening effect is so high that the electron-electron
teraction is expected to be lower than in Si inversion laye
Therefore, we can assume that the weak-localization ef
will be dominant.

On the other hand, the condition for the presence o
weak-localization effect, which is that the characteris
Thouless length3 be larger than the elastic scattering leng
is fulfilled in ZnO up to room~or even higher! temperatures.

This is a remarkable peculiarity of ZnO accumulation la
ers. In contrast to this, in the case of Si inversion layers
weak-localization effects are evidenced only in a range o
few Kelvin degrees above absolute zero.

Another key aspect which favors the ZnO system is
possibility to modify independently the depth and the wid
of the surface wells. This allows the investigation of t
behavior of the conductivity if more than one subband
involved in the conduction process, up to the change ove
a three dimensional behavior.

In the following, experimental data~some of them re-
ported in other contexts! concerning Hall effect, magnetore
sistance and conductivity will be interpreted in the frame
the weak-localization model.
5832 ©1999 The American Physical Society
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II. EXPERIMENT

The starting ZnO materials were Li-doped single cryst
grown by Airtron Corp. and polycrystalline thin films grow
by rf magnetron sputtering in our laboratories.16 The single-
crystal samples were cut in smaller chips with the hexago
c axis perpendicular to the large surfaces. The thin fi
samples have also thec axis perpendicular to the surface, a
orientation resulting directly from the deposition process.16

A large number of methods were used to produce ac
mulation layers on free ZnO surfaces:~1! exposure to atomic
hydrogen;17 ~2! illumination of ZnO crystals in vacuum by
band gap light;18 ~3! exposure to thermalized He1 ions pro-
duced in an electrical discharge in He gas at atmosph
pressure;19 and ~4! low-energy hydrogen ion
implantation.14,15,20

Common to the first three methods is a high sensitivity
the surface electron accumulation layer so produced to o
gen. Therefore, all measurements are made in high vacu
in situ. Contrary, the strong accumulation layers produced
ZnO by hydrogen implantation are inert to oxygen and the
fore their characterization is much easier. The hydrogen
plantation has also the advantage that the depth and
width of the wells can be varied independently by chang
the implantation dose or the energy of the hydrogen ions

The surface wells were created on the oxygen faces
these hexagonal crystals. A large variety of contacts w
realized on the surface: In dots, Vn strips, Cr-Au strips.
the majority of conductivity measurements, separate cur
and voltage contacts were used.

The Hall effect was usually measured between three p
of parallel probes and we considered only those res
where the difference between the pairs was less than 10
order to avoid the inhomogenity problem. In the case of
small signal values detected in the magnetoresistance m
surements, accurate data can only be obtained in the ran
1013–1014 cm22 surface electron concentration because
other ranges an understandable noise disturbs the usefu
nal.

The measurements were performed using a cryostat
allows conductivity and galvanomagnetic measurement
be carried out in the temperature range of 1.6–300 K. S
cial care was taken in order to ensure that no conducti
decay occurred during the measurement cycles due to
gen adsorption.13

III. RESULTS AND ANALYSIS

A. The energy spectrum of electrons in the quantum wells

The large variety of preparation methods determine
large diversity of quantum well shapes and energy le
spectra. They were calculated using the basic Har
method, which requires a self-consistent solution of
Schrödinger and Poisson equations taking into account
specific charge distribution for each kind of structure.

For instance, in the case of samples prepared by expo
the surface to atomic hydrogen or thermalized He1 ions, all
the positive charge is fixed at the surface. Therefore
charge density that enters in the Poisson equation is only
one that corresponds to the electrons which are distribute
the accumulation layer
s
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d2V

dx2
52

r1
2~x!

e0e r
, ~3.1!

wherex is the distance in the direction perpendicular to t
surface,e0 is the permitivity of free space, ande r the relative
dielectric constant.

In the case of hydrogen ion implantation the charge d
sity is a sum of the positively charged donors resulting fro
implantation and of the negative charge determined by
electron distribution in the well

d2V

dx2
52

1

e0e r
@r1

2~x!1r2
1~x!#, ~3.2!

where the negative charge density of electrons is

r1
2~x!52e(

i ,k

uw ik~x!u2

11expS Eik2EF

kT D . ~3.3!

Here w ik is the electron wave function obtained from th
coupled Schro¨dinger-Poisson equations,EF is the Fermi en-
ergy andEik is the energy of an electron in thei th subband

Eik5Ei01
\2ky

2

2m*
1

\2kz
2

2m*
5Ei01

\2k2

2m*
. ~3.4!

The distribution of the positive ionized donors is given
the Lindhard, Scharf, and Schiott theory and has the form
a Gaussian.21 More details on the computation methods a
about the boundary conditions can be found in anot
paper.22 The shape of the potential well together with th
energy levels within the well are presented in Fig. 1. We c
see that for the positive charge fixed at the surface we h
two subbands under the Fermi level@Fig. 1~a!#. This aspect
is present for the entire range of investigated concentrat
(1013–1014 cm22). In all cases the shallow level is very clos
to the Fermi energy position. However, for a well obtain
by 100-eV energy hydrogen implantation, having 1014-cm22

donor concentration, we found already three subbands@Fig.
1~b!#. The number of the levels increases up to five
400 eV and 1014 cm22 and even to eleven for an ion energ
of 500 eV and 531014 cm22 surface donor concentratio
@Fig. 1~c!#.

The separation between the subbands has a real mea
only if it is higher thankT or DE-the energy broadening du
to collisions.DE is determined from the ratio\/t wheret is
the collision time. Its value can be estimated from Hall me
surements~see below! and depends on the electron conce
tration, defect concentration, and more generally on the
gree of disorder. For example, for a surface elect
concentration around 1014 cm22 the value ofDE is about
100 meV. Therefore, we see that the upper subbands in
1~b! can be considered as being completely separated
contrast, in the case of 500 eV and 531014 cm22 electron
concentration@Fig. 1~c!# the subbands seems to be superi
posed each other with its neighbor levels. In this case i
expected that the system behaves like being three dim
sional rather than two dimensional.



cases.
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FIG. 1. The calculated shape of the surface potential and the corresponding distribution of the energy levels for three different~a!
Surface treated sample~i.e., all the donors at the surface! having the number of total donors per unit area equal to 6.531013 cm22; ~b!
hydrogen implanted sample with 100-eV ion energy having the total number of implanted donors per unit area equal to 1014 cm22; ~c!
hydrogen implanted sample with 500-eV ion energy having the total number of implanted donors per unit area equal to 531014 cm22. The
position of the Fermi level in all three cases is 0.1 eV below the conduction band in the bulk.
y

f t
ic

is
ng
te
o
m
th

eat
lier

-

ties
n-
rre-

ncy
as

n
ctiv-
-

ns.

th
B. The Hall effect

The Hall coefficientRH for surface channels is usuall
defined asRH5EH /IB using the valueI of the current per
sample width instead of the current densityJ as in the 3D
case. HereEH is the Hall field andB is the magnetic induc-
tion. In Fig. 2, we present the temperature dependence o
reciprocal of the Hall coefficient multiplied by the electron
charge~for reasons that will be clarified below!. As can be
seen from this figure the reciprocal of the Hall coefficient
essentially temperature independent in the 2–300 K ra
both for the helium surface-treated and the implan
samples. This behavior was typical in the metallic regime
conduction for all the investigated samples. However, so
surface-treated samples show a small deviation from

FIG. 2. The temperature dependence of the reciprocal of
surface Hall constant for three different samples. CurveA corre-
sponds to a He treated sample, curvesB and C correspond to
100-eV hydrogen-implanted samples.
he

e
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e
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constancy but only in the high-temperature range. A gr
number of Hall measurement data can be found in ear
published papers.13,14

The fact that in our experiments the variation with tem
perature of the Hall constant (DRH) is zero indicates that the
weak localization effects determine the transport proper
of the system,3 and not the electron-electron interaction. I
deed, in the case of electron-electron interaction the co
sponding theory predicts that23

DRH

RH
522

Ds

s
, ~3.5!

which is obviously not the case here.Therefore the consta
of the Hall coefficient is a clear sign of weak localization,
shown by Fukuyama.24 This behavior of the Hall effect al-
lows the use of an effective surface density

nse f f5
1

eRH
. ~3.6!

Therefore the value of 1/eRH in Fig. 2 corresponds to the
surface electron concentration.

Correspondingly thesxx conductivity can be written as

sxx5
nse f fe

2

m*
te f f , ~3.7!

wherete f f is24

te f f5telS 12
1

2pEFtel
ln

t i

tel
D . ~3.8!

Here,t i and tel are the inelastic and elastic collision mea
times, respectively. From magnetoresistance and condu
ity measurements~see below! we obtain the temperature de
pendence ofsxx and t i and therefore, from Eq.~3.8! the
values oftel . They were found to be between 2310215 and
9310215 s for different samples and electron concentratio

e
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For the same sampletel increases withns and for the same
electron concentration its value varies from sample
sample.13

Knowing the value oftel we can calculate the mean-fre
elastic length:l el5vFitel wherevFi , the velocity of an elec-
tron in thei th subband at the Fermi level, is given by

vFi5F 2

m*
~Ei2EF!G 1/2

. ~3.9!

For example, in the case of hydrogen surface-trea
samples having an electron concentration of 531013 cm22

only the contribution of the deepest level is important. Fro
the value ofEi2EF obtained from Fig. 1~a! and the value of
tel obtained from Hall measurements a value of 43 Å res
for l el . This is very close to the width of the well at th
Fermi level@Fig. 1~a!# which suggests that the collision wit
the walls of the well is the main elastic scattering mec
nism. However, sometimes, at high-surface electron conc
tration levels, the value ofl el can be lower than that of th
width of the well.

C. Magnetoconductance

A transverse positive magnetoconductance~negative
magnetorezistance! has been found for all investigate
samples. This is a specific behavior of the weak-localizat
mechanism because the magnetic field suppresses the
tum constructive interference effect.3,4 In contrast, the mag-
netoconductance determined by the electron-electron inte
tion is negative being isotropic for spin splitting an
transverse for the orbital part.3

A smaller magnetoconductance was also observed in
longitudinal direction but again as a positive one. Therefo
we suppose that this longitudinal component also co
sponds to a weak-localization effect being determined by
surface roughness, which allows the presence of a nor
component of the magnetic field even if it is parallel to t
sample surface.

Therefore, both the Hall effect and magnetoconducta
measurements are in the favor of a weak-localization mec
nism that is responsible for the transport phenomena in
ZnO surface well. There is a very well developed theory
magnetoconductance determined by the weak-localiza
mechanism in 2D systems. Thus, as Hikami, Larkin, a
Nagaoka showed the change in conductivity with magn
field (B) is given by25

Ds5s~H,T!2s~0,T!

5
ae2

2p2\
FcS 1

2
1

\

4DeBt i
D2cS 1

2
1

\

4DeBtel
D1 ln

t i

tel
G .

~3.10!

Herec(Z) is the digamma function,D is the diffusivity and
a is a coefficient that, if the spin-orbit and magnetic scatt
ings are weak, is equal with 1.

Since in our case, in the usual magnetic field ran
\/4DeBtel@1, Eq. ~3.10! becomes25
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Ds52
ae2

2p2\
F lnS \

4DeBt i
D2cS 1

2
1

\

4DeBt i
D G .

~3.11!

The magnetoconductance experimental data are show
Fig. 3 for a He1-treated surface sample in a large range
temperatures. Other samples with different surface elec
concentrations present the same behavior.26 The experimen-
tal data are fitted to Eq.~3.11! and an excellent agreemen
was found as we can see in Fig. 3.

For low-magnetic fields the expression~3.10!, as Hikami
shown,25 has a very simple form

Ds5
ae2

48p2\
S 4DeBt i

\ D 2

. ~3.12!

Such a quadratic field dependence ofDs was evidenced in a
previous article for a number of different samples a
concentrations.26

From the fits above mentioned the parametera and the
inelastic scattering time can be extracted. The mean valu
a corresponding to the curves in Fig. 3 was found to be 0
60.05. This is close to the theoretical value of 1. The res
ing values oft i from these fits are shown in Fig. 4. It is see
that there is a large temperature range wheret i}T21. This
corresponds to a breaking-phase-time constant determ
by the inelastic electron-electron scattering.3 This depen-
dence was also found in many 2D systems like the invers
layer of Si ~in a much lower temperature range! and thin
films of In2O3,27 PdC,28 NiSi.29

D. Electrical conductivity

Following the single-parameter scaling theory develop
by Abrahamset al.,2 in the high-conductivity limit the scal-
ing length~L! dependence of the conductivity of a 2D ele
tron gas is given by

FIG. 3. The magnetic field dependence of the relative magn
conductance~points! at different temperatures for a He-treate
sample, having a surface electron concentration of 6.531013 cm22.
The curves were calculated using Eq.~3.11!.
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s~L !5s02
ae2

p2\
lnS L

l el
D . ~3.13!

In the case of a weak-localization mechanism the cu
scaling length is the Thouless length (LTh) determined by a
specific inelastic mechanism

LTh5~Dt i !
1/2. ~3.14!

Therefore, the conductivity is given by

s~L !5s0
82

ae2

2p2\
lnt i , ~3.15!

where ins0
8 are included all the remaining terms. We foun

from magnetoconductance measurements that in
samples, at relatively low temperatures,t i depends on the
temperature as

t i}T21, ~3.16!

and therefore,

s~L !5s0
91

ae2

2p2\
ln T. ~3.17!

Again s0
9 includes the remaining terms.

The inset of Fig. 5 shows that indeed this logarithm
dependence on temperature is present in our structures. F
this fit the value of the parametera is found to be 0.93
60.1 for the lower curve~corresponding to a hydroge
surface-treated sample! and 2.060.1 for the upper curve
~corresponding to a hydrogen-implanted sample!. The first
value is very close to the ideal 2D system value of 1. T
difference between the values of the logarithmic term pr
actor corresponding to the two structures is due to the dif
ence in the energy spectrum of the two corresponding we
As we can see in Fig. 1~a! if the donors are concentrated

FIG. 4. The temperature dependence of the inelastic scatte
time derived from the fit between the experimental points in Fig
and Eq.~3.11!.
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the surface, like in the hydrogen-treated samples, there
two subbands. However, in the upper band closer to
Fermi level, the wave vectorkF of the electrons at the Ferm
level has a low value. Therefore, the Ioffe-Regel criterion
a metallic conduction (kFl el.1) is not fulfilled for this sub-
band. Thus, in this case only the lower level contributes
the metallic conduction. This corresponds to the case o
ideal 2D system, havinga51.

On the other hand, in the case of a 100-eV implan
sample there are three~or more! subbands. However, simi
larly to the previous case, only the lowest two subbands
involved in the metallic conduction of the system. The pro
lem of weak localization in systems having two occupi
subbands was treated recently by Averkiev, Golub, a
Pikus.30 They show that if we deal with a long-range scatte
ing potential and at the same time the interband scatte
time is much larger than the breaking phase time then b
subbands give independent contributions to the conductiv
In our case, it is expected that the dominant scatter
mechanism in the implanted sample having high-donor c
centration will be on charged centers. This corresponds
long-range Coulomb scattering potential and therefore,
Eq. 2.24 from Ref. 3 can be integrated for each subband w
the correspondingLTh1 andLTh2 upper cutoff lengths to ob-
tain

s~L !5s02
ae2

p2\
lnS LTh1

l el1
D2

ae2

p2\
lnS LTh2

l el2
D . ~3.18!

If the subbands are deep enough then the same inelastic
tering mechanism is involved for electrons in both subba

ng
3

FIG. 5. The surface conductivity versus temperature for th
different samples: curveA corresponds to a hydrogen surfac
treated sample having an electron concentration of 431013 cm22;
curveB corresponds to a 100-eV hydrogen-implanted sample h
ing a surface electron concentration of 231014 cm22; curveC cor-
responds to a 100-eV hydrogen-implanted sample having a sur
electron concentration of 1.2531014 cm22. The curves result from
the fit between experimental points and Eq.~3.22!. The inset shows
the temperature dependence of the surface conductivity in a s
logarithmical representation, in the lower range of temperatures
the samplesA andB.
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and the same temperature dependence@see Eqs.~3.14!,
~3.16!# for the cutoff inelastic lengths results and

s~L !5s0
91

2ae2

2p2\
lnT, ~3.19!

i.e., the ideal value ofa must be multiplied by 2.
The center part of Fig. 5 shows the conductivity behav

for a large temperature range. In this case, the simple
~3.17! is not adequate for describing the behavior of t
curves over the entire temperature range. It is expected
at high temperatures the electron-phonon inelastic scatte
will have an important effect. Therefore, when dealing with
large temperature range, one must take into account
inelastic scatterings

1

t i
5

1

t ie-e
1

1

t ie-ph
. ~3.20!

For electron-phonon scattering in disordered syste
only the qualitative temperature dependence of the inela
scattering time, deduced by Schmid is known31

1

t ie-ph
}T4. ~3.21!

Therefore, the conductivity in this case will have a tempe
ture dependence of the form

s~L !5s0
91

ae2

2p2\
ln~T1b2T4!, ~3.22!

whereb2 is a constant related to the weight of the electro
phonon inelastic scattering process relative to the elect
electron inelastic scattering process.

A good fit between the experimental points and the th
retical prediction~3.22! is obtained for the data in Fig. 5
over the entire temperature range. The values ofb2 resulting
from this fit are given in Table I. For all investigated samp
the constant prefactor of the logarithmic term ine2/2p2\
units, is around 1 for the surface-treated structures and a
2 for the 100-eV implanted structures. As we have alrea
shown, by changing the dose and the ion implantation ene
we can widen or deepen the wells so that the system
comes a three-dimensional one. The transition from a t
dimensional system to a three-dimensional one manifest

TABLE I. The values of some parameters of the samples co
sponding to Figs. 5 and 6. The first number in the column labe
‘‘Sample’’ is the figure number and the letter refers to the curve
the relevant figure.

Sample System Surface concentration (cm22) b2 or b3 value

5-A 2D 431013 1.4531025

5-C 2D 1.2531014 3.931026

5-B 2D 231014 8.731028

6-A 3D 1.231014 2.1531025

6-B 3D 3.531014 1.331025

6-C 3D 531014 3.331027
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self as a change in the curvature of the temperat
dependence of the conductivity from a convex to a conc
shape~Figs. 5 and 6!.

For a 3D system the scaling theory predicts for the c
ductivity

s3D~L !5s02
e2

\p3 S 1

l el
2

1

L D . ~3.23!

In the case of a single inelastic mechanism,

LTh}AT2p/2 ~3.24!

(p being an integer specific for each inelastic scatter
mechanism! and the conductivity has a power-law depe
dence on temperature3

s~T!5s0
81

e2

\p3

1

A
Tp/2. ~3.25!

Using Eq.~3.23! and the fact that in the case of the 3
systemst ie-e5AT22 ~the Baber formula!32 we obtain by
means of Eqs.~3.14! and~3.20!#, over a large range of tem
peratures

s~T!5s0
81cAT21b3T4, ~3.26!

where in c we included all the temperature independe
terms andb3 has a similar meaning asb2 in Eq. ~3.22!. The
fit between the experimental data in Fig. 6 and Eq.~3.26! is
very good. The values of the parameterb3 are also given in
Table I.

One of the most interesting aspects which can be dedu
from the fits in Figs. 5 and 6 is the determination of t
weight of different inelastic processes involved in the co
ductivity. Unfortunately, the value ofb varies from sample to
sample and also with the electron concentration in the w

-
d

FIG. 6. Surface conductivity versus temperature for three diff
ent 500-eV hydrogen-implanted samples having surface elec
concentrations of 1.231014 cm22 for sampleA, 3.531014 cm22 for
sampleB and 531014 cm22 for sampleC.
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However, a general trend can be observed and this is
even in Table I: the value ofb decreases with the increase
the surface electron concentration for both 2D and 3D s
tems. In the particular case of the upper curve in Fig. 6
aspect can be directly observed since the curve is ne
linear, i.e., the contribution of theT4 term is relatively small.
This aspect was also observed in other 3D disordered
tems like NiSi.33,34 A possible explanation can be found
the diagrammatic analysis made by Schmid for the electr
phonon processes in disordered systems in the presen
impurities. He found, unfortunately only in a qualitativ
manner, that the time between inelastic collisions w
phonons increases if impurities are added to the system
our case, the increase of the surface electron concentrati
determined by the increase of the donor concentration. T
a

y

. B
en

s-
is
rly

s-

n-
of

In
is

is,

in turn, leads to the decrease of the electron-phonon sca
ing rate~increase of thet ie-ph as was shown by Schmid31!.
Simultaneously, the increase of the filling level leads to
decrease also of the electron-electron scatter
probability.10 Our experimental results suggest that the d
crease of the electron-electron scattering is smaller than
electron-phonon one.
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