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We have investigated the magnetic and structural phase diagram of iron employing the full potential linear
augmented plane-wave method within the generalized gradient approximation. Therefore, total-energy calcu-
lations have been performed together with investigations with vargiagratio to check the phase stability.

This study focuses on the structural and magnetic properties relevant to Invar and anti-Invar and structural
phase transitions occurring in these materials. We show that the properties of antiferromagnetic fcc iron can be
understood by collinear full potential calculations. In order to do this, the antiferromagnetic structure has been
distorted by short-range ferromagnetic nearest-neighbor coupling. From this we can conclude that the classical
low-spin behavior can be replaced by antiferromagnetic ordering. Additionally, the thermal properties of iron,
especially the free-energy and thermal-expansion coeffici€f} have been analyzed, which is important for

the understanding of the anti-Invar effect. The free energyig were estimated from a Debye scheme for
which ab initio results were given as input. Besides the more common cubic phases we have investigated hcp
Fe at large volumes in view of its magnetic structy®0163-182609)07929-1

[. INTRODUCTION method combined with the GGA. We have chosen two dif-
ferent AFM structures as representatives from the complex
This paper focuses on the magnetovolume instabilities ofmagnetic phase space. The first one is the usual AFM-1 with
fcc (y-)iron, which is an anti-Invar element and also thealternating layers of up and down spins, which have the
dominating magnetic element in many Invar and anti-lnvarminimal possible frustratioFig. 1(a)]. The second is an
alloys!? Iron also undergoes several structural phase transAFM structure, which consists of double layers with ferro-
formations driven by pressure or temperattire. magnetic(FM) intralayer coupling, and which we designate
The question of how to explain magnetovolume instabili-as the AFMD (antiferromagnetic double-layerstructure
ties, especially Invar and anti-Invar behavior, is discussequg_ 1(b)]. This configuration can be considered as an ex-
from several different standpoints. The first is the traditionalamp|e of a state with short-range FM order. It has double the
high-spin (HS)—low-spin (LS) model that describes anti- nymper of parallel aligned spins as nearest neighbors as
Invar as a thermal excitation of the HS high-volume state compared to the case in the AFM-I structure. The FM cou-
The second is the combination of parallel or antiparallelyjing, which is included in the AFMD structure, is important

spins with volume fluctuations by using a Ginzburg-Landaukor the discussion of the anti-Invar effect in Fe. In addition to
formalism™ In such investigations the Invar effect is dis- this the FM and NM states have been calculated.

cussed as an anharmonicity in the magnetovolume coupling,
which explains the properties of many Invar alléyowa-
days, there is almost no doubt that the anharmonicity is a)
caused by the coexistence of different magnetically ordered
states lying close together in energy. Additionally, there exist
few other methods that introduce continuous spins in full
potential methods to deal with Invar properties. Some pio-
neering work has been done by Nordstrand SingH.
In contrast to local-density approximationDA ) calcula-
tions to describe the ground-state properties-afon, which
lead to a perfect degeneration of the nonmagn@tid) and c
antiferromagnetic(AFM) fcc phase, full potential linear-
augmented plane-wa&LAPW) results within the general-
ized gradient approximatio(GGA) show a clear difference ‘
in the total energy of the NM and AFM solution. e —
In this paper we study only collinear spin configurations.
The crossing or degeneration of these states may be consid- i, 1. Schematic picture of the unit cells used for AFM struc-
ered as a hint for noncollinearities. However, we will showtyres. We used bct cells. The spin direction of the atoms is marked
that this is sufficient for an at least qualitative, and in manyby arrows. The common AFM-I structure is given on the left panel.
cases even a quantitative understanding of the magnetovofhe c/a ratio is 1 for the bcc and/2 for the fcc structure. The
ume instabilities and specific features in the physical properAFMD structure is given on the right panel. It consists of two bct
ties of y-iron. The spin structure of the fcc phase can becells withc'/a’ =242 that describes the fcc structure. In the case
understood from calculations on the basis of a full potentiabf bcc (a-) iron, only the AFM-I structure was taken into account.
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All ab initio calculations presented in this work were per-
formed atT=0, because of the lack of an extension of
density-functional theory to finite temperatures. This would
have allowed a proper treatment of the magnetic structure at
T>0. Therefore, in addition to the first-principles calcula-
tions we have made use of a simple Debyé+@isen model
to account for finite temperature properties. A similar
scheme was used by Moruzei al. for describing the ther-
mal properties of nonmagnetic materials in the low-
temperature regioh.In the second part we focus on hcp
(€)-Fe, which occurs in a number of interstitial compounds,
which are composed of 25-35 at. % carbon or nitrogen.
One interesting question regarding these compounds is the
magnetic order of the carbides and nitrides. We derive the
magnetic properties of carbides and nitrideseafon from
ab initio calculations in the large volume limit.

e-Fe can be stabilized under pressure. From experiment it
is known that iron undergoes a transformation from the bcc
(@) phase into a hcp structure. The critical pressure is about
14 GPa for thea— € transition and about 7 GPa for the
reverse transition. We have checked the transition pressure
and the equilibrium volume, as well as the magnetization of
hcp Fe.

The influence of very high pressures on the structural and
elastic behavior of iron was discussed byd&dindet al*®in
view of its importance for the earth core. Recently, the
— € transition was studied within a full potential calculation
by Ekmanet al'® The authors examined in detail the trans-
formation path from thex ground state to the phase. In the

M (ug)

present paper the volume dependence of the magnetic prop- "u,‘ =
erties ofe-Fe are discussed in detail in addition to the pre- ol 1t 111 Poggmmet 1 1111
vious works. 64 68 72 76 80 84 88 92

Volume/atom (a.u.)3
Il. METHOD
FIG. 2. Total energieg,, (lower panel and magnetic moments

All electronic structure calculations have been performedv (upper panélof iron obtained from FLAPW calculations within
by using GGA in the Perdew-Wang formttafor the ex-  the GGA. Results are shown for the fcc and bece structures and
change and correlation energies, which is a suitable tool fodifferent magnetic ordering. The solid curves correspond to the fcc
3d elements?® This is necessary, because the LDA de-phase and the dotted to the bcc phase, respectively. Diamonds in-
scription is not valid for iron and iron-rich transition-metal dicate NM; squares, FM; and open circles, AFM-I order. Filled
alloys. It always leads to a fcc or even a hcp ground state fogircles mark the AFMD state of-Fe.
iron.** We used the FLAPW methdtlemploying thewiEngs
code developed by Blahet al,'® because calculations only in the irreducible part of the Brillouin zone are 145 for the
taking radially symmetric terms into account would producefcc and 150 for the hcp lattice, and for the AFM-I and the
a FM ground state fory-iron.*®” The present calculations AFMD phase we used 315 and 2%5points, respectively.
have been performed using local orbitals for thes3ates of ~ For the calculations involving systems with tetragonal distor-
iron. This extension allows us to use the same energy wintions we used 168 points in the irreducible part of the unit
dow for semicore and valence states and prevents the exigell. The equilibrium volumed/, and the bulk modulB,
tence ofp-like ghost bands® were obtained from fits to Murnaghan’s equation of state.

The radius of the muffin-tin sphef®,,; was chosen to be In addition to this we give an estimate for the zero-point
2.2 a.u. for all calculated structures. Inside the muffin-tinlattice energyEp, which is neglected in first-principles
spheres the potential and charge density are expanded up methods. A description of this ansatz can be found in the
an angular momentum df=6 and higher terms are ne- Appendix.
glected. For the interstitial region we have used a plane-wave
cutoff of Ryt X Ka= 9.0, which was proved to be accurate Ill. RESULTS AND DISCUSSION
for d orbitals. The parameteB ., controlling the Fourier
expansion in the interstitial region was always set to
10.5 Ry’2 The size of thek mesh depends on the crystal ~ The main results of our present calculations for cubic iron
structure. We have used a’2@0x 20 mesh for thex struc-  are shown in Fig. 2. The FLAPW results for the usual fcc
ture, whereas the close-packed structures have been caland bcc phases have already been discussed elsefffiére.
lated using slightly smaller meshes. The numberk pbints  In agreement with experiments we find a FM bcc ground

A. Cubic iron
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TABLE |. Calculated atomic volume\{), bulk modulus(B),

and magnetic momeriM) of iron for different phases in compari- 3 8 o xiii;?ﬁg j‘l:
son with the experimental data. The quantitesandV give the O = Vy=69.79au.
results with zero-point energy in the Debye approximation. 30 -
System V(au) V(au) B(Mbar) B(Mbar) M (ug) ;24C _
o

bce = N
AFM 7400 75.08  1.76 1.68 1.25 318 N
FM 77.22 77.80 1.74 1.72 2.17 2 —
FM expt®®  78.94 1.72 2.22 "o \ / L
NM 71.45 71.86 2.79 2.76 0.00 [0

6 D'. ]
fcc 0
AFM-I 72.16 72.98 1.93 1.88 1.30 0 B I"D.q.u‘llj | | | | | | N
AFMD 74.37 75.37 1.27 1.23 1.80 0.8 1.0 12 14 16 18
AFM expt.2¢ 76.24 0.75 c/a
FM/HS 81.16 81.86 1.71 1.69 2.57
FM/LS 71.69 72.18 2.11 2.09 1.02 FIG. 3. The total energy as a function of théa ratio for the
FM expt? 81.78 equilibrium volume of the FM bcésquares and dotted lineNM
NM 69.79 70.17 2.93 2.90 0.00 (diamond$, and AFM (circles fcc (solid line) phases.
%Reference 1lattice constant extrapolated =0 K). the energy differe_:nce between the AFM-I an_d the AFMD
bReferences 1 and 3B(andM at T=0 K). stat_e shrlr_1ks and it can be assumed that t_he_ d_|fference nearly
‘Reference 27magnetic moment beloy). vanishes if the number of layers goes to infinity.

It is obvious that the AFMD state has a higher magnetic
state for Fe, which is expected for a full potential methodmoment and a larger equilibrium volume, which is closer to
within the GGA. The atomic volumes, magnetic momentsthe experimental findingésee Table ). However, it is not
and bulk moduli, together with the experimental data, arecompletely correct to speak of one minimum. Because of the
given in Table 1. FM coupling there is a slight indication of a second mini-

The AFM and NM solutions of the bcc phase are ener-mum, although not as clear as in the FM pha$ég. 2). This
getically unfavorable, having 32.0 and 33.9 mRy higher endouble-minimum structure was not observed by Antropov
ergies than the FM phase, respectivédf. Fig. 2. This can et al?® From linear muffin-tin orbital calculations they also
be understood from the fact that the calculated NM structur@btained the AFMD structure to be a candidate for the fcc
has no direct physical meaning and cannot be compared witffround state. Unfortunately, their result strongly depends on
the paramagnetic phase that is observed in experimentghe set of basis functions and the AFMD state becomes un-
From paramagnetic neutron-scattering experiments on bdavorable if their basis set is expanded.
iron it is known that there is still a substantial magnetic  Nevertheless, since the energy difference between these
moment in the paramagnetic phase ab®ye?? These states two minima is zero, for further analysis we neglect the
are also mechanically unstable, which is obvious from total-double-minimum structure and describe this state by a single
energy calculations for constant volume and varyihg ra-  equilibrium volume, magnetic moment, and bulk modulus.
tio. The corresponding results are displayed in Fig. 3. In thé=urthermore, the strong anharmonicity of this state suggests
NM or AFM case the slope of the curve ata=1.0 (bco the existence of a large number of states with similar energy
leads to a shear constadt <0, which means that this solu- and volume, which is important in view of magneto-volume
tion is not a minimum in energy and, therefore, not stable atffects. The volume difference between bcc FM and fcc
T=0. From this we can confirm that the bcc ground state oAFMD is 2.21 a.u. instead of 4.79 a.u. in the case of the
iron is stabilized by ferromagnetism, which can also be seetype-I AFM structure, which is still larger than the experi-
from Fig. 2 and Table I. If bcc iron were not ferromagnetic, mentally measured volume chary@he anti-Invar effect
iron would have a hcp ground state. This confirms the resultsan be understood from this investigation to be an excitation
of the thermodynamical analysis for iron, which was done byfrom an AFM state to a FM/HS phase, where the AFM state
Acet et alZ It should be mentioned that the FM order mustalready contains short-range FM order. The calculated mag-
not necessarily be of a long-range type, as was recently distetic moments of the AFM phases are much larger than the
cussed by Johnson and Shelf4n. moment estimated from experiments performed by Abra-

We now focus on the close-packed structures of iron. Thdvamset al?’
most favorable fcc phase has AFM spin order. The total en- The results of the hyperfine field$,; of «, v, ande-Fe
ergies of both AFM states are not distinguishable within thecalculated by the method of Biel et al“® are shown in Fig.
accuracy of our calculations. From thin-film calculations of4. These results represent quite well the trends found in
Fe on C@100 (Ref. 25 it can be concluded that the degen- experiment® The absolute values differ slightly from the
eracy of the energy is a bulk property. The authors obtaineéxperimental ones, because of the fact that only the spin part
a similar double-layer structure to be most stable for an eveof the hyperfine fields is taken into account. Neglecting the
number of layers, whereas the AFM-I phase is the most unerbital parts leads to a reduced hyperfine field. For AFM
favorable AFM state. With an increasing number of layersy-Fe the total hyperfine field is very sma|H;{<12 kG),
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FIG. 4. Hyperfine fields ofr and e-Fe and the ratio of magnetic moment versus hyperfine field, are giveh amd(c). The results for
v-Fe are given irlb) and(d), respectively. If the unit cells contain more than one atom, only one hyperfine field is displayed here, the others
are identical except for the sign. Experimental datgen circlesare taken from Ref. 29. The ratM/H,;, see(c) and(d), is approximately
constant for the FM phases and for theAFMD structure. In the case of AFM-y-Fe, a large peak was detected by this ratio that is
connected to the crossover of the hyperfine figligs[see(b)].

and Fig. 4 shows that it changes signvat 78.0 a.u. Thisis tainty in the calculated ratio for AFM-I iny-Fe. A further
close to the volume where the HS statejeiron starts(Fig.  aspect is related to this uncertainty. In experimiiitd ; is
2). The hyperfine field of AFMD is ten times larger than in assumed to be independent of volume changes, which is not
that of AFM-I. It combines the features of both FM and true for calculations in the AFM-I structure. Additionally, it
AFM-I. Its volume dependence is already comparable to thghould be remembered that the AFM structureydfe in Cu
v FM phase. is not a type-l AFM®? For the AFMD structure the ratio
The conversion factoM/H ; plays an important role for M/H,; is nearly constant corresponding to 0.@k9kG,
the interpretation and understanding of $8bauer experi- which is still smaller than the value obtained from #4e
ments. It is known that the ratib (T)/H «(T) is tempera- bauer measurements. However, the addition of FM coupling
ture independent for nearly all systefs? therefore, this leads to an improvement of agreement with the experimental
quantity can also be estimated frofir=0 calculations. For findings.
a-Fe it was determined to b /H;=0.0071ug/kG, which In the following part the energetics of iron will be dis-
is in good agreement with the experimental value ofcussed in more detail. The ground-state energy of both AFM
0.006 25:5/kG* The same value was obtained for the y-phases is 7.43 mRy higher in energy than the FM bcc
FM/HS state iny-Fe as well as for FMe-Fe. However, in the  state. This energy differenceE can be related to the experi-
case of an AFM-I the ratid1/H varies strongly with vol- mental temperature of the— y transition, T,=1183 K3
ume, as seen in Fig.(d), where a dip is observed nesr  The calculated\E corresponds to a transition temperature of
=78 a.u., which is related to the crossover of the hyperfine160 K.
field. The calculated ratiM/H ; for AFM-I y-Fe is in con- The FM vy phase has two local minima with magnetic
tradiction to the results of Keunet al. who determined a moments different from zero. The large volume state with a
conversion factor of 0.0265/kG for AFM vy-Fe precipitates moment of 2.545 andV=81.15 a.u. is important for the
in copper?® The difference between experiment and theorydiscussion of magnetovolume instabilities in iron. The
can be understood from the fact that the calculdtggis  presentT=0 K calculations can be helpful in order to un-
much smaller than the experimental value of 28 kG and conelerstand the nature of the magnetovolume effect. Addition-
trarily, the magnetic moment obtained from the calculationslly, the investigation of the AFMD structure has already
is larger than the experimental value. This leads to an unceshown that several AFM states can exist having similar en-
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ergy to that of the AFM-I state. The anti-Invar effect can at@ D/®%=(V0/V)7 holds, where@% andV, are the Debye
least be explained as a transformation from an Afihase  temperature and volume #t=0, respectively. The exponent

to a FM high-spin stat¢having 3.9 mRy higher enerly , is the Grineisen constant. This leads to the following ex-

Allowing for a FM coupling in the AFMD structure leads
to a volume enhancement that automatically causes a de- 9 VAE L ¥
crease of the volume difference between the AFM and FM F(ViT):Etot(V)+_kB®%(_o) —kBT[D(—D( _) )
structure. Therefore, the volume enhancement from the 8 v T
AFMD to the FM/HS state amounts to only 5%. Experimen-
tally the relative difference in the volumes 4 K between -3 |n(1_e®°D(Vo/V)7/T)
the AFM and FM phase is about 7%4n the case of simple
type-1 AFM, this volume difference amounts to 12% being . ) ) )
much larger than the observed value. The_re exist two d_lfferent expressions fgr The first one
It should be mentioned that the FM/HS state, which isderived by Slater is
discussed here, is @&=0 K mechanically not stable. At
c/a= /2, which corresponds to the fcc structure, the curva- _ F*PIV? 1 )
ture of the energy curve in Fig. 3 is positive, which is related y=0- aPloV -9t 5(1+ B, ©
to a negative shear constadt. Therefore, thermodynamical
fluctuations have to be studied in detail in order to checkwith g=2/3. In the second expressianis replaced by 1.
whether ferromagnetic exchange can be sustained by thermi@his is more appropriate in the low-temperature regfoB’
elastic or magnetic effects. is the pressure derivative of the bulk modulus. The thermal-
expansion coefficient being defined as

- 4

B. Results for finite temperatures

As a step towards understanding the properties of iron, we a(T)=[3Vo(T)]* dVo(T)
extend the analysis to finite temperatures by making use of dT
the Debye-Groeisen model. From this model we can derive
the free energy as a function of volureand temperaturd.  was determined by numerical derivation of the
The free energyF(V,T) and the thermal-expansion coeffi- dF(V,T)/dV=0 curve.

cient «(T) are handled similarly to the analysis given by In the following we present results of finite temperature
Moruzzi et al® Furthermore, we have obtained the zero-properties for selected magnetic states of iron. We start with

point energyE° , which was neglected in the electronic the examination of the influence E"D on the volume, bulk
structure calculations. In this model the magnetic contribumodulus, etc. obtained from electronic structure investiga-
tions to the free energy are included through the anharmdions. The addition oEg leads to a better agreement with
nicity of total energies and different magnetic structures. Weexperiment for the value of the volume and the bulk modulus
neglect the contributions from magnons, expecting that thepy decreasin® and enlarging/. Similar improvements have
have only minor influence. On the assumption that the enbeen obtained for the transition temperature, which has been
tropy of the electronic part can be neglected, the free energgstimated from the energy difference between the d-&ind

of a vibrating system is composed of the total energy fromAFM-I y phase. This is 1172 K, compared to 1160 K with-
electronic structure calculations and the free energy of theut E%. In the case of the AFMD structure the addition of

(6)

vibrating lattice, so that the zero-point energy decreasggto 1109 K compared to
the corresponding experimental value of 1183 K. This can be
F(V,T)=Eo(V)+Ep(V, T) = TSH(V,T), 1) understood from the fact that the large anharmonicity of the
with AFMD state demands a very small bulk modulus. Therefore,

the resultingE® is smaller than for the AFM-I structuref.
the Appendiy. The addition oE% leads to a clear distinction
of the AFM-I and the AFMD phase.

where the first term oEp(V,T) is Eg. The termSp is the . Th? results for the_ VO'U”.W and bulk moduluss .by .
including the zero-point lattice energy are summarized in

entropy as given by the Debye formulBiiy is the energy Table |, along with the experimental data. We do not display

taken from electronic structure calculations. The derivatiorb, and 2 for all phases investigated throughout this work
of EJ together with the empirical correction of the Debye D : o
D 'Y P Y€ We note that®) for a-Fe amounts to 467 K, which coin-

grnpbeereg:;ﬁgs,éj gg/en In the Appendix. The quanti§h cides with the experimental value of 470°KThe changes in
the lattice constant and bulk modulus are smaller than for the

NM elementst’ Also the volume of the bcc ground state is

. (3 still smaller than the experimental val(gee Table)l How-
ever, an extension to finite temperatures within the Debye-

HereD(0®/T) is the Debye function, where we have usedGrineisen model can give some information about phase

the common definition given in Ref. 34. This was determinedransformations and the anti-Invar effect of iron. The results

numerically. In order to include the volume dependence irfor the free energy and thermal expansion obtained from

the formula of the free energy, we make use of the fact thaEqgs.(4) and (6) are given in Fig. 5.

9 0p
Ep(V,T)= gks®p +3ksTD| |, 2)

Sp(V,T)=3kg

4o -0p/T
§D(?>—In(l—e p'h)
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ST T l L FW lations. We investigated(T) of the fcc AFM-I and AFMD
280 e - - 4 AFMD phase of iron in the low-temperature limit and, in addition,
o “— v AFMI «a(T) was calculated for the fcc FM/HS state. These results
""" v FWHS are also shown in Fig.(6). We find reasonable agreement
between the fcc FM/HS solution and the experimental data.
In the case of low temperature3 €150 K), a(T) of the
AFMD phase still coincides with the experimental déae
Ref. 1). Above this temperatureg(T) of the fcc AFMD
phase grows rapidly. This would overestimate the anti-Invar
effect of iron. Even though no low-temperature experimental
40 ' T ' ' ' T data of«(T) of pure fcc iron are available, there are estima-
B =T M) tions from y-Fe alloys that determine the maximumefT)
30 - 7 J 7 to be of 26<10°® K~! at 600 K. In contrast to this value,
- LT T =~ N the calculated value for the AFMD structure at 600 K is 30
s - x10° % K~1, which is also related to the AFM coupling of
the AFMD state. It should be mentioned that in the AFM-|
structure,a(T) is much smaller and, the thermal expansion
of fcc iron even at low temperatures, is underestimated.
The Debye-Groeisen model gives a reasonable descrip-
Y 500 1000 1500 tion of the thermal expansion of iron when the data from the
T(K) electronic structure calculations are sufficiently accurate. The

FIG. 5. The free energyupper pandlof a- and y-Fe as ob- anti—lpvar pehavior ofy-iron can be partially reproduced
tained from the Debye-Gneisen model with full potential elec- and, in particular, the low- and high-temperature regions are
tronic data as input. All free energies presented here are given in tHg agreement with experiment. In order to describe the
high-temperature limit using=2/3, see text. This is because the Medium-temperature range, it is necessary to introduce some
differences in the free energies between the high- and lowStatistical weight, which controls the occupation of the the
temperature limit of the free energies low are very small and cannotM/HS and AFMD state. In this paper we assume that the
be seen in this resolution. The lower panel shows the thermaloccupation of the states varies linearly with
expansion coefficient for the same systems as in the upper panel.

They were obtained by numerical derivation. ThéT) data ob- amix(T)z To—T aAFMD(T)+ laFM’HS(T) )
tained from the low-temperature free energy are only given up to To T '

600 K. Thermal-expansion coefficients given up to 1650 K were hich i imol iaht functi H th It
derived from the high-temperature free energy ugre2/3. Filled which 1S a very simpie weight function. However, the resuft-

triangles mark the experimental data for fcc and crosses the corrdd thermal-expansion coefficient™(T) is al'fsady in quite
sponding ones for bcc iron taken from Refs. 1 and 38. good agreement with the experimental findings.

-300

F (mRy)

-320

3401

oT) (10%K)

The free-energy curves run nearly parallel. Only one point C. Hexagonal iron

of intersection was found between the bcc FM and fcc Iron undergoes under pressure a martensitic transforma-
AFMD solution. Thus, only ther— vy transition can be de- tion from the bcc ground state to tleephase. In this section
scribed within this scheme. The transition from thephase we discuss the structural and magnetic phase diagram of
back to a paramagnetic bcc phase at higher temperatures désFe, which we relate to hyperfine field data from $sbauer
not included. Even though the AFM-I and AFMD states experiments. In accordance with these experiniéntse
are quasidegenerated in energyTat 0, they show a com- found a NM ground state for hcp iron. The equilibrium vol-
pletely different behavior at finite temperatures. The AFMDume of this state is 69.6 a.u., which is smaller than the ex-
phase has a very small bulk moduligee Table)lcombined perimental value of 75.23 a.u. found by extrapolating the
with largeB’, which is related to the very brod€(V) curve  phase boundary to 0 GPa. Figure 6 shows the calculated
presented in Fig. 2. However, the intersection allows us toyolume-dependent total-energy curveseeffe and, addition-
estimate thew— y transition temperature from the free en- ally, the total energy of the bcc FM phase. The calculated
ergy. It amounts to 1309 K, being in quite good agreementritical pressure of the martensitic phase transformation from
with the experimental data. However, one should keep irthe FM bcc ground state to the NM hcp phase is about 11.45
mind that they AFMD phase still contains AFM coupling GPa, being close to the experimental findings for ¢he e
that is not found in experiment abolig,=64 K. From this  transition?>*!In Table Il we list the bulk moduli and equi-
point of view the comparison of the transition temperaturedibrium volumes, as well as the magnetic moments:dfe.
is restricted. All calculations have been performed by using the id#al

In Fig. 5(b), we showa(T) deduced from the free energy ratio 1.632, which we received as minimum in energy from a
together with experimental data. The calculate) data c/a variation at constant volume.
for a-Fe coincides well with experiments for low tempera-  In addition to the NM phase, we have calculated the total-
tures @=1) (Ref. 1) as well as for high temperatureg ( energy curves of various magnetic phasesedfe, where
=2/3) ® The case ofy-Fe is more complex. As discussed in only the simplest type of AFM has been taken into account.
Sec. lll A, the description of the low-temperature phase isA schematic drawing is shown in Fig. 7. For the hcp struc-
not straightforward with respect to electronic structure calcuture there are again two different FM solutiofsee Fig. 8.
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FIG. 7. Schematic picture of the hcp structure. Arrows mark the
spin configuration in the case of AFM. Thga ratio is 1.632,
which corresponds to the ideal ratio.

n
B

moment neaW. In the case of the AFM solution, there is
still a small magnetic moment but this does not produce an
observable difference in the total energy.

Puree-iron can only be stabilized under pressure or epi-
taxially on substrates and is nonmagnetic. In contrast to this
hcp iron alloys show different magnetic features. It has been
argued that the structural and magnetic features of carbides
and nitrides can be understood from investigations of pure
e-iron because of the fact that the N and C atoms sit on

60 6 70 75 8 8 90 95 100 interstitial sites and that their influence on the magnetic
Volume/atom (a.u.)® structure is small. We useFe as a model for hexagonal Fe
. ] compounds with nitrogen and carbon as well asefée-Mn

FIG. 6. Total energie& (lower panel and magnetic moments  g1oys. This approximation is sufficient, as long as the iron
M (upper panelof hcp iron obtained from FLAPW calculations ., cantration is large enough. This means thatinheurity
within the GGA. The different symbols mark the different magnetic concentration should not be larger than 25%. Therefore, in
ordering. The solid curves correspond to the hcp phase, and thﬁable Il our results concerning FM and AFM hcp iron al’,e

dotted to the FM bcc phase, which is plotted as a guideline for thecompared with experimental data of Fe-N, Fe-C, and Fe-Mn

reader. Diamonds indicate the NM; squares, FM; and circles, the o - .
Systems. They are qualitatively in good agreement with ex-

AFM order. . O :

perimental findings. The hcp Fe-Mn alloy has an AFM spin
Besid HS ith . ¢ order and the nitrogen and carbon steels that have larger
heS| es aLS statehwlrt] a rgagnegl?_ mé)melnt 0 /2*3?5 equilibrium volumes are FM. The change of the magnetic
there is a LS state which can be stabilized at lower volumesyy o re with the volume is well reproduced by the investi-
In contrast toy-iron the LS state of hcp iron has no moment, gations of pures-Fe. The moments from thab initio calcu-

which means that it is identical with the NM state. In thiEtions are always larger than the measured data. In the case

E,ot (mRy/atom)
%

—_
N

case of antiferromagnetism we find a magnetic moment o = : : ; : :
& ,C there is no information on the size of the magnetic

0'37'“‘.3' In the range between 72.60 and 81.70 a.u. the A'_: oment, because this alloy is not stable and it transforms to

state is more stable than the FM and NM states. We flnq:%C2 (x-carbide. The calculated moment of 2.85 for the

almost the same equilibrium volume for the NM, FMI/LS, L )
and AFM phases, which differs from the case of cubic iron.Ezi‘éCmacl)lr?égfn be regarded as an upper limit for the mag

This is expected because of the breakdown of the magnetic
TABLE Ill. Volumes (V) and magnetic moment$/!) of experi-
TABLE II. Calculated atomic volumes\), bulk moduli (B), mentally determined hcp iron alloys in comparison with the calcu-
and magnetic momentdvl) for hcp iron in comparison with the lated moments and magnetic states for the experimental lattice pa-
experimental data. The calculations have been done within theameters.
FLAPW/GGA method(marked with B.

M (ug) Magnetic state
Structure Method V (a.u.) B (Mbar) M (ug) Phase V (a.u) Theory Expt. Theory Expt.
hcp AFM F 70.19 2.02 0.37 e-Fe(13.6 GP4d) 70.51 0.00 0.00 NM NM
FMHS F 81.19 1.74 255  e-FeMny, 7725 150 0.25 AFM  AFM
FM/LS F 69.32 2.98 0.00 e-F(=,\3Nb 94.46 277 1.80 FM/HS FM/HS
NM  F 69.64 2.91 0.00  eFe C° 96.49 2.85 FM/HS FM/HS
NM expt? 70.51(13 GPa 2.05 0.00
NM expt® 75.23(0 GPa 0.00 “Ref. 39.

bRef. 47.
8Reference 39. ‘Ref. 48.
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ent terms into account and neglect all angular-dependent
terms, as done in the calculations of Dufetkal *°

At a first glance the total-energy curves without angular
gradients seem not to be very different from the full GGA
results, because neither the phase sequence nor the equilib-
rium volume is remarkably changed. But there is some influ-
ence of the GGA on the bulk moduli. In the case of AFM the
bulk modulus decreases to 1.8 GPa compared to the value of
1.93 GPa obtained from the full GGA. This is related to the
fact that the magnetic moment vanishes already at larger vol-
umes. In the case of FM the bulk modulus is largB;
=1.7 GPa,Bys=2.94 GPa) compared to the original
GGA results(see Table)l. Apart from these details one can
conclude that the influence of the angular-dependent gradient
terms is not so essential. But on the other hand it is well
known that without the GGA the magnetic momentsvat
become zero and the FM/LS and AFM solutions vanish.
From this one can conclude that the gradients of the spheri-
cal terms are very important.

Next, the influence of the |8 states has been examined.
The 3p states of iron are semicore states that are not com-
pletely located in the muffin-tin sphere. The question is, how
important is the small dispersion of these states? In order to
answer this question, we calculate the total energy-obn
again treating the 8's as core states. These results are also
shown in Fig. 8. The magnetic moment is not affected by this
approximation. The same holds for the bulk moduli that are
the same as for the calculation with local orbitéflsr com-
parison, see Sec. lll AFrom these calculations we can con-

s clude that the treatment of thep3states has no influence on
Volume/atom (a.u.) the sequence of phases pfFe.

FIG. 8. Total energiek, (lower panel and magnetic moments
M (upper panel of y-iron for different gradient approximations.
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Dotted lines give the results for gradient corrections without angu- IV. CONCLUSIONS
lar terms. Solid lines mark the results presented in Sec. [full

treated as core states. Circles mark the AFM phase, and squares Wﬁl potential LAPW method using GGA, which allows an
;'\é s;atgi'n;h;:?;ﬁg l%r;ds 2252"1[32‘3;;%‘3: :;e shifted8Y 5 curate estimation of the structural and magnetic phase dia-

yag g yes. gram atT=0 K. Looking for an explanation of the anti-

D. What stabilizes the AFM state in y-iron? Invar effect in y-iron, we first introduced more ferromag-

Iron has been examined with nearly every electronid€lic coupling into the AFM phase. This step was taken
structure calculation method available. Sometimes the ranggecause of the fact that the experimentally detected AFM in

and the quality of a new approach is judged from its abilitnyC irqn is not collinear and becaus_e of the existence of FM
to reproduce the observed physical parameters. Therefore,GPUpling aboveTy. The new state is very close to AFM-I,
is an interesting question that is really needed to acquire BUt its equilibrium volume is shifted to larger volumes and
good description of iron. It has been shown that a full potenihe volume differencé\V between fcc AFMD and FM/HS
tial method within the GGA gives satisfactory results in re-decreases, which is in accordance with experimental find-
producing the structural and magnetic phase diagrams of iroimgs. One can imagine that if one is willing to spend much
(see Sec. lll A and Ref. 211t is well known that the results more computing time in order to investigate larger unit cells,
become worse if one uses non-full potential methods. In thimne can observe that th&V between the AFM and FM
case the FM/HS state becomes lowest in enéfdyUsing  states decreases continuously. Additionally, our calculations
LDA without gradient terms gives a hcp ground state for ironwere extended to finite temperatures by using a Debye-
at T=0 and the magnetic moment turns out to be Z8ro.  Grineisen model to calculate the free-energy and the
In this paper we use calculations with FLAPW within the thermal-expansion coefficient. The results obtained for bcc
GGA to check what is essentially necessary to stabilize thé&on are in excellent agreement with experiment. Similarly,
AFM phase ofy-iron against the FM or the NM phase. The the high-temperature region of fcc iron is well described
results are summarized in Fig. 8. within this model. Furthermore, it is clear from these inves-
First the influence of the angle gradient terms is checkedigations that the AFM-I structure does not describe suffi-
Therefore, we take only the radial components of the gradiciently the properties of fcc iron. The addition of FM order
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leads to an improvement of the results, especially in view of 400 1T 400
the point of intersection of the free energy, which allows a | L=1624'B
determination of the transition temperature from the bcc to S = 0468'B
the fcc phase. At very low temperatures the thermal expan- 300}~ 300

sion of the AFMD phase is in good agreement with the ex-

perimental findings. With increasing temperature the agree- G g
ment between the AFMD phase and the experiment @ 2001~ 2005
deteriorates. This is related to the fact that no AFM order — | 4 @
exist aboveTy .

= —100

Our results can be understood as the initial and the final 100 el
state of the anti-Invar effect of fcc iron. In addition the » _
weighted functione™*(T) gives a qualitative description for e I-- N A
the temperature dgpendence of the thermal expansion of 00 50 100 150 200 250
vy-Fe. In order to improve these results we have to use a B(GPa)
better statistical weight or to investigate states with less
AFM Coup“ng Furthermore we |nvest|gated the Volume de_ FIG. 9. Longitudinal elastic and the shear constant versus bulk
pendence of-Fe in view of the influence of nitrogen and modulus for cybic magne.tic crystals. The dgta points were derived
carbon. We obtained good agreement with experimentaﬁ’y an analysis of experimental data for single-crystal constants
findings as long as the concentration of C or N is not too Ref. 46.
large.

Finally, we have discussed the terms being relevant to
description of the AFM ground state of iron in the full po-

tential calculations. From our calculations we can conclude

the Debye temperatui®y, is given by

that it is mainly the radial terms of the gradients which sta- # IrB

bilize the antiferromagnetic order in iron. The angular parts ®D=(487T5)1/6k—\/; (A3)
of the gradients and the treatment of the &ates had only a B

minor influence. It has been shown by Moruzzi al. and other¥ that this

expression foP  is not satisfactory, because the assumption
that the sound velocity is proportional t@B is not com-
ACKNOWLEDGMENTS pletely correct. The sound velocity is not direction indepen-
. dent, b it lated with the elastic sh d lon-
We would like to thank M. Acet, R. Meyer, and W. Pep- ent, because it 1s correlated wi © elastc shear anc on

perhoff for many fruithul discussions. This work was sup gitudinal elastic constants. For an isotropic medium
. - 6
ported by the Deutsche Forschungsgemeinsdl$#B 166. Andersoff® wrote the average of as

APPENDIX VsL \/E
p7

= (Ad)

v
Here we give a detailed description of the calculation of (5324 ;sS993

the zero-point lattice energg®, employing the formalism o
P oo pOyIng where \L/p and {S/p are the longitudinal and transversal

developed by Moruzzet al® In contrast to his work, we @ , o
calculate the zero-point ener@p for magnetic systems. It is sound velocities, with the longitudinal and shear constant
nd S for an isotropic crystal, respectively. The constaBts

a known fact that ground-state properties as, for example, th@ )
bulk modulus or Debye temperature obtained from total-2Nd L4’6 and the bulk modulus are taken from Anderson’s
ork.™ In analogy to Moruzziet al. we can show that for

energy calculations, are systematically larger than the experYy

mental value and that the equilibrium volume is smaller tharmagnetic cubic materials the longitudinal and shear constants
the experimental one. One reason for this is thatEheis are also proportional to the bulk modulus. We have deter-

) . . o mined this proportionality factor by analysis of the experi-
neglect_ed. In this paper we give an estlmateEer, which is mental data. We found a general factor being valid for mag-
determined by use of the Debye formula.

. . . netic cubic systems, which is shown in Fig. 9.
Following Ref. 8 this can be estimated from Employing the results foS andL to Eq. (A4), the sound
velocity becomes

Eozgk 0 (A1)
D 8 BYD-

Assuming a constant sound velocitydepending on the bulk V= 0'7638\[;' (AS)

modulusB and densityp through ) o
Therefore, the expression f@rp has to be multiplied by the

scaling factor 0.7638. Using this relation we have investi-

v \/E (A2) gated the zero-point ener@f[’), which was neglected in the
p’ ab initio calculation.
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