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Static and dynamic properties of a viscous silica melt
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We present the results of a large scale molecular dynamics computer simulation in which we investigated the
static and dynamic properties of a silica melt in the temperature range in which the viscosity of the system
changes fronD(10°2) P toO(10?) P. We show that even at temperatures as high as 4000 K the structure of
this system is very similar to the random tetrahedral network found in silica at lower temperatures. The
temperature dependence of the concentration of the defects in this network shows an Arrhenius law. From the
partial structure factors we calculate the neutron scattering function and find that it agrees very well with
experimental neutron scattering data. At low temperatures the temperature dependence of the diffusion con-
stantsD shows an Arrhenius law with activation energies which are in very good agreement with the experi-
mental values. With increasing temperature we find that this dependence shows a crossover to one which can
be described well by a power lal,«(T—T.)?. The critical temperatur&. is 3330 K and the exponentis
close to 2.1. Since we find a similar crossover in the viscosity, we have evidence that the relaxation dynamics
of the system changes from a flowlike motion of the particles, as described by the ideal version of mode-
coupling theory, to a hoppinglike motion. We show that such a change of the transport mechanism is also
observed in the product of the diffusion constant and the lifetime of a Si-O bond or the space and time
dependence of the van Hove correlation functig®9163-182099)01329-§

[. INTRODUCTION an experiment, thus making it relatively simple to investigate
the dynamics at and aboVig,. This is not the case for most
In recent years the dynamics of supercooled liquids hastrong glass formers, since thel, is often above 500 K,
been the focus of many investigations and due to these eguch as Sig, B,O;, or GeQ, to name a few. Because of
forts our understanding of this dynamics has increased sigheir high value ofT, the microscopicdynamics of these
nificantly. Although very recently new interesting phenom-systems is understood in much less detail than the one of
ena in this dynamics have been found, such as dynamicélagile glass formers. Sidebottoet al® have investigated
heterogeneitiésor the aging dynamics of the system at very the dynamics of BO; by means of photon correlation spec-
low temperature$which so far are not understood, we have troscopy, and very recently Wischnewsi al® have used
by now at least a fair understanding of the relaxation dynamneutron scattering experiments to study the dynamics of
ics at temperatures a bit above the experimental glass trangiO, also at high temperatures. Despite these investigations
tion temperaturély. In particular it has been demonstrated our knowledge of the dynamics of strong glass formers is
that the so-called mode-coupling theoyICT),® a theory  significantly less than that of fragile ones.
which relates the slowing down of the dynamics upon cool- Valuable insight into the dynamics of supercooled liquids
ing to nonlinear feedback effects, is able to give a qualitativehas also been obtained through computer simulations.
and quantitative correct description of glass formers in whichWhereas many of the earlier studi®have investigated the
the interaction between particles is not too different from thedynamics of strong glass formers, most of the more recent
one of a hard-sphere system, such as colloidal systéhes, studies focused on simple liquidlike systems, such as soft
molecular glass-former orthoterpheriydnd even systems in spheres or Lennard-Jones systems, since in the latter type of
which some hydrogen bonding is present, such as glyéerolmodels the interaction between the particles is much simpler
The main prediction of the theory is that there exists a criti-than in that of strong glass formers and hence the system can
cal temperaturdl . at which the relaxation dynamics of the be probed in larger time windows. Very recently, however,
system changes qualitatively in that an unexpectedly fast inthe investigation of strong glass formers, mainly silica, by
crease of the local activation energy of the transport coeffimeans of computer simulations has become more popular
cients, such as the viscosity or the inverse of the diffusioragain. From such simulations it is hoped that insight is
constant, is observed. Qualitatively such a temperature dejained into, e.g., the nature of the so-called boson pEaR,
pendence can readily be seen in the so-called Angell’plota dynamical feature at around 1 THz whose origin is still a
where the logarithm of the viscosity is plotted verdydT,  matter of debaté'* or to investigate the structure and dy-
in that the so-called fragile glass formers show, at aroundchamics at different pressures and temperatures on a micro-
(1.1-1.3T,, a sharp upward bend. Because of the similarityscopic levef:>
between this bend and the prediction of MCT, many inves- Despite the mentioned investigations we are, however,
tigations on the dynamics of glass formers have been donstill lacking a comparable detailed characterization of the
for these types of systems, so that the validity of the theoryelaxation dynamics of strong glass formers as has been ob-
could be checked. Apart from this, most fragile systems havéained for simple liquid®—1° and watef® In the present
glass transition temperatures which are readily accessible work we therefore present the results of a molecular dynam-
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ics computer simulation of silica, the prototype of a strong Using the potential given by Eql) and the masses of
glass former, in which such an analysis has been done. The28.086 u and 15.9994 u for the silicon and oxygen atoms,
results will allow us to gain more insight into the dynamics respectively, we equilibrated the system by doingN®T

of this system, to relate it to its structural properties, and tasimulation (temperature was kept constant by means of a
compare these results with the ones obtained for fragile systochastic collision algorithin At each temperature investi-
tems. The rest of the paper is organized as follows: In Sec. Iyated, we made sure that the length of these equilibration
we give the details of the model and the simulation, in Secruns exceeded the typical relaxation times of the system. The
[l we present the results, and in Sec. IV we summarize andemperatures considered were 6100 K, 5200 K, 4700 K,

discuss them. 4300 K, 4000 K, 3760 K, 3580 K, 3400 K, 3250 K, 3100 K,
3000 K, 2900 K, and 2750 K. In order to improve the statis-
Il. MODEL AND DETAILS OF THE SIMULATIONS tics of the results we averaged at each temperature over two

independent runs. After the equilibration we started microca-
As already mentioned in the Introduction, various aspectsonical runs by integrating the equations of motion with the

of the dynamics of amorphous silica have already been inyelocity form of the Verlet algorithm. The time step used
vestigated. In these simulations potentials with different levwas 1.6 fs, which is sufficiently small to guarantee a negli-
els of accuracy have been used, most of which give a satigjible drift of the total energy of the system at high and in-
factory description of thetructural(i.e., stati¢ properties of  termediate temperature®100 K=T=3100 K) over the
amorphous silica. Very recently Hemmati and Angell havewhole run. For the lowest temperature§<(3000 K) the
pointed out, however, that the predictions of these variousuns were so long that the drift in the energy could no longer
potentials regardingynamicalproperties, such as the diffu- pe neglected! Therefore we rescaled everyxi(® time
sion constant at low temperatures, can differ by orders ofteps the velocity of the particles to bring the system back to
magnitudes:.” For the investigation of the dynamical behav- the energy at which it was started. This frequency should be
ior it is therefore important to choose the potential with par-small enough to avoid any effect on the relaxation dynamics.
ticular care. One of the most reliable potentials seems to bat the lowest temperature the length of the runs were 12
the one proposed by van Beest, Kramer, and van Santep 1(f time stepgand 13< 10° for the equilibratiof, giving a
(BKS) which was developed by using a mixtureaif initio  total simulation time of about 20 ns. The overall computa-
calculations and classical lattice dynamics simulatfér&he  tional effort (equilibration plus productiorfor this tempera-
BKS potential is given by ture was about 13 years of single processor time on a CRAY-

T3E (or 2.5 months on 64 processprs

2
_ 0.9€ B ~ Cap
B(r) =+ AapeXp(—Bagr) o ) IIl. RESULTS

In order to understand the dynamical behavior of the sys-
tem it is useful to know something about its static properties
2 since we will show that the transport mechanism of the at-

and 23. As we have already done in previous investigation ms is intimately related to fche network_structure Of. the sys-
of this model323-2"we have truncated and shifted the non- M- Therefore we present in the following subsection some

Coulombic part of this potential at a cutoff radius of 5.5 A. of the static properties before we discuss in the subsequent

This modification of the potential has the positive effect thatSUbseCtlon the dynamics of the system.

at normal pressure the density of the glass is around ) )
2.3 glcnt, a value that is very close to the one of real silica A. Static properties
glass, 2.2 g/cth?® In previous work we have found thatthe  One of the most remarkable properties of amorphous
dynamics of strong glass formers shows quite significant fisilica is that it shows a density anomaly at around 1828 K.
nite size effects® In order to avoid them we used a system Although in a constant volume simulation such an anomaly
which is relatively large for simulation of supercooled lig- can of course not be observed in the density, it can easily be
uids, i.e., 8016 ions. During the runs the size of the cubigeen in the temperature dependence of the pregsuvhich
simulation box was fixed tb =48.37 A. Thus the density of is shown in Fig. 1. We see that after a fast decreasp of
the system was kept constant at 2.37 g/owhich leadstoa between 6100 K and 5200 K, the pressure reaches a mini-
pressure which is a bit above normal pressgliscussed in - mum at around 4900 K, thus showing that the density at
more detail below constant pressure has a maximum, and then increases again
The Coulombic part of the potential was evaluated bywith decreasing temperature. Since the experimental value at
means of Ewald sums with a constart =12.82(Ref. 29  which this density anomaly occurs is 1820°we confirm
and by using for the Fourier part of the Ewald sum lall the result of the constant pressure simulatiothat the BKS
vectors of magnitude less th&p=2m+/51/L. A short calcu-  potential overestimates the temperature at which the density
lation shows that, although such a small valu&gfs suffi- ~ anomaly is observed.
cient to calculate the interaction between two ions to a sat- That this extremum in pressure is hot accompanied by a
isfactory accuracy, it would be insufficient to set titgsolute  significant change in the structural quantity,, the partial
error of thetotal Coulombic energy below an acceptable radial distribution functions between particles of typeand
level. However, it can be showf that this small value ok, 3,3 is demonstrated in Fig. 2, where we show the tlueg
leads just to a constant shift of the energy scale and hender three different temperatures. What can also be recognized
does not affect the forces. from these figures is that the BKS model predicts that even at

Herer is the distance between two ions of typeand 8
(a,Be{Si, O}) and the values of the partial charggsand
the constant®\ .z, B,5, andC,z can be found in Refs. 2
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1.00 4 ‘ : : nected to the density fluctuations of the system will show a
E very strong temperature dependence. Below we will discuss
O, k"\ these aspects in more detail.

o 080 From the figure we also recognize that for all tempera-

tures there is a well-defined minimum between the first and
0.60 | . second peaks. Therefore it is possible to identify for each ion
its nearest neighbors by requiring that they be within the first
nearest neighbor shell, defined by the location of the men-
0.40 1 I tioned minimum. For the following analysis we used the val-
ues 3.64 A, 2.35 A, and 3.21 A for the location of this mini-
mum in the Si-Si, Si-O, and O-O correlations. In Fig. 3 we

0'2%500 3500 4500 5500 6500 show the probabilityP,, 5 that a ion of typea has exactlyz
TIK] nearest neighbors of typ® for all relevant values of. From
Figs. 3a) and 3b) we recognize that even at high tempera-
FIG. 1. Temperature dependence of the pressure. tures more than 85% of the silicon and oxygen atoms are

fourfold and twofold coordinated, respectively, i.e., that they

a temperature of 6100 K the arrangement of the particle§'€ in the local environment expected from an idearner-
shows a structure which is much more similar to the one of sharedtetrahedral network. At the lowest temperature inves-
liquid at its triple point than to the one of a gas. It should peligated this f_r_action is higher than 99%. The remaini_ng de-
realized that this result is not in contradiction with the ex-feCtS are silicon atoms that are threefold and fivefold
perimental result that a silica melt at several thousand kelvir(foordm":1te<j and oxygen atoms that are threefold and onefold

does evaporatef a free surface is presenwe have found coordinated, the latter thus forming dangling bonds. We have

that if the geometry of the simulation does contain such E1}‘:\Jund that for temperatures below 3700 K the probability for
I

e surece, e SKS el s et a1 s Wik a7yl (b s
of tﬁe periodic boungary, no free Sl,Jrface is pregent in thg refactors m,, and activation energiess,; we found
simulation discussed in this work and thus no evaporatior]ZSiO:AfA’eSiO:1713O K forz=5, msi0=98.6,e5107-31100
for z=3, mps=3.2, epg=17730 K for z=3, and
takes place. _ _ Tosi=8.9, €05=24760 K forz=1. From these activation
We also remark that in the temperature range consideregdnergies we recognize that at low temperatures defects in
the time scale of the relaxation dynamics of the systemynich a silicon atom is coordinated lay-5 oxygen atoms or
Changes by about four decadmis will be discussed in the one in Wh|Ch an Oxygen atom iS bounng;?) Si”con atoms
next subsection Thus we find that aelatively small change  are by far the most frequent ones. In Refs. 23 and 34 it was
in the structure of the melt is accompanied by a dramatiGhown that once the system has reached the glass transition
change in the dynamics, an observation which is qualitatemperature, the distributiorRgjo and Pogj do not change
tively similar to the one found for simple liquid§=*° This  anymore, i.e., that at low temperatures these distributions are
fact thus gives support to the point of view put forward by given by the ones at the glass transition temperature. By
the mode-coupling theorywhich predicts that although the using the above given activation energies we can therefore
temperature dependence of all structural quantities of a suextrapolate the curves to the experimental valud pfand
percooled melt is very weak, most dynamical quantities conthus estimate the density of the defects of real silica below
Ty. Using the valueT;=1450 KZ® we predict that fivefold-
bt coordinated silicon atoms occur with probability .20°°
@) and threefold-coordinated oxygen atoms with probability
1.5X107°,
Whereas the temperature dependence of the Si-O and
O-Si defects is quite simple, we see from Figk)&nd 3d)
that this is not the case for the defects involving the structure
on somewhat larger length scales, since the functional form
of the various curves is not easy to identify. Thus the main
information that can be obtained from these figures is that
locally the system seems to approach the geometry of a ran-
dom tetrahedral network. In this structure the most probable
configuration is that an oxygen atom has six other oxygen
atoms as its second nearest neighbors and a silicon atom has
four other silicon atoms as its second nearest neighbors.
The structure at larger length scales can gzest be studied by
0.0t means of the partial structure facto®sz(q),, since any
1.0 25 40 55 7.0 ?&[-)Af 0.0 large scale feature will show up at wavﬁe vectqmehich are
smaller than the location of the peak between neighboring
FIG. 2. Radial distribution functions for different temperatures. particles, i.e., in our case the Si-O correlation. In Fig. 4 we
(a) Si-Si, (b) Si-O, and(c) O-O. show the threeS,4(q) for the same temperatures already
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FIG. 3. Temperature dependence of the partial coordination nureb&he dashed lines ita) and(b) are fits with an Arrhenius law(a)
Psi.o, (0) Posi, (€) Po.o, and(d) Ps;sg;.

discussed in Fig. 2. The peak corresponding to the nearestlculate the structure factors. From the figure we recognize
neighbor Si-O distance is around 2.8 A At smaller wave that the partial structure factors for this temperature seem to
vectors an additional peak can be seen, the so-called firsivolve very smoothly from théequilibrium) ones at higher
sharp diffraction peakFSDP. The microscopic reason for temperature, which however, is not quite correct, as we will
this peak is the local chemical ordering of the ions indemonstrate below.
tetrahedra-like structures and the location of the peak is re- In order to compare our results for the structure factors
lated to the distance between neighboring tetrahedra. Theith the one of real silica we have also calculated the neu-
interesting information that can be obtained from Fig. 4 istron scattering functiors,(q) from
that the FSDP is observed already at temperatures as high as
4000 K. At first glance it might seem a somewhat unrealistic
prediction of the BKS model that the open structure of the Sh(Q)
network should be present even at such high temperatures.
However, if one recalls that even at temperatures as high aghere b, ,ke{Si,0}, are the neutron scattering cross sec-
2750 K silica is a quite viscous liquidz~2000 P,*® this  tions, and(-) is the thermal average. Susmenal 3 report
result is no longer that surprising, since such a high value ofor bg; and by the values 0.414910 *?> cm and 0.5803
the viscosity shows that even at these high temperatures the10™ 12 cm, respectively. Using these values and &jywe
particles move quite slowly and that therefore their motion isobtain for T=300 K the S,(q) shown in Fig. 5. Also in-
strongly hindered by their neighbors. Therefore it is not surcluded in the figure is the neutron scattering result of Price
prising that the differeng,z(q) show that there is indeed a and Carpenter at the same temperafliM/e recognize that
lot of structure in the system even at high temperatures. qualitatively, as well as quantitatively, the two curves agree
Also included in Fig. 4 are curves far=300 K. These very well, in that not only the location, but also the height of
were obtained by using the equilibrated configuration¥ at the various peaks is reproduced well. This shows that the
=2900 K as starting configurations of a cooling run in whichBKS potential is indeed able to reproduce this structural
the temperature was decreased linearly within1P time  quantity. A similar good agreement was obtained by
steps to 0 K. This corresponds to a cooling rate of about 1.§araskin and Elliott who calculates,(q) for SiO, within
X 10*2 K/s. With this cooling rate the system falls out of the harmonic approximatiot.One significant difference be-
equilibrium at around 2850 K and thus this temperature cortween the theoretical and experimental curves can, however,
responds to about the value of the fictive temperature of thbe noticed, and this is their behavior at small wave vectors.
glass. The configurations that we obtained at300 K were ~ Whereas an extrapolation of the theoretical curvegte0
annealed for another 500 000 time steps before we started sgems to give a value around 0.16, the experimental curve

N
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FIG. 5. Comparison of the neutron scattering function from our
simulation(solid line) with the experimental data of Price and Car-
penter(Ref. 37 (circles.
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of temperature. We see that as long as we are in equilibrium,
T=2750 K,S(q=0) decreases continuously with decreasing
temperature. At oufcomputey glass transition ~2850 K,
however, the structure freezes in and thus,Tat300 K,
S(q=0) is essentially given by its value at this glass transi-
tion temperaturé® Thus we see that it is not surprising that
in Fig. 5 the theoretical curve at small wave vectors is above
the experimental one.

In the inset of Fig. 6 we show the compressibility of our
system as calculated from E@). We see that also this
quantity has a maximum at a temperature which corresponds
to the location of the density anomaly of the system, i.e., for
this model at around 4700 K. No experimental datasfeiin
this temperature range are known to us. However, Flaser
reports for T=1673 K a compressibility around 2.7
x10°° GPal. If we extrapolate theequilibrium) com-

1.2 1

0.9 1 pressibility data in Fig. 6 td =1673 K, we obtain ac; at
around 1.3% 10 ° GPa! which is a factor of 2 smaller
0.6 1 than the one given by Fraser. Thus we have evidence that the
03 BKS model is a bit too stiff. The possibility that this discrep-
) ancy is due to the slightly enhanced pressure of our system
0.0 ‘ ‘ ‘ ‘ ‘ should, however, not be disregarded.
00 1.0 20 30 40 50 60

ql[A™] B. Dynamic properties

FIG. 4. Partial structure factorS, () for different tempera- Having studied the static properties of the silica melt we

tures. The curves for 300 K were obtained by quenching the systerW'” discuss in this subsection the dynamic ones.
from a high-temperature state and are therefore not equilibrium 0.10
curves.(a) Si-Si, (b) Si-O, and(c) O-O. 10

s 0.09 ,51.8— hf\ L
seems to extrapolate to a significantly smaller value. It is s 0.08 ;‘91'7‘ ! I
@ i

well known that this value of theotal structure factor, |18y K
0.07 - —
N ! '3500 4500 6500,
S(@)=N"t> (exdig:(re—r)]), (3 0.06 - T i
KI=1 ]
0.05 - " -
is related to the isothermal compressibility of the system 7 F//’j
via 0.04 - -
) 0.03 w w —
lim S(q) = pkgT kT, (4) 0] 2000 4000 6000
4—0 TIK]

wherep=N/V is the particle density. We therefore extrapo-  FIG. 6. Main figure: value of the total structure factogat 0 as
lated our partial structure factors t¢p=0 and thus obtained a function of temperature. Inset: temperature dependence of the
S(q) for g—0. This quantity is shown in Fig. 6 as a function compressibility.
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FIG. 8. Arrhenius plot of the diffusion constants. Bold solid
10" / / , lines: Arrhenius fits to the data at low temperatures with the stated
< ~t activation energies. Dashed lines: results of a fit to the high-
Tl A0 : . / temperature data with the power law predicted by MCT with a
= 10 ——" 2750K critical temperature of 3330 K.
10™ What is also noticeable in the curves at low temperatures
, is that the transition from the ballistic to the cage regime is
1072 oxygen . quite different from the one found in a simple liquidee,
e.g., Ref. 19 in that (i) immediately after the ballistic re-
100 11 ‘ ‘ ‘ (b? N gime the curves show a small shoulder at around 0.03 ps and
10210 10° 10" 10 10° 10* (i) a peak i; ob§erved at around O.Z'ps. The first of these
t [ps] features, which is more pronounced in the curves for the

silicon atoms, is most likely the result of the complexal
FIG. 7. Time dependence of the mean squared displacement fanotion of the atoms in the open tetrahedral network, such as
different temperaturegg) silicon and(b) oxygen. the bending and stretching of the tetrahedra. The second one
is, as already pointed out by Angadt al*’, related to the
One of the simplest quantities to study the dynamics of s0-called boson peak, a vibrational feature at low frequencies
fluid system on a microscopic level is the mean-squared dis#hose precise origin is currently still a matter of deba?

placement(MSD) (r?(t)) of a tagged particléof type a), We also point out that the above-mentioned cage effect
which is given by becomes observable already at temperatures as high as 3580
K. Usually this effect is associated with the glass former
N, being in asupercooledstate. However, since the melting

(r3(t))= Ni| . {Iri(t)=r,(0)|?). (5)  temperatureT,, of silica is around 2000 K, all our simula-

tions are abové ,, and hence we do not investigate the sys-
tem in its supercooled regime at all. This shows that the

The time dependence for this quantity is shown in Fig. 7melting temperature is, from the point of view of the cage
for all temperatures investigated. For high tempera’[ure@ffect, an irrelevant temperature. That this somewhat surpris-
curves to the left, two time regimes can be distinguished. Atng result is not a particularity of the silica model studied
short times the motion of the particles is ballistic, ig(t) here can be inferred from the fact that experimental studies
of glycerol and BO3 also show a strong non-Debye relax-

times the motion is diffusive and hence we hdvé(t))t. ~ation at temperatures well above their ~melting

These two regimes are also seen at low temperatures, curvigmperaturé:** All these results give support to the point of

to the right. However, at these temperatures these two re//€W Of the earlier mentioned MCT, that the whole slowing

gimes are separated by a third one, in which the MSD doegown of the system is a purely kinetic phenomenon and thus

not change significantly over a time span which extends ovef©t related to any thermodynamic singglarity of any kind.
Using the Einstein relation I|mx(r (t)/6t)y=D, it is

several decades in time. The microscopic reason for this be-
havior is the so-called cage effect, i.e., the fact that in thiseasy to calculate the diffusion constamsfrom the MSD.

time regime the tagged particle is temporarily trapped by th&hese are plotted in Fig. 8 as a function of the inverse tem-
particles surrounding it and hence make an escape from ifserature. As expected for a strong glass former, we find that
cage very unlikely. Only for a sufficiently large time does the at low temperatures the diffusion constants show an Arrhen-
particle succeed in escaping thidynamio cage and the ius dependence. The activation energies are 4.66 eV and 5.18
MSD starts again to increase significantly. The dynamics ogV for oxygen and silicon, respectivelypold solid lines.

the particles related to this cage is usually called ghee-  These numbers compare very well with the ones determined
laxation and the mentioned mode-coupling theory makes ddan experiments at significantly lower temperatures, namely,
tailed predictions about this dynamics, as will be discussed.7 eV for oxygef? and 6 eV for silicorf> That such an

in more detail below. excellent agreement between the theoretical and experimen-

~r,(0)+ht, and the MSD is proportional tt?. For long
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tal activation energies is not trivial has recently been dem- O e .
onstrated by Hemmati and Angél,who showed that vari- N © O (E,=4.666V) r
ous models for silica can give rise to quite different ‘“E 107 5 " Si(E,=5.18eV) P E
activation energies. These authors also showed that the dif- S.qg® ] 1450k | |
ferent models predict diffusion constants which differ by up 8 o 1 1381K 1
to two decades at temperatures as high as 3000 K, which 10 ] 1308k 0 E
shows that dynamical quantities lik2 depend much more 107 4 R
sensitively on the potential than structural quantities. T F
For higher temperatures we see from the figure that sig- . 2
nificant dgeviationsp:‘rom the Arrhenius behavior are observed 107° | Mikkelsen (O, E,=4.7V) F
in that the diffusion constants increase slower with increas- 10 1 Brébec (Si, E =66V)/ T i
ing temperature than expected from an activated process. A o0 1 . T [
similar change in the temperature dependencP bfas also 10 15 25 35 45 55 65 75"
been found in many other models for silitaRecently Hess o T 104T '[K‘1] '

et al. have reported the analysis of experimental viscosity
data of SiQ at high temperatures and find that deviations FIG. 9. Arrhenius plot of the diffusion constants as determined
from a pure Arrhenius law are preséfit. from our simulation(open circles, oxygen; solid squares, siliton
One explanation to rationalize the observed deviationsand the experimental values for oxygésold line) (Ref. 42 and
from the Arrhenius behavior is offered by MCTsince the  silicon (Ref. 43. Thin solid lines: extrapolation of our data to low
so-called ideal version of this theory predicts that the temtemperatures and extrapolation of the experimental data to high
perature dependence of the diffusion constant, as well as tHemperatures. See text for the discussion of the other lines.
inverse of thea-relaxation timer(T), is given by a power

law, i.e., so-called extended MCT, i.e., that version of the theory in
Do 7 o (T-T,)?, ©6) which such hopping processes are taken into accttint.
Since, however, so far the details of this theory for the
where the critical temperatuile, and the critical exponeng  relaxation have not been worked out, no test can presently be
can, in principle, be calculated from the temperature depermade. This situation is different in th@-relaxation regime,
dence of the partial structure factors. In practice, howevernwhere some of the predictions of the extended MCT have
the two quantities are usually taken as fit paramétés  been worked out and, as we will demonstrate in a different
exceptions see Ref. 45 and references thgréitstead of  place?’ that these predictions hold very well for the present
using the diffusion data alone to determipeandT,, it has  system.
been found in similar types of analysfe.g., Refs. 18—20 Although Fig. 7 suggests that MCT might be useful to
and 46 that more reliable results are obtained if one deter-describe the dynamics of the present system, the power-law
mines these quantities from simultaneous fits to the diffusioriits in Fig. 8 are of course not a proof that the extracted
constants as well as to the-relaxation times for different parametersT, and v have a deep physical meaning. The
wave vectors, and therefore we proceeded in this way too. significance of the theory for SiCbecomes only obvious if
The result of these fits is that the critical temperature is 333@lso thex- and 8-relaxation dynamics of the time correlation
K. This value of T is in excellent agreement with the one functions are analyzed carefully, which is done in Refs. 30
determined by Hesst al. in their analysis of viscosity data and 47. We mention already at this place, however, that the
of real silica, which is 3221 K% (We note that we have value for the critical exponent found for the diffusion con-
learned about the results of Hessal. only after having stant,y~2.1, is slightly smaller than the one found for the
determined our value of..) Using our value ofT., we  «a-relaxation timer for larger wave vectors, which is around
obtain for the critical exponent the values 2.15 and 2.05 for 2.35%" The value of this latter exponent is compatible with
the silicon and oxygen diffusion constants, respectivelythe relation proposed by MCT between these critical expo-
Note that the theory predicts that the valuejyoshould be nents and the value of the so-called von Schweidler exponent
independent of the species and the fact that the two valuesf the B-relaxation regime. Hence we conclude that the criti-
we find are so close together supports this prediction. Theal exponent of the diffusion constant is smaller than ex-
so-obtained power-law fits are included in Fig. 8 as well andbected from MCT, an observation which is in agreement
we see that they give a good description of the diffusionwith the one made for simple liquid&*°
constants over about 1.5 decade®inThis range is signifi- Having now presented the temperature dependence of the
cantly smaller than the one found in the case of simple lig-diffusion constants in the temperature range of our simula-
uids for which the power law can be observed over aboution, it is instructive to compare these results with the ones of
three decade¥ '8 As substantiated below, the reason for thisreal experiments. For this we show in Fig. 9 the diffusion
relatively small range is very likely the fact that in Sifthe  constants as measured by us and the ones determined in ex-
relaxation dynamics at low temperatures is dominated byeriments by Mikkelself and by Bréec et al*3. Also in-
strong hopping processes, i.e., jump like motions of the ionscluded are the Arrhenius fits to our data. We see that the
Since thdadeal version of MCT, i.e., the version that predicts extrapolation of these fits to the temperature range which is
the power law given by Eq6), does not take into account accessible to the experiments overestimates the diffusion
these types of processes, it is thus not surprising that thisonstant by about one decade in the case of oxygen and by
version of the theory is applicable only in a quite limited about two decades in the case of silicon. From such a plot we
temperature range. The solution to this problem might be thean also estimate the temperature at which the BKS model
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would show theexperimentalglass transition temperature _10° ‘ ‘
T4, if we would have access to computers which are by Q ] £ 20 . 3
about a factor of 1% faster. For this we read off the experi- S 10° s 1KSBT/“D A
mental values of the diffusion constants at the experimental = ¥ ‘ .
T4=1450 K (horizontal dashed linggnd determine the tem- ol 5 \\ 10 experiment £
peratures at which the Arrhenius extrapolation of our data 10° 1 X/\'\- & 3
crosses these values. From this construction we obtain a 3 S, 1B ///,;/}:5.19&\,
Tg,sim Of 1380 K and 1303 K for oxygen and silicon, respec- 10° 1 20 25 30 357 i
tively (vertical dashed lings Thus we come to the remark- 1 107K i
able conclusion that using the BKS potential it is possible to 10° simulation i
estimate the experimental glass transition temperature to ] 3
within 10%. o ,

Another important transport quantity is the shear viscosity 10 1’0 50 30 20 50 r
7. Slncerz is a co_lIectwg quantity, it is quite demanding to 104T [K'1]
measure it in a simulation with high accuracy. For the case
of silica the only simulation we know in whicly has been FIG. 10. Main figure: Arrhenius plot of the shear viscosity from

determined is the one by Barrat al. in which the pressure the simulation(solid squares The dashed line is a fit with an

and temperature dependence of the viscosity was determinédrhenius law to our low-temperature data. The open circles are

at relatively high temperaturéS. experimental data from Urbaiet al. (Ref. 35. Inset: temperature
As in the case of the diffusion constant there are twodependence of the left hand side of Et) to check the validity of

possibilities to calculatey: from a Green-Kubo relation and the Stokes-Einstein relation.

a generalized Einstein relatiGhThe Green-Kubo relation is

1 Because of the mentioned collective natureppthe usual
_ F ' two runs we did at every temperature were not sufficient to
7 kBTVJ 0 AAws(DAs(0)), @) allow to determineyn with a satisfactory statistical accuracy.
Therefore we performed, for all temperatures above 2900 K,
where the off-diagonal elements of the pressure tensor argg extra runs in order to calculate. Because of the long
given by relaxation times aff=2900 K andT=2750 K, it was not
N NN possible to do that many runs at these temperatures and thus
. « @ no results fory have been obtained.
Aaﬁ‘; mivi Viﬁ+§1 ,E>. F‘irﬁ’ a#p. ®) In Fig. 10 7\7Ne show the temperature dependence of the
viscosity in an Arrhenius plofsolid squares in the main
HereFj is thea component of the force between ionand  figure). We see that, similar to our results for the diffusion
J. constants, also this transport quantity shows at low tempera-
The Einstein formula reads tures an Arrhenius behavior which crosses over to a weaker
temperature dependence with increasing temperature. In the
1 2 temperature regime in which the Arrhenius law is observed
n= kBTvt|m<[A“B(t)_A“ﬁ(o)] ) © the data are described very well by an Arrhenius law. If we
fit the six lowest temperatures with such a law, we find an
with activation energy of 5.19 eV, which is in very good agree-
ment with the experimental value of 5.33 &VBy using
N such an Arrhenius law to extrapolate our data to lower tem-
A= myEret). (100  peratures we see that for temperatures around 2800 K such
=1 an extrapolation underestimates the viscosity of real silica, as
measured by Urbaiet al® (open circleg by about a factor
of 10. Thus we find that the BKS model underestimates the
viscosity of real silica but that the error lies in the prefactor
and not in the activation energfWe also mention that there
seems to be an uncertainty of the experimental value of the
. prefactor of about a factor of fRef. 54; thus it might be
Aaﬁ(t)_Aaﬁ(o):f dt’Aaﬁ(t’). (11  that the actual discrepancy between our simulation and real-
0 ity is less than just statedWe also mention that if the
Arrhenius law found for our low-temperature data is used for
We also mention that care has also been taken in thestimating the temperature at which the viscosity of our sys-
evaluation of the force§|j occurring in Eq.(8), since itis  tem reaches the value ¥op, i.e., the value of the experi-
not possible to use just the ones obtained from the Ewal@hental glass transition temperature, we find that this value is
sums. More details on this problem can be found in Ref. 53at 1310 K. Thus we find, in agreement with our results from
In the course of our calculation we found that the two meth-the diffusion constant, that the BKS model underestimates
ods discussed to calculatg give results with similar accu- the experimental glass transition temperature by about 10%.
racy, and thus can be considered to be equivalent from a Having an independent measurement of the diffusion con-
numerical point of view. stants and the viscosity, it is possible to check the validity of

Allen et al. have pointed out that in order to obtain correct
results it is important to represent the terd,(t)
—A,5(0) in Eq.(9) in a way which is independent of the
coordinate systenf One possible choice is
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the Stokes-Einstein relation in this system. This relation is 1.0
given by =
o
0.8 |
kgT
——=\=const, (12 ]
7D 06
where the constant has, in the phenomenological Eyring R
theory, the meaning of a length of an elementary diffusion 0.4
step® To check whether the left hand side of H42) is
indeed constant we plot its temperature dependence in the 0.2 1
inset of Fig. 10. From this inset we see thatlepends in the ] \\\ :
whole temperature interval ohin that it changes from val- 0.0 gy
ues around 20 A at high temperatures to values at&uh at 10 °10°10°10 10" 10 10" 10" 10
the lowest temperatures. This finding is not surprising in tps]

view of the fact that the activation energy of the viscosity
(5.19 eV, see Fig. 1ds very close to the one of the diffusion
constant of silicon5.18 eV; see Fig. 8 thus showing that
for SI|ICOI?] the_ prOdu_Ct”DSi . c_o_nstant, Whgreas in the ure). Inset: the same data vs the rescaled tilmg, whererg(T) is
Stokes-Einstein relation an additional factoris present. he gecay time oPg. The dashed line is a fit with a KWW law
Thus we conclude that in the temperature range considerggih g=0.90.

here, the Stokes-Einstein relation is not a good way to con-

vert viscosity data into diffusivities or vice versa. the inset of Fig. 11 we show this type of plot and we see that
From our data on the temperature dependence of the dithe curves for the different temperatures fall indeed very well
fusion constants and the viscosity we have evidence that witBn top of each other. At short and intermediate times the
increasing temperature the relaxation behavior of the systemaster curve is approximated well by a Kohlrausch-
crosses over from one similar to an activated process to ongjjjliams-Watts (KWW) curve, exp—(t/7)?], with 8=0.90
which iS, pOtentially, described well by the ideal version of (dashed |in¢decay at Short times and a power-|aw decay at
MCT. On the other hand, the ideal version of the theory|ong times.
predicts a power-law divergence to infinity Dfand» at T, In order to find out how the breaking of the bonds is
which in our case is at 3330 K, while Figs. 8 and 10 showrelated to the diffusion process we plot in Fig. 12 the product
that this is not the case. Thus the need for the extendegf the lifetime 5z and the diffusion constants versus the in-
version of MCT is evident. Further support for a change ofyerse temperature. From this figure we recognize that the
the transport mechanisms is obtained by investigating thgroduct rzDo is essentially independent of temperature,
temperature dependence of the lifetime of a bond between gemonstrating that the breaking of the bond is indeed related
silicon and an oxygen atom. From Figh2we see that even tg the elementary diffusion step of the oxygen atoms. For the
at the highest temperature there is a well-defined minimungjlicon atoms the situation is more complicated in that the
between the first and second neighbor peaks in the radigdoductrgDg; is constant at high temperatures but then starts
distribution functiong(r) for the Si-O correlation. Hence it to decrease at low temperatures. Thus we have evidence that
is quite natural to make the definition that a silicon and argt high temperatures the diffusion mechanism for the silicon
oxygen atom are bonded if their separation is less than thgtoms is very similar to the one of the oxygen atoms and is
location of this minimum, which we located at 2.35 A. In |ikely governed by the collective motion described by MCT.
Fig. 11 we showPg(t), the probability that a bond which \when the system enters the Arrhenius regime the situation

was present at time zero is still present at timérom this  changes in that now the silicon atoms see a quite different
figure we see that the decay time of this probability increases

fast with decreasing temperature. More interesting is the ob- 0.325 ST
servation that at low temperatur@®g(t) does not decay to a
zero within the time span of our simulation, but that the oo fM
curves end at around a value of 0.2. In Fig. 7 we have shown 0.275 1 D .
that our simulations have been long enough to allow to ob-
serve the diffusive regime in the mean-squared displacement,
and in Refs. 26 and 47 we show that also the structural 0225 = o=\
correlation functions, such as the intermediate scattering \\l/\’-TB'DSi
functionsF4(q,t) andF(q,t) at the FSDP?! decay to zero \
within the time span of our simulation. Hence we conclude 0.175 1 -
that in order to become diffusive or for the decay of the \H\.
mentioned structural correlation functions, it is not necessary
that all of the bonds between silicon and oxygen brak. 0-1251 5 19 23 27 31 35
From the figure one also sees that the shape of the curves ) ' ) 10YT [K'1].
does not seem to depend on temperature. This can be

checked by plottingPg(t) versust/rg, where the “life- FIG. 12. Temperature dependence of the products of the diffu-
time” 75(T) is defined by requiring thaPg(7g)=e *. In  sion constants with the decay time Bf; .

FIG. 11. Time dependence &fz, the probability that a bond
between a silicon and an oxygen atom which exists at time zero is
also present at timg for all temperatures investigatdchain fig-
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FIG. 13. Space and time dependence of the self-part of the van Hove correlation fut@ti®iticon at 6100 K,(b) oxygen at 6100 K,
and(c) silicon at 2750 K. The vertical line in the inset corresponds to 1.6 A, the length of a Si-O @hr@xygen at 2750 K. The vertical
line at 2.6 A in the inset corresponds to the nearest neighbor O-O distance. In @reld (b) the times increases by about a factor of 2
from one curve to the other. In panély and(d) the times are 0.015 ps, 0.033 ps, 0.38 ps, 174 ps, 362 ps, 590 ps, 817 ps, 1.04 ns, 1.2 ns,
4.5 ns, and 15.4 ns.

local (mean potential than the oxygen atomsince the abovel”!® With increasing time the height of this peak de-
former sit in deeper minimaand thus their diffusion motion creases and to the left of the peak a long tail is observed in
is not directly related to the breaking of the bond with one ofthe case of silicon and a small peak in the case of oxygen
its neighbors. (around 2.6 A. This peak can be seen better in a linear-
A more detailed picture of the change of the transportogarithmic representation of the curves, which is shown in
mechanism can be obtained by investigating the self part ahe insets of the figures. In their simulation of a soft-sphere
the van Hove correlation functioB(r,t)%* which is defined  system Rowet all related the existence of such a peak to
by the presence of hopping processes and thus we have direct
evidence that such processes exist in the present system as
N 1 & ) well. Also included in the figure for the oxygen is the loca-
Gs(rt)= N, 21 (8(r=[ri(t) =ri(0)])), ae{Si,0} tion of the first peak in the radial distribution function of the
(13) 0-O correlation at 2.6 Avertical line, and we see that this
. _ - ) _ _ location coincides with the location of the secondary peak in
Thus 41 “G(r,1) is the probability to find a particle attime 4 7r2G9(r t). (We also mention that most of the oxygen

t a distance away from the place it was at0. In Fig. 13 atoms jumping are defects in that they are only onefold or
we show this probability for different times fof=6100 K hreefold coordinated)

and T=2750 K. From the figures at the higher temperature For sjlicon the situation is different in that no secondary
we see that the space and time dependencemsf@ is  peak is visible at any time. However, a careful inspection of
very regular in that with increasing time the location of thethe curves reveals that at around 1.6 A, marked in the inset
peak moves continuously to larger distances. At this tempy a vertical line, a change in the slope of the curves can be
perature no significant qualitative difference between thenoticed. This distance corresponds to the Si-O bond in one
curves for the silicon and oxygen atoms is observed, thugetrahedron. From Fig.(8) we see that there are still quite a
showing that the transport mechanism of the two types ofew fivefold, coordinated silicon atoms in the melt and we
particles is very similar. have found that at low temperatures the transport of the par-
At low temperatures the situation is quite different. After ticles often involves such fivefold-coordinated silicon
the ballistic motion of the ions, during which theandt  atoms® Thus a typical bond-breaking process involves a
dependence 0B is qualitatively similar to the one at high onefold-coordinated oxygen atom attaching itself to a
temperatures, the distribution function shows a peak whosfurfold-coordinated silicon atom, thus moving the latter by
location depends only weakly on time. Such a behavior isa distance of the order of half the Si-O bond length. Shortly
well known from studies of the dynamics of supercooledafter this, the now fivefold-coordinated silicon atom breaks
liquids and is a manifestation of the cage effect discussethe bond with one of its five nearest neighbors, thus creating

N
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2.0 - w w structure of the network still has some resemblance to the
- ’{ \\ @ one at time zero and that the motion of the atoms is indeed
2451 {/ \ i given by the hopping of the atoms in this structure.
(D'O

IV. SUMMARY AND CONCLUSIONS

In this paper we have discussed the results of a large scale
molecular dynamics computer simulation of a silica melt.
The potential used is the one proposed by van Beeat?
which has been found in previous simulatih® be quite
reliable with respect to reproducing structural properties of
amorphous silica at temperatures below the glass transition
temperature. In the present work we focus on the structural
and dynamical quantities in treguilibrium melt. Apart from
thermodynamic quantities like the pressure and the com-
pressibility, we have determined the partial structure factors.
From these functions we conclude that the melt is substan-
tially ordered even at temperatures as high as 6100 K and
shows intermediate range ordéirst sharp diffraction peak
already at around 4000 K. Evidence that this high degree of
local ordering is not just an artifact of our model is given
0.0 1o ‘ : e first by the fact that at these temperatures the viscosity of real

00 1.0 20 3.0 40 5-0/:\ 6.0 silica is surprisingly high?® thus showing that the motion of

rIAl the atoms is strongly hindered because of the cage effect, and

FIG. 14. Space and time dependence of the distinct part of théecond by our finding that, if we cool the system to a tem-
van Hove correlation function for the O-O paig) T=6100 K, (b) perature at which the structure can be measured, we find that
T=2750 K. In panelb) the curves that are not labeled correspondthe structure predicted by the simulation agrees very well
to times 174 ps, 362 ps, 590 ps, and 1.2 ns. with the experimental neutron scattering functigytq), thus

showing that the structure of the model is very realistic.
a new onefold-coordinated oxygen atom, and moves again From the mean-squared displacement of the particles we
on the order of half a bond length. Thus in this whole procesgalculate the diffusion constanBand find that at low tem-
the silicon atom has moved on the order of the length of &eratures they show an Arrhenius dependence with activa-
Si-O bond and hence #2GS\(r,t) shows at this distance tion energies which agree very well with the ones found in
the mentioned feature. experiments. If this temperature dependence is extrapolated

Finally we mention that we have also investigated theto values ofD which correspond to the diffusion constants of
space and time dependence of the distinct part of the vareal silica around thexperimentaglass transition tempera-
Hove correlation functionGy(r,t) (Refs. 19 and 51and ture Ty, we find that these values &f are at temperatures
found that this dependence is compatible with our discussiowhich agree withT 4 to within 10%. A similar result is ob-
of the self-partGg(r,t). This is demonstrated in Fig. 14 tained from the viscosity data. Thus we conclude that the
where we shoviG4(r,t) for the O-O pair at 6100 K and 2750 model used is very reliable to predict the relaxation behavior
K. From Fig. 14a) we see that, even 8t=6100 K, G4(r,t) of real silica and is even able to predict the real glass tran-
shows at intermediate times a small peak at the origin, sition temperature with surprising accuracy.
=0, thus showing that the correlation hole that is observed at For temperatures higher than 3200 K we find significant
time zero is filled up not only by a continuous influx from deviations from the Arrhenius dependenceDofin that tem-
other oxygen atoms but to some extent also by particleperature range the diffusion constants are fitted much better
which hop directly into the position of the oxygen atom by a power lawDo(T—T.)?”, a temperature dependence
which was there at time zero. This type of dynamics is nowhich is often found in simple liquids and which has been
observed in simple liquids at high temperatdfe¥ and is  proposed by mode-coupling theory. The critical temperature
thus probably attributable to the fact that silica forms a well-T, is 3330 K, in excellent agreement with extrapolations by
defined network even at high temperatures, thus making thelesset al. of experimental dat&* A similar conclusion can
correlation hole relatively stable and hence permitting a nevibe drawn from the temperature dependence of the viscosity.
oxygen atom to jump into it. We emphasize, however, that affhus we find that the relaxation dynamics of this system
these high temperatures this jump mechanism is not thehows a crossover from a dynamics at high temperatures
dominant transport mechanism, since the self-part of the vawhich can be described by the ideal version of MCT to an
Hove function does not show a secondary pgsée Fig. activated dynamics at low temperatures. The existence of
13(b)]. this crossover can also be seen in the temperature depen-

In Fig. 14b) we see that at low temperatures the peak atlence of the product of the diffusion constants and the life-
the origin is very pronounced at intermediate times and igime of a Si-O bond. This product is constant in the high-
even observable dt=15.4 ns, i.e., at times at which the temperature regime for silicon and oxygen, whereas it shows
particles show a diffusive behavidsee Fig. T)]. This  a significant(Arrheniug temperature dependence for silicon
shows that even on these very long time scales the locait low temperatures, hence giving evidence for a change of
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the diffusion mechanism with decreasing temperature. sis of the relaxation dynamics of strong glass formers those
As has been shown elsewhéfegven the activated dy- predictions of MCT are checked which are not affected by
namics at low temperatures can be understood to a good palte presence of such hopping processes, if one wants to make
within the framework of MCT, since predictions of the a real test whether or not MCT is able to describe the relax-
theory like the factorization property or the existence of theation dynamics of such a system.
von Schweidler lawseem to hold very well. Thus we come
to the conclusion that one of the main differences between
strong and fragile glass formers is that in the former the
so-called hopping processes, which invalidate some of the We thank K. Binder for many stimulating discussions on
predictions of theideal version of MCT, areat T, very  this work, J.-L. Barrat for pointing out Refs. 52 and 53 to us,
pronounced in strong glass formers. Due to the strong presnd J. Baschnagel for useful discussions. This work was sup-
ence of these hopping processes, important predictions of thmorted by BMBF Project No. 03 N 8008 C and by SFB
ideal MCT, like the presence of a power-law dependence 0262/D1 of the Deutsche Forschungsgemeinschaft. We also
the transport coefficients, are valid only in a very restrictecthank the HLRZ Jlich for a generous grant of computer
temperature range. Therefore it is important that in the analytime on the T3E.
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