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No evidence of a metal-insulator transition in dense hot aluminum: A first-principles study
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Structural and electronic properties of dense hot aluminum are studiedb lyitio simulation using the
molecular-dynamics scheme based on finite-temperature density-functional theory. The electrical conductivity
of the system is computed from the Kubo-Greenwood formula for the optical conductivity. This study covers
the density range=1.4-2.0 g/cri, at temperature =1000—-8000 K. Within this range of densities and
temperatures, analysis of data obtained from a recent experiment on laser-heated aluminum seems to indicate
that the system undergoes a metal-insulator transition characterized by a dramatic decrease of the electrical
conductivity that assumes values that differ by at least an order of magnitude from current theoretical predic-
tions. The results of the present simulation show no evidence of such a transition. Rather dense hot aluminum
appears to behave like a standard liquid md®0163-18209)16647-3

I. INTRODUCTION tions. Hence, the transition would be mainly driven by the
temperature increase. Unfortunately, in their paper, Mos-
Aluminum is widely used in technical applications. tovych and Chan proposed no plausible physical mechanism
Therefore, its properties, particularly its electrical conductiv-€ading to such a peculiar transition, which is expected to be
ity, are of considerable interest. Recently, Mostovych andilfferent frpm the metal-lnsqlator transition, observed, _for
Chart succeeded in preparing aluminum in a regitobar- instance, in expanded alkali m_etals and usuall_y_descrlbed
acterized by a density~ 0.5 1.0p.q, and a temperature with the Mott-Hubbard modél.Since the conductivity data

T~4000-9000 K), which is intermediate between the or- reported by Mostovych and Chan differ from the other esti-

. S . . mates by at least an order of magnitude, the discrepancy
dered solid and Iqu_u.d phases, and the h[ghly disordered 9%5%uld be attributed to the failure of some of the assumptions
phase, under conditions of thermal equilibrium and at suffi-

. : used in the interpretation of the experimental data. For in-
ciently high pressuré30—100 kbar to be well above the giance the sharp drop in the reflectivignd consequently in

predicted critical point pressure and boiling curve. In thiSyhe conductivity could result from gradients at the Al-SjO
transitional regime, dense hot matter is typically degener_atﬁ]terface used in the experiment, although Mostovych and
and strongly coupled; moreover experimental data are limchart claim that this is unlikely. Moreover, the electrical
ited. Using time-resolved laser probes to measure the reflegpnductivity is obtained by the measured reflectivity assum-
tivity and adopting a free-electron Drude conduction modeling a Drude conduction model whose validity in the whole
Mostovych and Chan infer that the electrical conductivity ofrange of measurements is in principle questionable.

the sample assumes values that are sharply below those of In order to shed some light on this issue, | have performed
liquid aluminum and differ by at least an order of magnitudeab initio simulations of liquid aluminum, at the same condi-
from current theoretical predictions. In particular, they findtions of the experiment, using a code specifically developed
that the conductivity falls dramatically as aluminum is to deal with systems characterized by finite electronic tem-
heated above-4500 K (~0.4 eV), substantially deviating perature and computing the electrical conductivity from the
from extrapolations of liquid-metal theory obtained from the Kubo-Greenwootiformula, which is able to circumvent the
known behavior of liquid aluminum near the melting point. limitations of the Ziman approach. Analysis of the simula-
Interestingly, the conductivity falls to levels consistent with ation results does not support the existence of a metal-
state of “minimum metallic conductivity” and the metal- insulator transition in dense hot aluminum. In fact the alumi-

insulator transitiorf. Moreover, most of the drop occurs in a UM fluid behaves like a standard liquid metal at all the
narrow temperature range between 4000 and 6000 ensities and temperatures considered, and the electrical con-

(~0.35 to 0.55 eV, with little additional change at higher uctivity does not exhibit any sudden drop to values lower

temperatures. This behavior is in strong contrast to that obt-han the minimum metallic ponductmty level.
The outline of the paper is as follows. In Sec. Il, | present

served in short-pulse experimerits which thermal equilib- laorith d and id ional detail ith
fium between laser-heated electrons and ions is not agsureff€ &lgorithm used and provide computational details, wit

and also to that obtained in recent theoretical predictiohs particular empha;is on the m.thOd employed for the calcula-
based on generalized Ziman models and strongly couple[fn qf the glectncal conductivity. In _Sec. I, the.results of
plasma theory. the 3|m_ulat|0ns are reported and discussed. Finally, some
If confirmed this phenomenon would be particularly inter- €Onclusions are drawn in Sec. IV.

esting and intriguing from a theoretical point of view. In fact
it would represent the observation of a metal-insulator tran-
sition in a metal characterized by a value of the density that Ab initio molecular-dynamic$MD) simulation of metals

is not much lower than that of the liquid at normal condi- poses a variety of technical problems for which different

II. METHOD
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TABLE I. Basic parameters for liquid aluminum at the conditions considered in the simulatidag.is
the electron sphere radius paramefBg;is the Fermi temperature, ard, is the ion coupling parameter
(assumingZ=3).

p (glem®) T (K) rs/ag TITe I,
2.0 1000 2.291 0.009 860.0
2.0 5000 2.291 0.045 172.0
1.7 5000 2.419 0.050 162.9
1.4 5000 2.581 0.057 152.7
1.4 8000 2.581 0.092 95.5

methods, with different solutions, have been proposed. Hergy(r) has been computed by minimizing the free energy func-
| follow the approach of Alaviet al.® which is based on a tional F of the electron gas. This is defined as

new formulation of the finite-temperature Mermin density-
functional theory(DFT).° This techniqu®’ is particularly

suitable for studying electronic properties of metallic sys-

tems at high temperatures since a self-consistent electronic-
structure calculation is performed at each MD step and th&/here
effect of thermal electronic excitations is consistently incor-

F:Q+MN9+E||, (1)

porated using fractionally occupied states. The same method 2 (1)
has been already successfully applied to study dense hotQ[n(f)]=—E|n de(1+e_B(H_“))—f drn(r)| ——
hydrogerf*? liquid sodium!? the metal-insulator transition

in metal-molten salt solutior's, laser-heated silicdfi and 60

graphite!® and oxidation processes on transition metéls. +m + Oy, 2

Simulations have been performed, at constant volumes, in
:lfﬁ]?r?ﬂ? a;%;qesée\?\;ﬁﬁ tsrllgp\l/(;Sgbé%,bggincgqaz?m&ﬁ B=1/(kBT) is the inverse electronic temperatuge,is the
(k=0) only to sample the Brillouin ZonéBZ), the Fermi chemical potentialN, is th(_e total number of vaIen(;e eI_ec-
level is located in the middle of a quasidegenerate set offons,®=—(1/2)V2+V(r) is the one electron Hamiltonian
energy levels. Therefore, no large, unphysical energy gap i¥ith the effective potential V(r) ==,V (r —R;) + ¢(r)
present between conduction and valence bands. The size 8f9{xc/dn(r), ¢(r) is the Hartree potential of an electron
the cubic box has been varied to reproduce three differerfias of densityn(r), €. the exchange-correlation energy in
densities p=1.4, 1.7, and 2.0 g/cth which span the den- the local-density approximatioit. DA), andE;, the classical
sity range considered in the experiment of Mostovych and=oulomb energy of the ions. The functiorfal,. is approxi-
Chan' For all these density values simulations have beernated by itsT=0 expression, since its finite-temperature
performed at a temperature of 5000 K. Moreover, in order tgorrections are negligibte at the temperatures and the elec-
check the effect of the temperature alofiy keeping the tronic densities of the system studi¢dreproduces the exact
density constant for p=2.0 g/cn? a simulation at 1000 K, finite-temperature density of the Mermin functiohahd was
and forp: 1.4 g/crﬁ a shorter simulation at 8000 K, have _Se|f-ConSiSte_nt|y Optimized for each ionic Conﬁguration-. As
also been performed. In plasma physics language all the caP the experiment of Mostovych and Chathermodynamic
culations were carried ousee Table) deep in the quantal €quilibrium between electrons and ions has been assumed in
domain (T/Tg<<1, whereTg is the Fermi temperature of the the simulations, so that the electronic temperature and the

fully degenerate noninteracting electron jgaand in the average ionic temperature were equal. Efficient diagonaliza-
“strong-coupling regime.” In fact the ion coupling param- tion of the one electron Hamiltonian has been performed by

eter, .= (Ze)% (ak,T), wherea=[3V,/(4mN)]*3 is the ~Means of a variaft of the Lanczos algorithm, which allows
ion-sphere radius\(,=L2 is the simulation box volume optimal use of a gpod guess of _the initial Wavefl_Jnctlon. T_he
which represents the ratio of the mean potential energy to th@legtromc density is expressed in terms of the single-particle
mean kinetic energy, was alwaysl. orbitals

The interaction between ions and valence electrons has
been modeled using a norm-conserving pseudopotgntial TABLE Il. Equilibrium distanced and vibrational frequency
with s and p nonlocality. The electronic orbitals were ex- of Al,, as obtained byb initio simulation, using a normconserving
panded in plane waves with a cutoff of 16 Ry. This Al pseudopotential, the local spin-density approximation of DFT with
pseudopotential has been successfully used in ab initid plane-wave erjergy_cutoff of 1_6 Ry, anc_i a simple cubic unit cell of
simulationd? of solid and molten aluminum at the melting 30 &u. Comparison is made with experimental data.
point. As an additional test, aluminum dimer properties in

; d A) o (cm™1)
the ground state have been computed. In Table Il the equi-
librium distance and the vibrational frequency of,Adre  simulation 271 247
reported. As can be seen, the comparison with the expergyperiment 2.70 284

mental data is satisfactory.
For a given configuration of ions, the electronic density®Reference 19.
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) electron-electron interactions quantum mechanically and that
n(r)=2i fil i (r)]%, (3 makes noa priori assumptions about ion-ion forces and the
ionic structure is highly desirable. Such a method is repre-

where f; are the Fermi-Dirac occupation numbers, sented byab initio MD,™“"in which both thermaionic) and
=(efE~M 1 1)~ and the ionic forces are calculated using &/€Ctronic structure effects are incorporated at a high level of

the Hellmann-Feynman theorem. The ionic degrees of fregdccuracy, and no empirical parameters are involved in the
dom have been integrated using a time step of 50 a.falculations. Thisab initio approach allows in principle to

(~1.2 fs). In the first part of each simulation the system ha<ircumvent? the limitations of the Ziman formula; in fact the
been equilibrated, for-1 ps, at a given average ionic tem- interactions are computed from first-principles calculations

perature, starting from a disordered initial configuration.Performed on the fly as the simulation proceeds. One can,
Then production runs of-1 ps have been performed in therefore, obtain the electronic excitation spectrum. Using

which structural and electronic properties of the system hav is information the electrical conductivity can .be calculated
been computed. Simulations have been carried out using tHY Means of the Kubo-Greenwood approagts, it has been

I" point only to sample the BZ. However, for a selected set oflON€ in many other ab initio simulatiof:'*#*This in prin-

ionic configurations, at different temperatures and densities,c,Iple stralgh_tforw_arq procedur_e allows to transcend the
veak-scattering limit of the Ziman formula. In fact the

the one electron Hamiltonian has also been diagonalized u . .
ubo-Greenwood formulais a very general formulation for

ing a different, more thoroughk-point sampling(with 8 k h ductivity: i ) | h as f .

pointg of the BZ, according to the prescription of Monkhorst the conductivity: it contains electron-phonon did far as it

and Pack? In fact, a previous stud§ of liquid sodium is allowed by the use of DFT-LDAelectron-electron scat-
tering. In this approach, the electrical conductivitycan be

showed that, while th& point only sampling of the BZ is ed b i ¢ h ical
generally adequate to reproduce structural properties, it cafiPtained by extrapolating to zero frequency the optical con-

be much less accurate for the electronic ones, particularly theUCtvity:
electrical conductivity. _ — i
) . . o=0(0)=Ilimo(w), 4
Calculations of dc electrical conductivity for dense sys- © 00 (@) @

tems are typically based on variations of the Ziman _ _

formula?® The Ziman theory is based on a quasi-free-With o(w) computed as a configurational average of
electron approximation and makes use of the Boltzmann ap-
proach to transpolfit represents the simplest solution to the o
transport equation While this method is generally adequate

for liquid metals near the melting point, a more general the-
oretical approach is needed for more highly disordered sys- —hw), 5

tems at elevated temperatures. Some recent generalized C\"/ivlﬁeree andm are the electronic charge and masss the
culations exist. Rinkérused an “average atom” partial- 9 apss

momentum operator angy;, E;, are the electronic DFT

wave formulation of the Ziman theory: the electron states . enstates and eigenvalues. calculated for the ionic confidu-
and interaction cross sections are calculated self consistentfy? 9 . ; : 9
tion{R,}, at a singlek point (for instance thd" point) of

ations.for  one.component  plasmas. . Periot  andte BZ. The generalization of EqS) to more than one
Dharma-wardarfa used a density-functional, neutral ~vector sampling is straightforward
pseudoatom model in which the ion-electron interactions and
the structure factor are calculated self consistently within the o(w,R)= Z o(w,R,k)-W(k), (6)
framework of DFT and the “average atom” model. This K
generalization of the Ziman approach aims at extending th@yhereo(w,R, ,k) is defined by Eq(5), with the eigenstates
applicability of the method from the usual weak-isolated-and the eigenvalues computedkatandW(k) is the weight
scatterer limit to the regime of strong multiple scatterersof the pointk. Of course, the use of the single-particle DFT
Both these calculations pI'EdiCt conductivities which are aktates and eigenvames, instead of the true many-body eigen-
least an order of magnitude larger than those reported bjinctions and eigenvalues, introduces an approximation in
Mostovych and Chah.n contrast, the calculations of Ichi- the calculation ofo. Due to the finite-size discretization of
maruet al® for hydrogen plasmas prediaisingZ=3, that  the eigenvalue spectrum, in practical applicatioii®,R,) is
is the valence of aluminuptonductivities that are about an computed for a  finte set of  frequencies
Order Of magnitude IOWer than in the eXperiment Of Mos_(wsz, N T ) byaveraging over a Sma” frequency
tovych and Chan; this latter behavior is understandable sincgangeA o
in this case, the validity range of the calculations is limited to
lower coupling strengths than are found in the experiment. 1 (otdel

It has to be stressed that all the mentioned theoretical o(w 'RI)”H A2 o(w,R)dw. (7)
calculations made various assumptions about the electron- “mne
ion, ion-ion, electron-electron interaction, and/or the ionicThe value ofAw must be carefully chosen. In fact it has to
structure, which make their general validity difficult to as- be large enough to assure that a sufficient number of elec-
sess. Electron localization and details of the ionic structurdronic levels contribute, and, at the same time, small enough
can play an important role, particularly in the vicinity of a to allow a good resolution. A value kw=0.2 eV was
metal-insulator transition. Therefore, a method that calcufound to be adequate for liquid aluminum. Since a limited
lates conductivities quantitatively, treats electron-ion andhumber of excited states have been included in the calcula-
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FIG. 1. Pair correlation functiog(r) of liquid aluminum at
different densities and temperaturgs=2.0 g/cn?, T=1000 K FIG. 3. Electron-ion pair correlation functiogy;(r) of liquid
(solid line; p=2.0 g/cn?, T=5000 K (dotted ling; p aluminum at different densities and temperatures:2.0 g/cn?,
=1.7 g/len?, T=5000 K (dashed ling p=1.4 glcnf, T  T=1000 K (solid line); p=2.0 g/cn?, T=5000 K (dotted ling;
=5000 K (long-dashed line The curves have been obtained by p=1.7 g/cni, T=5000 K (dashed ling p=1.4 glcnm?, T
averaging over the configurations of the MD simulations. =5000 K (long-dashed line p=1.4 g/cni, T=8000 K (dot-

dashed ling The curves have been obtained by averaging over

tion (from 52 to 292, depending on the temperatué€w) some configurations of the MD simulation.
falls off artificially fast for large values of; however this
does not represent a serious problem for the determination @fistribution functiongs(8,r,,) measures triplet correlations:
the dc electrical conductivity(w=0). In the case of a pre- hereé indicates the angle between the two vectors that join a
vious application to liquid sodiuff the electrical conductiv- central particle with two neighbors at a distance smaller than
ity computed using this Kubo-Greenwood approach exhibs,, where the cutoff value,, is taken as the position of the
ited some discrepancies with respect to the experimentdirst minimum of the corresponding(r) function. At 1000
data. However, the agreement with experiment improved aK the gs(6,r,,) function has the typical structure of liquid
a function of the temperature and was quite satisfactory ametals close to melting conditions and, for instance, it re-
the highest temperaturé850 and 1000 KKconsidered. sembles that reportétfor liquid sodium at 420 K. However,
at 5000 K the structure is considerably reduced and one ob-
serves a rather broad and flat distribution.

In Fig. 3, the electron-ion pair correlation functigg;(r)

Figure 1 reports the pair correlation functig(r) of lig- has been plotted. This function describes the correlation be-
uid aluminum computed at the different densities considerediveen the local density of the valence electrons and the local
in the present study. The effect of increasing the temperaturéensity of the ions. As in Ref. 1¢.i(r) is computed accord-
from 1000 to 5000 K is evident. The peaks become flatteing to
and broader. In particular, the height of the first peak de-
creases whereas its width increases on raising the tempera- 1 N
ture. In contrast, the effect of changing the density appears to Jei(r)= <2| j dr'n(r)é(|r'=Ry|—r) ),

Ill. RESULTS AND DISCUSSION

e : ~ 4mr’ngN
be much smaller. Similar conclusions can be drawn by look- ®)
ing at the Al ion angular distributioriFig. 2). The angle
wheren, is the average density of electrons and the bracket
ST T T indicates temporal average. As can be seen, the probability

that the valence electronic charge is close to a given ion
mainly depends on the densithe temperature dependence
is small for p=2.0 g/cn? and almost negligible forp
=1.4 gl/cni, in this latter case the curves corresponding to
T=5000 andT=8000 K are almost coincidentand in-
creases as the density decreases. Although this certainly re-
flects an increasing electron charge localization, no dramatic
) effect, suggesting the onset of a metal-insulator transition, is
0|||||||||||||||||:"\1| observed.
-1 -0.5 0 0.5 In Fig. 4 the electronic density of statéEDOS is re-

cos(0) ported (data have been averaged over 10 uncorrelated MD
FIG. 2. Angle distribution functiorgs(6,r,,) of liquid alumi- configurations and on energy intervals of width 0.3).eXs

num (see text for definitionat different densities and temperatures: ¢@n be seen, at all the temperatures and density considered,
p=2.0 g/cn}, T=1000 K (solid line; p=2.0 glcn?, T EDOS clearly exhibits a metallic behavior: neither an energy

=5000 K (dotted ling; p=1.7 g/cnd, T=5000 K (dashed ling ~ 9ap nor a minimum appears in EDOS, which could reveal
p=1.4 glcn?, T=5000 K (long-dashed line The cutoff distance the occurrence of a metal-insulator transition. The absence of
rm is taken as the position of the first minimum of the correspond-such a transition is confirmed by the analysis of the electrical
ing g(r) function. conductivity data. As discussed in Sec. Il, using the Kubo-

Angle distribution

—
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FIG. 4. Electronic density of states, EDOS, of liquid aluminum:

(8 p=2.0 glend, T=1000 K;(b) p=2.0 glcnt, T=5000 K;(c) FIG. 5. Optical conductivityr(w) of liquid aluminum, obtained

p=1.7 glent, T=5000 K;(d) p=1.4 gl/cni, T=5000 K;(e) p by averaging over 10 uncorrelated configurations of the MD simu-
=1.4 g/cn?, T=8000 K. Data have been averaged over 10 uncor4ation: (@ p=2.0 glcn¥, T=1000 K; (b) p=2.0 glend, T

related MD configurations and on energy intervals of width 0.3 eV.=5000 K; (c) p=1.7 glcn¥, T=5000 K; (d) p=1.4 glcnt, T
=5000 K;(e) p=1.4 glcni, T=8000 K. The circles have been
Greenwood approach, the dc electrical conductivitfw obtained by direct calculatiofthe size of the statistical errors is
=0) has to be calculated by extrapolating the optical concomparable with that of the symbalsvhile the lines are the Drude-
ductivity expression for finiteo. This is not trivial since in  curve fits.
finite systems the energy levels are always disdi@ien in a
metal the energy-band gap is not exactly 2eso thato(w) Concerning the effect that a more thorough sampling of
unphysically falls to zero for very small values of There-  the BZ has on the estimated valuesafone expectgand
fore, it is more convenient to estimadeby assuming a given this is confirmed by the following resujtshat, at the rela-
functional form foro(w), checking whether it fits well the tively high temperatures considered in the present simula-
calculated data, and then computing its zero-frequency limittions, it is not dramatic. In fact, as it has been shown in Ref.
In Fig. 5 the behavior of the frequency-dependent conductivi2, by increasing the temperature, the resulting broadening
ity o(w) is reported in “raw” data form and fitted to a of the Fermi function lowers the energy resolution needed
Drude function(obviously the frequency interval used for and therefore a coarskipoint sampling suffices. In order to
the fit is limited by the number of computed excited states werify this expectation, at all the densities considered, and at
see Sec. )l Data have been obtained by averaging over 10r=1000 and 5000 K, ther(w) function, computed using
uncorrelated ionic configurations of the MD simulations. the I'-point only sampling of the BZ, has been compared
Both o and the relaxation time have been fitted using the with that obtained from a much more expensive calculation

Drude formula with 8 k points(see Fig. 6. Since a single ionic configuration
was used, relatively large fluctuations are preggatticu-

o larly at 1000 K, however it is evident that the difference

o(w)= 1+ w2 9 petween the values of obtained with the two different sam-

plings is substantial only af=1000 K, and decreases by
As can be seen from Fig. 5, the Drude function provides ancreasing the temperature. Fbr=1000 K the effect of us-
good fit to the simulation data for all the densities and tem4ing the 8k-point sampling of the BZ, instead of tH&point
peratures considered. Note that, in the present study, in cosampling, is similar to that observétiat the same tempera-
trast to the work of Mostovych and Chanhe Drude behav- ture, in theab initio simulation of liquid sodium.
ior is not assumeda priori. The resulting o and 7 The behavior of the computed is plotted in Fig. 7,
parameters, obtained by the fitting procedure, can be foundhere it is compared with the results of other theoretical
in Table Ill. Botho and 7 decrease by decreasing the densitycalculations and with the data reported by Mostovych and
and increasing the temperature. Chan! Note that, at the fixed temperature of 5000 K, the dc

TABLE lIl. Drude parametergdc electrical conductivityr, relaxation timer, and plasma frequenay,)
obtained by fitting the optical conductivity curves of Fig. 5, in the range 0-2.6 eVl fed000 K, p
=2.0 g/cm°’, and 0-3.8 eV for the other cases.

p (glcnt) T (K) o (163(Q cm)™) 7 (1071 s) w, (V)
2.0 1000 30.4 6.2 15.5
2.0 5000 25.4 5.4 15.1
1.7 5000 17.2 4.4 13.8
1.4 5000 10.5 33 12.6

1.4 8000 9.3 2.8 12.6
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FIG. 6. Optical conductivityr(w) of liquid aluminum, obtained
by considering a single MD configuratiofia) p=2.0 glcn?, T
=1000 K; (b) p=2.0 glcn¥, T=5000 K; (c) p=1.7 glcni, T
=5000 K;(d) p=1.4 glcni¥, T=5000 K. The solid and dashed
lines connect data obtained using thepoint sampling of the BZ
and the 8k-vector sampling, respectively.

FIG. 7. DC electrical conductivity of liquid aluminum, as a
function of the density, obtained by the simulatigsslid triangle
down for T=1000 K, solid circles forT=5000 K, and solid tri-
angle up forT=8000 K) compared with the results reported by
Mostovych and ChariRef. 1) (starg, and theoretical calculations
(data have been taken from Fig. 4 of Ref.pkrformed by extrapo-
lating from liquid metal data near the melting poiiapen circleg
electrical conductivity decreases approximately linearly withand using the model of Perrot and Dharma-warddRef. 4) (open
the density, in agreement with all the conductivity modéls; Squares respectively. Data are represented by symbols, while the
however, given the small number of points computed and thdnes are Jus_t a guide f_o_r the eye. The solid line indicates the mini-
size of the errors affecting the determinationeofit is not ~ Mum metallic conductivity level.
possible to have a precise estimate of the power law.drhe
values computed by the simulation appear to be intermediate
between those extrapolated from liquid metal ddtab-  considered. Instead the system behavior seems to be consis-
tained near the melting point ugjra a Ziman approach, and tent with that of a standard liquid metal, in qualitative agree-
those computed by the model of Perrot andment with other theoretical calculations.
Dharma-wardan&Note that the different theoretical evalua-
tions tend to be closer to one another as the density de-
creases. _ _ , IV. CONCLUSIONS

In contrast, in their experiment, Mostovych and Chan
found that, although at low temperature§ (4000 K In conclusion, | have presented a calculation of structural
~0.35 eV, note that the uncertainty in the temperature meaand electronic properties of dense hot aluminum using finite-
surements is estimatedto be about =600 K ~ temperatureab initio MD simulation. The system has been
+0.05 eV) their conductivity is in agreement with standardstudied at densities and temperatures corresponding to those
liquid metal Ziman-type calculatioASand lies on the curve measured in the recent laser-heating experiment of Mos-
extrapolated from tabulated conductivities of liquid alumi- toyych and Chan.In the present calculation, the electrical
num from near the melting poifi, at higher temperatures conductivity has been computed using the Kubo-Greenwood
the conductivity falls sharply and enters a region associateghrmulation that transcends the limitations of the Ziman ap-
with @ minimum metallic conductivity and the metal- proach. The simulation results do not support the conclusions
insulator transitiorf.While it is easy to distinguish a conduc- of Mostovych and Chanabout the existence of a metal-

;pr_ fromlan w;sula]\ctor ﬁt zlero terr_lpera'gL(tbeﬂfq(rjmerr] has a jngylator transition characterized by a dramatic decrease of
inite value of o, for the latterc=0), in a fluid phase at _{pe electrical conductivty

finite T such a distinction is less rigorous and must be bas | am aware of the limitations of the present simulation

ggrglili?:ggguk?: (I)Zc;elfjogta:alltj)g]l:rt]g?oz)r]goggtgrlr;r)]ij? (gzgal that, besides those related to the practical calculation of
P using the Kubo-Greenwood formula with DFT-LDA eigen-

Ref. 1). Given the approximations involved in the determi- states and eigenvalues. are also in terms of both size and time

nation ofo (extrapolation to zero frequency by the Drude fit, ~cigenvalues, : 1z T

finite size of the supercell with thi point only sampling of scale. For instance, in a small system, large wavelength ionic
fluctuations are suppressed by the periodic boundary condi-

the BZ, use of DFT-LDA eigenvalues and eigenstates , . o :
the present results can be affected by an uncertainty as Iaré'é’ns’ and therefore the associated contribution to the electri-

as 20-30%. However, even taking these margins of uncerc@l conductivity is neglected.. However, thes.e Ii'mitations are
tainty into account, it is evident that the electrical conductiv-ONly expected to have quantitative, not qualitative effects on
ity computed byab initio simulation always remains much the calculations. Since also the experimental results of Mos-
higher (at least a factor Bthan the minimum metallic con- tovych and Chan are affected by relatively large margins of
ductivity level. Moreover, by decreasing the density and in-uncertainty, due to the approximations used in the data inter-
creasing the temperature no dramatic electrical conductivitypretation and particularly in extrapolating the electrical con-
falling is observed. Rather the decrease is quite smooth. ductivity values, it would be very appropriate if the elec-
Therefore, the present data do not support the existence ofteonic properties of dense hot aluminum could be further
metal-insulator transition in the range of physical parametergnvestigated in other experiments.
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Note added in proofAfter acceptance of this paper an in dense hot aluminum have been carried out. The results of
experimental study was publishgdl F. Benage, W. R. Sha- this study (particularly at the lowest temperatuyeare in
nahan, and M. S. Murillo, Phys. Rev. Le®3, 2953(1999]  qualitative agreement with those presented here and support
in which direct measurements of the electrical conductivitythe conclusions drawn in the present paper.
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