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An idealized system composed of two parallel, semiconducting boundaries separated by an empty gap of
variable width is considered. A gedanken experiment is discussed to show that, in general, the total work done
by the Casimir force along a closed path that includes appropriate transformations does not vanish. It is shown
that, in the limit of an engine cycle bringing the two boundaries to a relatively small distance, positive net
exchange of energy associated with the Casimir force field could quite possibly be achieved. Viable techno-
logical implementations of this idealized system are analyzed in some quantitative detail, in particular, in the
case of doped and undopedSi boundaries. For the purpose of direct experimentation, measurements with
both macroscopic and microelectromechanical devices are suggested. A full theoretical and experimental study
of systems of this kind on every scale will greatly contribute to a much deeper understanding of the nature of
the Casimir force and associated concepts, including the possible manipulation of semiconducting nanostruc-
tures and the noninvasive optical characterization of semiconducting samples. In the event of no other alter-
native explanations, one should conclude that major technological advances in the area of endless, by-product
free-energy production could be achievg80163-18289)05345-X]

[. INTRODUCTION Casimir forces actually play a role in actuating MEMS
componentg*+?®

In the last 50 years, the study of Casimir effects has Perhaps the most controversial subject related to the Ca-
evolved from an esoteric effort dealing with “one of the leastsimir force has been that of manipulating energy associated
intuitive consequences of quantum electrodynamic3 a  to quantum vacuum fluctuations of the electromagnetic
very active and multifaceted research area. This is docufield.?®
mented in extensive theoretical and experimental reviews Despite the finding that such an unsettling notion is found
dealing with this topic, its relationship to the structure of thenot to contradict the basic laws of thermodynanficene of
guantum vacuum, as well as applications to other areas, su¢he most often cited contributions to the search for a device
as cosmology and elementary particle phygmse, for in-  “to extract energy from the vacuum” highlighted a funda-
stance Refs. 2—14 and references therein mental difficulty inherent to the very nature of the Casimir

The increasing awareness of the potential impact of thdorce. In Ref. 28, it was suggested that the work done by the
Casimir force in the experimental arena can even be traced &asimir force on two equally charged conducting leaves
the semantic level. For instance, references to the Casimaould be recovered as electrical energy. Although this is, in
force as a “tiny force,” “hardly easy to measure”® are  principle, possible, it was pointed out that, in analogy to
now found alongside others where the possibility is examhydroelectric energy production, the conservative nature of
ined that such force “could conceivably compete with thethe Casimir force would require that any device so used be
gravitational force in experiments to measure the gravitadiscarded after energy conversion.
tional constants where the interacting masses are extremely More recently, that same author has discussed a “Casimir
close.”®1|n fact, experimental sensitivity in Casimir force vacuum energy extraction cycle,” based on the cyclical ma-
experiments conducted with different techniques has imnipulation of the dimensions of an idealized Casimir c&Vity
proved from~100% in earlier attemptéto ~1-5% over an  (see also Ref. 30 which would appear to allow for the end-
ever widening range of distan¢és®® (see also Ref. 21 for less extraction of vacuum energy, and has also suggested the
possible macroscopic distance experimentation possible use of MEMS technology for future experimenta-

Research has not only focused on a range of inorganition in this area.
materials, some of which will be discussed below, but also It must be pointed out that it appears to be quite common
on the promise that “the Lifschitz theory of van der Waalsin the published literature on this particular subject to at-
forces should continue to reveal a rich diversity of unex-tribute any energy that might be “extracted” to quantum
plained qualitative features peculiarly pertinent to biologicalfluctuations of the electromagnetic field. This, however, cor-
systems.'?223 responds to only one possible view of the origin of the Ca-

Just as impressive is the growing attention paid to Casimisimir force. As is well known, several theories exist that start
effects within the context of microelectromechanical systenfrom quite different points of view and all obtain what ap-
(MEMS) engineering. In this case, the Casimir force haspear to be the same experimental predictions on the Casimir
been invoked to explain, at least in part, the unexpectedbrce. Therefore, it is important at the onset to state that any
latching of micromachined membranes and cantilevers taiscussion of the implications of the findings described here
nearby planegstiction).?* Furthermore, the possibility has will only be complete if carried out by comparing the ulti-
been explored to manufacture micromechanisms in whicimate meaning of energy “extraction” or “exchange” within
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these other alternative schemes, so far thought to be equiva- g (w) g=1 € (o)
lent to the zero-point energy approach.
In this paper, a transducer of vacuum energy, based on an - »

oscillating boundary with variable optical properties, is intro-
duced. A gedanken experiment is then carried out using such
a device to demonstrate that, in the present implementation,
the total work done by the Casimir force along an appropri- Feas(Yi (X))
ate engine cycle does not in fact vanish. This allows one to —
circumvent all difficulties of principle previously described
in the literature, and to point to a feasible experiment to
probe the regime in which “vacuum energy” appears to be-
come available. —
In Sec. I, the basic physical ideas behind our gedanken moving boundary fixed boundary
experiment are presented, along with their logical conse-
guences. In Sec. lll quantitative estimates of the energy out-
put are obtained. In the final section, a discussion of the FIG. 1. Idealized Casimir force system.
results is presented along with conclusions concerning the

direction of future theoretical and experimental work in thisfilled with another material of dielectric properties. For
area. the purposes of this discussion and for the quantitative esti-

mates to follow, we shall assume that the two semi-infinite
Il. A CASIMIR FORCE ENGINE CYCLE dielectric slabs have th_e same dielectric properties=(e,
=€) and that vacuum fills the gapg{=1).

In 1948, Casimir proved that the effect on the vacuum [et us consider the Casimir forég-,{s) between the two
energy of the electromagnetic field between two perfectlyboundaries. In the case of realistic materials, this force will
conducting(pc), neutral, parallel planes is to give rise to an not just depend on the distansgas in Eq.(2.1), but also,
attractive force, since referred to as the Casimir force. Théndirectly, on every physical parametef;, which deter-

magnitude of the force per unit area was found t&'be mines the dielectric properties of the materials involved. For
) instance, such parameters as the concentration of free carri-
= (s)= T E 2.1) ers or the location and strength of any absorption bands will
Casp 240 s*’ ' play a role in determining the value of the Casimir force,
FcadsYi), with i=1,2,.... In turn, such quantities will in

whereh is Planck’s constant the speed of lightn vacug  general be affected by appropriate environmental parameters
andsis the separation between the two conducting surfacegj j=1,2,..., such as the absolute temperature or the radia-
(cgs units will be used throughout unless otherwise specigon density(this is in addition to the intrinsic dependance of
fied). Given the divergent behavior of this quantity 8 the Casimir force on the temperature, as discussed)later

—0, it is reasonable to expect that this force will affect or Thys for any given geometry, the Casimir force will in gen-
even dominate the dynamics of two very close surfaces. 1R;3| pe a function of the kind

fact, the Casimir force between two planes at a distance of
~0.1 um is equivalent to the electrostatic force between the Fcas FcadS: Yi(X))). (2.2
same two plates in the presence of a potential difference
~100 mV. If the distance decreases tdl0 nm, with all Let us now analyze the following cycle, indicated in Fig.
idealizations still valid, the equivalent Casimir pressure rise, where the absolute value of the Casimir force is schemati-
to ~1 atm. cally shown as a function of the distance between the two
The most important point for what follows here is that boundariess. The cycle might start at poir, with a first
closer examination of the problem reveals that the Casimitransformation ending at poif. During this first transfor-
force between two boundaries also depends on a variety gfation, all the variable¥;(X;) affecting the Casimir force,
additional parameters, which are quite relevant in realistic
situations. These include, for instance, the exact geometry
involve_d, which may cause the Casimir force to be either Feas(s; Yia(Xia)
attractive or repulsive, the temperature of the conductors, B /

their optical properties, the roughness of the surfaces, and
imperfections in their parallelisitRefs. 8, 11, 32, and 1, and
references therejn

Feas(s; Yic Xio))

[Feas(s; YiXp)!

A. The engine cycle

In order to show the motivation for the present paper, let C
us consider the idealized system shown in Fig. 1. In such a
system, a material of dielectric propertiesfills the space to
the right of a fixed boundary. A gap of dielectric properties SB =SC
€3 separates this plane surface from a moving boundary fac-
ing it at a variable distancs to the left of which space is FIG. 2. Schematic view of the idealized engine cycle.

Sp = 8A
S
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excluding of course, the distance, are assumed constant agdavitational constant. In principle, such a far-away observer
equal to their initial valuesy;s(X;a). The work done by the can monitor the total mass energy present in the volurbg
Casimir force as the distance between the boundariestudying the Keplerian motion of a test particle in the gravi-

changes froms, to sg, with sy>sg, can be written as tational field of the engine or by using a sensitive torsion
. balance®
5 o _
WCas,AB:f FcadS:Yia(Xja))ds. 2.3 In the case of the idealized Casimir force system under
sa consideration, the total mass enetdy,; will be determined

by the sum of the engine contribution and of the renormal-
ized Casimir energy of the force field between the two
boundaries. The renormalized Casimir enefgy;is the in-
tegral over the volume between the two boundaries of the
renormalized energy densitg,s, defined ascas={To) cas
= Y. (X =1im4_o[{0]Tod 0} o= {Om|ToolOm)o): Where (0|Tog0),
FadSc) =FeadSe Yic(Xjc))- @49 and(0M|Tf,0||OM)|a ;re t<he r|10nr|en()>rmalize(d1finit<e)|vac|u3m
For instance, this may correspond to an amount of energgxpectation values of the 00 component of the energy-
Wg >0 transferred from the system to a lower temperaturanomentum tensor in the presence of the boundaries and in
heat reservoir. unbounded Minkowski space, respectively. The limit opera-
At this point, the distance between the two boundaries ision in this definition requires the choice of a cutoff function
varied back to its initial valus,, while all other parameters f(w,«) dependent upon both the oscillator frequeacgnd
are held constant; the work done by the Casimir force will ofthe indexa, but whose exact form is inconsequential to the
course be final estimate ofec,s (Refs. 6, 11 and 34(here we are not
. dealing with the issue of the effects of vacuum energy on the
__ ™ V. (X, curvature of space on a cosmological scale and its relation-
Weas.co- LB FeadsiYic(X;c))ds. @9 ship to astronomical determinations of the cosmological
constant’*°
Let us now consider th&® —A and B—C quasistatic
transformations in the cycle above. Independently of the
fhechanisms responsible for the transfers of en®&vgy and
Wgc, it is evident that such transformations will not, by
themselves, result in a change of the total mass energy con-
tained in the volumeV/ as measured by the observerRat
_ _ However, the Casimir forcE -, sbetween the two boundaries
Wior=(Wpa~Wac) + Weas, 29 and the renormalized Casimir eneréy,., related to each
where other byF c,ds; Yi(X)))= — d€cads; Yi(X;))/ ds, will both be
affected by such energy transfers via the effect these have on
— N the Y;(X;) parameters. This has very important operational
Weas= § FealsiYi(X;)]ds @9 conseqlJJences, as the energy-momentum teli$g) cas
which determines the value et,sas we have seen above,
directly enters Einstein’s field equations. In other words,
senting the cycle in Fig. 2. “The absolute valu_e of the vacuum energy is, in principle, a
The central issue raised by this paper deals with the folmeasurable quantity, because it gravitatés.In our case,
lowing question: is there any reason that, in general, thd/€ ¢&n change such absolute value by just causing energy to
quantity Wi, should always vanish? flow fro_m a Iocat_|on to another inside t_he voIL_mr_Ie _

For instance, in the case analyzed in detail in this paper,
the optical properties of semiconducting boundaries are al-
tered by a flux of radiation or by a temperature change, both

In order to gain a deeper perspective on this issue, let usorresponding to energy transfers. Although the flow of en-
consider an observer at poitcarrying out measurements of ergy between the heat reservoirs and the boundaries does not
the total mass energyly in a three-dimensional volum¥  have any measurable mass-energy effects at phitite Ca-
of space containing all the relevant components of the abovsimir energy changes are directly observable by the far-away
engine, including the two heat reservoirs. For simplicity, weobserver.
shall assume the observer to be at a remote distarficen This interesting phenomenon can be intuitively visualized
the system, and we shall neglect the presence of the gravita terms of the vacuum-field radiation pressure interpretation
tional field of the Earth as well as any self-gravitational ef-of the Casimir forcé® In such approach, the virtual photons
fects among the different parts of the engine. of the quantum vacuum outside the space between the two

As is well known?® for an appropriate choice of the parallel boundaries exert a classical radiation pressure, which
gauge, both the Newtonian gravitational potentigl,, and  pushes the two surfaces together. At the same time, the vir-
the metric componert,, of a weakly gravitating system are tual photons in the volume between the two boundaries exert
uniquely determined by the total mass-energy of the fieldan outward radiation pressure. Although each of these two
source. That is,Ugra\,=%(g00— 700) = — GMot/r + O(1/r3), pressures is infinite in value, their difference in the case of
where 7 is the flat space metric component a@dis the  perfectly reflecting surfaces can be proved to be equal to the

Once pointsg is reached, and while the moving boundary is
held at rest, a transformation is applied to all variaMeand
X;, so that the value of the Casimir forcesgt=sc in gen-
eral will change to

Finally, the Y;(X;) parameters are restored to their initial
values, corresponding to one further energy exchahgg
<0, which might, for instance, represent heat transferred t
the system from a higher temperature heat reservoir.

Let us now define the total energy available from this
cycle as

is the total mechanical work done by the Casimir force ove
its closed path, that is, the area enclosed by the curve repr

B. Thermodynamical considerations
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expression of the Casimir force per unit area at Exjl).  transformations, which evidently correspond to renormalized
Furthermore, the reason that the net force per unit area i8asimir energy changes, are not directly related to the flow
attractive in the case of this geometry can be understood iof a quantity that one might identify as “heat” in the sense
terms of the boundary conditions, which cause only a disof classical thermodynamic®.It is certainly true that en-
crete number of modes of the vacuum field within the spacergy, for instance in the form of heat or of electromagnetic
between the two surfaces to be able to contribute to the outadiation, is transferred between the heat reservoirs and the
ward radiation pressurg. boundaries to alter their dielectric properties. However, this
Although such interpretation is very appealing, it is im- energy does not flow to the virtual photon gas; rather, it is
portant to stress a remarkable difference between the genefile change in the optical properties of the boundaries that

application of the concept of radiation pressure to a typicahcts as “temperature difference” and makes the existence of
gas of real photons as opposed to the “gas of virtual phothe engine cycle possible.

tons” considered here. In the case of real photons, the radia- Thus, describing the problem of the Casimir force in
tion pressure on an imperfectly conducting wall due to aterms of radiation pressure, despite its evident intuitive ad-
plane wave of frequency with an angle of incidenc® is  vantage, presents us with a new challenge, that is, to develop
given by P,, a¢= U, rad 1+ R,)C0S 6, whereR,, is the re- 3 self-consistent thermodynamical description for a quantum
flectivity of the wall at the given frequency aritle energy gas whose internal energy is not only determined by appro-
density y, . is given®” A change in the reflectivity of the priate state variables, but also by the dielectric properties of
surface will affect the radiation pressure on the wall but nothe containing boundaries. Despite this present apparent
the energy density of the gas of real photons. limitation in implementing this point of view, the above rea-
On the other hand, in the Casimir force case, for anysoning definitely shows that the mechanical energy, which
given boundary conditionshe normalized energy density of appears to become available at the end of the cycle, and is
the radiation field of virtual photons is drastically affected by measured by the far-away observer, is, from this standpoint,
the dielectric properties of all media involveth the source-  simply a fraction of the internal energy associated with the
free Maxwell equations. Thus, according to this interpretaquantum fluctuations of the electromagnetic field, that is, the
tion, the change observed & in the total mass energy virtual photon gas.
within the volumeV containing the engine is due to the  Evidently, both the above general reasoning and the exact
variation of the energy density of the virtual photon gasamount of mechanical energy,care completely indepen-
caused by the manipulation of the optical properties of thejent of the exact value of the total energy availahig,.
boundaries during thB—A andB—C quasistatic transfor- However, for both scientific and engineering purposes, one is
mations. clearly interested in engine cycles in whig¥j,>0. Whether
The A—B andC— D quasistatic transformations are car- this can be achieved in practice ultimately depends on the
ried out by means of a slightly unbalanced external forceefficiency with which a fraction of the energ/p, can be
doing work on the moving boundary. In the implementationrecovered before the energygc is lost to the lower tem-
described below, such external force is electrostatic and, uberature reservoir. For instance, in the most inefficient cycle
timately, bothWas ap @ndWeas cocorrespond to quasistatic possible Wgc=|Wpa|), 0ne neediVe,|Wp,| to achieve
energy exchanges between a battery and the local electri cross the break-even point; however, in more efficient
field (Sec. IVA). As such, these transformations do notcycles, this requirement can be considerably relaxed. In this
cause any observable changeMn;. paper, it will be shown that the break-even point can be
In conclusion, the net change in the total mass-energyeached even in the most inefficient case, that is, in the very
contained in the volum¥ measured by the observerRiat  conservative assumption that all the energy acquired by the
the end of the cycle will bé\ M, =Wc,¢/c? (again for sim-  system at the higher temperature reservoir cannot be recov-
plicity we have neglected throughout both gravitational andered.
electromagnetic energy possibly radiated away from the sys- Finally, it is helpful to compare and to contrast the ex-
tem during each transformatipn ample we just considered with another situation, such as, for
The virtual photon gas interpretation of the Casimir forceinstance, that of a hydroelectric ple?ﬁtln such case, it is
offers a further perspective on the question at the end of Seguite evident from the conservative properties of the gravi-
Il A by means of an analogy with the first law of thermody- tational force that, under no circumstances, could one trans-
namics,AU=Q—W, where, as usualdU is the internal  port some water back up to the top of the water falls without
energy changeQ is the heat exchanged, aidis the work  expending exactly an amount of energy equal to the kinetic
done by the system during a particular transformatiwtice  energy obtained from that same water as it went through the
that, in our particular geometry, the “Casimir pressure” al- turbines at the bottom of the faliseglecting dissipation In
ways acts opposite to the gas pressure of classical thermodparticular, it is useful to remember that a remarkable amount
namics. ConsequentlyW.,>0 in our case even though the of experimentation has so far consistently shown that the
cycle we just described corresponds to a clockwise path igravitational constardoes nodepend on the chemical prop-
Fig. 2. erties of the materials involved, nor on their temperature
As the A—B and C—D quasistatic transformations are (Ref. 15, and references thergin
adiabatic Q=0), it is natural to draw a parallel between the  On the other hand, unlike the gravitational case, the Ca-
renormalized Casimir energy and the internal energy changesimir force depends on a variety of physical parameters that
(Eac—Ep—AU), and between the work done by the Ca- can be changed if a specific energy price is paid. When such
simir force and the thermodynamical worlWVE¢—W). penalty is different in absolute value than the total work done
However, the two isochoric=const)D—A and B—C by the Casimir force in a closed cycle, a net amount of en-
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ergy associated to the Casimir force field is available for A. The Lifshitz integral

transformation. For this reason, likening the exchan.ge ofen- |4 what follows, we shall consider the exact expression
ergy associated to the Casimir force to hydroelectric energyoy the Casimir force between two semi-infinite boundaries
production is inappropriate. separated by a third dielectric. In practice, this corresponds
One further comment is in order concerning whether thep assuming that the thickness of the semiconducting sub-
Casimir force should properly be considered as conservativetrates be much larger than the skin depth of the plasma of
Strictly speaking, as the total work done by this force on afree carriers in the semiconductor,w,/c, wherew, is the
closed path does not always vanish, the only possible answetasma frequency.
appears to be negative. On the other hand, the ultimate rea- Furthermore, we shall assume that the absolute tempera-
son that this happens is not its particular analytical form norfure of the system be alwayB<#c/kgs, wherekg is the
at least in this quasistatic example, any velocity dependendgoltzmann constant and is the distance between the two
(this latter point shall be again mentioned at the end of Secsemiconducting boundariészor our purposess will always
IV B); this is instead due to the role played by a variety ofbe smaller than~ 1 um, and this condition becomes
additional optical, geometrical, and thermodynamical vari-<2—3x10*K, which is amply satisfied in all regimes we
ables. When such additional parameters are held constarfihall consider below. This allows us to neglect the explicit
the Casimir force is strictly conservative in the classicaldependence of the Casimir force on the temperature.
sense. When they are changed, however, it is possible tO_Thu_s, Iet_ us cor_13|der two parallel, semi-infinite media
identify closed paths along which the total work done by thisWith dielectric functione(w), separated by a vacuum gap of
force does not vanish. thicknesss at a temperature that can be assumed to be 0 K.
By carrying out the change of variabte=2¢s/c in this par-
ticular case, the full expression for the Casimir force per unit

ared®3%becomes equivalent to that found by Lifshitz:
IIl. THE CALCULATION OF THE CASIMIR FORCE

Once the.existenge of thg _issug exposed by our gedanken FeadS)=— %mf(s), (3.1
experiment is established, it is of interest to determine real- 32m°s
istic values for the quantities involved in E(R.7). This i\ here | . (s) shall be referred to as the Lifshitz integral,
necessary in order to test the self-consistency of the assumpafined as
tions made during the calculations, to determine an appropri-
ate setting for experimental follow-up, and to obtain an esti- o o e 1 1
mate _of _the energy possibly available for possible practical 'Lif(s)—f1 dp pzfo dx ( XeP—1| | yer= 1})
exploitation. (3.2
It is important to mention at the onset that accurate cal- ) o
culations of the Casimir force for any realistic material are@nd the following definitions apply:
nontrivial. As will be recalled shortly, this involves a two-
dimensional improper integral requiring knowledge of the X= . SP=p?-1+e,
dielectric function describing the optical properties of the
two boundaries over the entire frequency range. 33
As, until the recent past, experimentation in this area wasvheree= ¢(i £) is the dielectric function along the imaginary
relatively inaccurate, several simplifying assumptions andrequency axis.
approximations have been typically used in the literature to The Lifshitz integral cannot be calculated in closed form
force results out of expressions that were understandably d& terms of elementary functions, except in the case of per-
fined as “unwieldly.” These approximations have been duefect conductors. In this limiting cases{ + =), it can be
to three different cause$l) simplifications of the form of shown that its value converges to the result found by Casimir
the exact expression for the Casimir ford¢@) lacking or  [Eq. (2.1)].
incomplete data on the needed properties of the materials In the past, approximate analytical expressions for the
used;(3) simplified form of the interpolations and extrapola- Lifshitz integral have been found, for instance, in the case of
tions of the available data. imperfect conductors o{ w,s<1), dielectrics with small
In the following subsections, the basic results of Casimirseparations and Dirac deltalike absorption features, and rar-
force theory are recalled. Then, in view of the greatly en-efied mediaRefs. 8, 11, and 39—-41 and references therein
hanced experimental accuracy reached in this field, we de- Further, recent activity in the area of analytical approxi-
scribe the efforts made in this paper to produce more realistimations of the Lifshitz integral has focused on the case of
estimates of the Casimir force. nondispersive, dilute dielectric media, partly motivated by
In particular, we shall concentrate on the calculation ofthe need to assess the relevance of the Casimir effect to the
the Casimir force between two crystalline $i8i) bound-  phenomenon of sonoluminescerég’®
aries with the free-carrier concentration as the primary pa- Also, semiempirical relationships have been introduced to
rameterY; . In this case, the radiation flux or the temperaturefit the general dependence of the Casimir force on the dis-
can serve as ouX; parameters, as they both can drasticallytances to experimental data by means of more or less so-
affect the free-carrier concentration. This corresponds to opphisticated power-law expansioffs?>-39:46:47
tically or thermally controlled implementations of the engine  In this study, the Lifshitz integral has been calculated nu-
cycle. merically, without any analytical approximations on the in-

+

2 2
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tegrand, by means of a two-dimensional Romberg integra- 30
tion of an appropriately modified expressithln order to
illustrate the procedure adopted, let us first consider the case

; S 2nd Order Pert. A .
of ideal conductors. In this limit, Eq3.1) becomes 20 ne rder Tert. Approx

15 Hldeal Conductors

ﬁc o o 1
FCaJS)Z—WL dp pzfo dx ﬁm. (3.9

3 10~
Let us first consider the improper integration in thevari- *| 2D Romberg Int. ..
able. By setting=e~*P (x=const), one finds or )
he % %  In?t S / Lst Order Pert. Approx.
R R e T R
In order to deal with the improper integration in thevari- s (cm)

able, let us now set™*=u. This yields o _ _
FIG. 3. The Lifshitz integral for an imperfect conductor in the

ke 1du (u In%t 100 A-10um range, forw,=1.0x10*s™*, as calculated by nu-

FcadS)=— WI —f dt—. (3.6 merical integration, and by means of analytical first- and second-
167s™ Jo u Jo 1-t . . . .

order expansions. As expected, the analytical expansions fail as

c/wys~1 while all approaches converge to the ideal conductor

Finally, in order to eliminate the mild singularity &t 0, we ) o
value of 27/15 in thec/w,s—0 limit.

make the further change of variatile v2, which yields the
final expression
5 L4 _ In2(v?) of the Lifshitz integral, data on this quantity over a wide
c U [Vuo n-(v region of the electromagnetic spectriés-10 e\j are a nec-
F s=——2—f—f dvaov——. (3. 9 gnetic sp
cadS) 16m°s* Jo u Jo 1-v S essary step for our calculations.

L . . N Historically, this has represented a weak link in the chain

The numerical integration of the expressions multiplying the : . -
; . leading to accurate estimates of the Casimir force. In fact, all
constant factor was checked against the exact analytical re- . . ; S -
sult of 7415 authors involved in calculations of this kind both critically

In order to obtain another check on this approach and opeeded and lamented the absence of published information

the code developed to implement it, we dealt with the case gtd had to develop alternative schemes to interpolate and
imperfect conductors, whose dielectric constant can be arga._xtrapolate frqm whatever information was available at the
proximated a&(w)~1—w§/w2. In order to use Eq(3.1), time (see, for instance, Refs. 41, 51, 23, 22, 52, 53, 50, and

we must first evaluate this expression in the upper-half of thé?)- In the case of Si, early data’hfor c-Si were used to
imaginary axis —i&). Then, by calculating the auxiliary evaluate the force bgtwegn a plate of crystalline Si and a
variablesS, X, andY, and by implementing the changes of layer of amorphous Sia:-Si) evaporated on a lens of boro-
variable g: — (C/23)|n u, p= |n(v2)/|n u (u:const), we ob- silicate gIaSS, deSpite the SigniﬁCant differences in the Optical
tain an expression that can be integrated numerically. AlProperties of these two types of silicoh.

though this case cannot be solved analytically, it is possible In the case of several semiconductors, including Si, this
to find approximate expansions in series®t= C/pr.B’ll lack of data has been fl”lng quite Satisfactorily in the last 20
In fact, such expansions have represented the basis for datgars with accurate measurements of the dielectric function

analysis even in the most recent experiments on the Casimitow available over a range of temperatures and doping con-
force18-20 centrations. Given the choice of information available and

To second order, one finds

16 6 82 14.0
FeadS)~Fcasp¢ 1~ §g+24¥ . (3.9 " 0p=1.0% 10"
['Ideal Conductors

The results of the numerical integration in this case are 130
shown in Figs. 3 and 4 where they are compared to the first: 55
and second-order expansions for a plasma frequengy

T T

=1.0x10"%s™L As can be seen, the numerical result agrees= '>° °®

with the first-order approximation for relatively very large 115 o)
distances, but departs from it as the distance decréses. "

On the other hand, the second-order approximation remain: [ O 2D Romberg
accurate for even shorter distances, before becoming unreli 193~

able. 100 . . ’ I

10* 107
B. The dielectric function s (cm)

As the dielectric function, along with the distance be- FIG. 4. The behavior of the Lifshitz integral in the 1—1n
tween the two boundaries, uniquely determines the behavioange.
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the particular goals of this paper, we have chosen to concen- TABLE I. The best-fit parameters for the five-oscillator, critical
trate on crystalline silicon, both undoped and doped withpoint(CP) interband dielectric function af-Si. The frequency; is

donor phosphorufSi(P)]. given in units of 18°s™1,
Because of the Kramers-Kmig relations, the absorption :
properties of a sample uniquely determine the complex di©scillator fj j T S

electric functioné=¢e;+ie, (i=+—1). The absorption

) | ! ) 1 1.859725 5.124442 0.037431-0.239 371
mechanisms in a ser_r!lcond_uctor we shall_be c_once_rned with 5 5089242 5727373 0.145954 —0.115 290
here are band tranS|t|or)s_, impurities, lattice vibrations, and 3 2726762 6481675 0046672  0.032613
free carriers. When degdmg on how to account for.each of 4 0404491 7.959576 0.063017 —0.142 377
these processes, wo issues need to be addresad: the 5 9977181 8083606 1.655511  0.329895
absorption contribution from a particular mechanism rela- hy 0.795 033

tively important when compared to the othef&p Does the
absorption from this particular mechanism appreciably con-
tribute to the value of the Lifshitz integral?

Concerning impurities, the absorption coefficient for pho-
tons with energy close to the impurity ionization energy is
approximated in Ref. 5%see also Ref. §6as

Experimental data on the effects of heavy doping on these
absorption spectra appeared in Refs. 59-62. The dependence
of the complex dielectric function on the absolute tempera-
ture was studied in Refs. 63 and 64. In the present study,

a~8.3x 10" mN, /m*n,Ey, 3.9 these.effects haV(_a been neglected, although the approach we

describe can easily accommodate these data as will be dis-

wherem is the mass of the free electram;} is the effective  cussed later.
mass of the electrom, is the index of refractionlN, is the The choice of the analytical description of the interband
impurity atom concentration, ariy is the impurity ioniza- complex dielectric function is critical to the calculation of
tion energy, in electron volts. By using typical values for all the Lifshitz integral. If, because of its very form, the analyti-
parameters, one finds~10"®N,, also quoted in Ref. 41. cal expression of the dielectric function does not lend itself
As the absorption coefficient due to band absorption or frego a good fit of the experimental data, the reliability of the
carriers is typically~10°~1C or larger, it is clear that im- numerical calculation will ultimately be affected.
purity absorption can play a significant role only in the case In the past, in order to simplify the evaluation of the
of ultraheavily doped samples. Although, in what follows, rather complicated Lifshitz integral, the band spectrum of the
we shall deal with such situations, this effect will be ne-substances considered in Casimir force studies has been ap-
glected, as the frequencies at which the absorption becomg@soximated by means of Dirac delta functidhisf rectangu-
important (~30 um) are in the far infrared, well past the lar  functionst’ and by Lorentz  resonance
exponential cutoff in Eq(3.1). functions?1:23:51,52,53,50

The typical frequencies of lattice vibrations for Si are lo-  Very good representations of the needed complex inter-
cated in the far infrared~10-30 um), largely indepen- band dielectric functions have been obtained over the years
dently of impurity concentration and lattice defetts#Again by means of severaib initio physical approaché8"*Al-
because of the exponential cutoff in the expression for thehough such results are grounded in physically well-
Lifshitz integral, and because the absorption coefficients aranderstood interpretations of all quantities involved, none
relatively small(~10-30 cm) compared to free-carrier ab- has resulted in expressions with the needed degree of accu-
sorption in the same frequency range, they do not contributeacy over the entire energy spectrum.
appreciably to the value of the Lifshitz integral and shall not Consequently, motivated by a practical need, several ap-
be considered here. proximations schemes have been developed to accurately fit

Extensive ellipsometric data on the contribution of inter-the experimental data over the whole range of available mea-
band transitions to the complex pseudodielectric function fosurements by generalizing the traditional Lorentz mddlel.
pure c-Si at room temperature in th€l.5-6.0 eV range The parameters that appear in these representations do not
have appeared in Ref. 58 This study provided a thorougimecessarily have an immediate physical interpretation, al-
update to the measurements in Ref. 54, typically used as ththough this approach achieves very high goodness ‘6f
basis for the calculations of the Casimir force between semiwhile closely satisfying the Kramers-Km@ consistency
conductors in Refs. 41, 4ithe termpseudorefers to small  requirementg®°
effects of uncharacterized surface layers that might affect the In our case, we have adopted a five-oscillator, critical
published valugs point (CP) description forc-Si, according to the following

Interestingly, these authors have repeatedly emphasizesktension of the harmonic oscillator modél:
the importance of assessing the actual relationship between

measurements of the dielectric function and the intrinsic bulk - fjeisi”

i : i : Ecil0)=ho+ > (3.10
properties of the materials used. Such issues as, for instance, C 0 J. o\ :
cleaning procedures, surface roughness, and contamination 1- ;+Il"j

i

have direct bearing on the true value of the Casimir force,
both because sample quality enters the idealized expressiovhere the appropriate parameters are shown in Tagked.

at Eq. (3.1 via the optical properties, and because it may81) (notice the slightly different form of this equation with
directly cause departures from the idealized geometry. Correspect to the one appearing in Ref).77

sideration of these factors in Casimir force experimentation The last contribution to the total dielectric function we
is still at a very early stage€:?° shall consider is that due to free carriers. As is well known,
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the important features of free-carrier absorption can be ac-
counted for by means of the classical Drude model of elec- ¢!
trical conductivity®2-8+7583which predicts a dielectric func-

tion of the kind

r Ideal Conductors

oW

2 10°

Z( @)= €0 —— P 31) 3
fe “ w(w—ilt)’ ' =

Ty

wherer is the relaxation time. In general, experience shows 10"
a satisfactory agreement with the prediction of the Drude
model that the free-carrier absorption coefficiengoc 1/\2
for semiconductors in whiclwr>1 and the mean electron 102 el ol
energy(E)<#w, usually at submillimeter wavelengtA%8’ 10 10 10 10 10 10 10

At shorter wavelengths, the dependence of the absorption s (em)
coefficient on the wavelength becomes more FiG. 5. The behavior of the Lifshitz integral far-Si in the
complicated?®®*and a full quantum treatment is necessary t010-4— 1% xm range, both for the high resistivity materi@) and
develop a theory based on first principles for all relevantor different carrier concentrationi@—4). The curve corresponding
carrier scattering mechanisms. This analysis, contained in &g case(1) is not shown as it does not significantly depart from the
extensive body of published literature, has been relativelypaseline case.
successful in quantitatively describing the departure from the

plassical model shown by the experimental_ data at midgjl?n Eqg. (3.1). Figure 5 shows the results of the numerical
infrared wavelengths for a number of semiconductors, in- o

cluding n-doped SFP°~9256.93-104|ternatively, a generalized C:r:izle;g?rt]hgfefggvzfsgItiznm'l[gs(re?sl as a function of the dis-
Drude approximation has also been successfully used to dé— ping '

velop a first-principle theory of electron scattering by assum- . ?rfse;(rf)ee(\:/zﬂ;rgmh?:thugggltytﬁr?:jgrncijgsh);sEt?tl)sigrr:figlei:-
ing a frequency dependent relaxation time 7(w).1% : q y 9

In what follows, we shall adopt the classical Drude mode|crease for distances larger than the wavelengths where the

both because of its relatively good success in fitting the?ulileecmc function of Si shows significant absorption struc-

doped Si data over a wide frequency ratf§e'’®and be- - . .
cause of its relative ease of implementation. Furthermore,. In_thg cases of nonvanishing carrier concentration, the
persisting disagreements between theory and experimen fs.h'tz. integral .Sh°W$ a depa}rture from the baseline case,
even in the case af-doped Si(Ref. 105 indicate that the which is proport|_onal in m_agnltude to carrier concentration

payoffs of introducing a much more complicated quantumand becomes evident at distances of the order of the charac-

model may be past the point of diminishing returns. Perhapstenstlc wavelength of plasma oscillations. Unlike the high

the best course of action to further improve the present trea{;eT'St'V'm case,n:n”wrhlt%h rt1ht$1 L'ifjhgf,@'/nltg gral tﬁpp{;io?czes a
ment may very well be to fit data of the specific experimental. ue aiways smailer than the ide as the distance

sample under study by means of generalized semiempiricﬂcreases’ if carriers are present the Lifshitz integral always

expressions, in analogy with the approach used to descri e;zvzsciistgahgfngg L)T‘t)ﬁéf?;(tisctg?lggcé?ra:g Lh'ssrag‘:ulr']g':b
the interband spectrum above. q pp

Finally, the total complex dielectric function used in the the valge of the LifShit.Z integral, the Casimir force decreages
Lifshitz integral is given by substituting—i £ in the sum of approximately as the inverse of the fourth power of the dis-

the interband and free-carrier contributions just discussed: tance for rela_tlvely larger distancesetarded regime For .
small separations, one recovers the dependence on the in-

T

w2 falST verse of the third power of the distance characteristic of the
Tl €)= e +hot+ >, J 5, (3.12  unretarded van der Waals interaction between dielectrics
E+élT ;
I L o (Fig. 6).
wj ! After having computed the Casimir force for all cases, the

where it is assumed that the high-frequency limit of the free ffect of the free carriers was estimated from the quantity

carrier dielectric function match the low-frequency limit of ﬁFCa{S):F?asi(s)_FCaS'&§3 ! Wh'c? Ilst ShO\t’.Vn Itnh Ft'g]; 7 I
the interband term. s a term of comparison, it is useful to notice that, for a

distances of interest in what follows, such a perturbation of
the Casimir force is usually much larger than that due to
finite temperature corrections fol~10°K. That is,

We carried out numerical calculations of the CasimirAFCEAS)/FCaS,(%%S(kBTs/ﬁc).42 Similarly, this change is
force for both high resistivity ¢,=0, case Dc-Si and for  also much larger than the second-order radiative correction
three different carrier concentrations considered in Ref. 110to the Casimir force, which iss @\ /s, wherea is the fine
(1) Ne=0.011x10%cm 3, (2) n,=0.52x10%cm™3, (3) n,  structure constant anxl, is the Compton wavelength of the
=10%x10*cm 3. Furthermore, we considered the hyper-electront1-14
heavy doped cas@), with n,=3.8x 10?*cm™3, Finally, AF c.{S) was integrated between a minimum dis-

The Lifshitz force is determined by the product of the tances,,, and a maximum distanc®,;,=10um by means
inverse of the fourth power of the distance between the twaf a spline interpolation over the computed force data points.
semiconducting boundaries by the Lifshitz integral, as showiThis integral corresponds to the quantity.,s at Eq.(2.7),

C. Numerical results
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FIG. 6. The Casimir force for high resistivit-Si. Also shown (s'l)
are the asymptotic behaviors in the nonretarded and retarded re ®p

gimes. o
FIG. 8. The net work done by the Casimir force over a closed

: oo cycle compared to the energy required to achieve the free carrier
that is, the total work done by the Casimir force over aconcentration indicated)Vp 5 (solid lineg, for both doped and un-

closed cycle including as branches the Casimir force of the . : )
. . . . dopedc-Si, as a function of the plasma frequency. Open circles,

particular carrier concentration considered and that for the, - = . .24 filed squares refer §9=sc=1 A, 5 A, and 10

high resistivity case, as discussed in Sec. Il. The results ar ’ c T

R respectivel =sp=10um).
shown in Fig. 8 for the four carrier concentrations and for P Y €a=so #m)

three different values of the minimum distance, 1 A, 5 A, gnall focus on an idealized, optically controlled transducer of
and 10 A. As can be:;,een, the Casimir force field energy,acyum energy, designated as an optically controlled ideal-
transfer lies in the~ 10"~ 10” erg/cnf range depending on jzed vacuum energy transdud@C-IVET). It shall become

the values of thegy,,ne) variables. immediately evident that other possibilities, based, for in-
stance, on thermal contrdITC-IVET), can be considered
IV. CYCLE ANALYSIS without complications in complete analogy with the reason-
ing below.

In order to understand the implications of the results re- As can be seen from Figs. 9—-12, a semiconducting mem-
ported in the previous section, we must be able to provide aBrane (SCM) and a semiconducting plané&CP, respec-
order of magnitude for the other terms in EQ.6). As @ tively, play the role of the moving and fixed semiconducting
substantial change in the number of free carriers in a sempoundaries considered above. However, the top side of the
conductor can be achieved by means of an array of differentioving membrane is made conducting and it faces an upper
techniques, here we shall focus on a particular technologicalonducting plane, labele@P2. Similarly, the opposite side
realization of the cycle described in Sec. II. of the fixed boundary is made conducting, and it faces a

In general, any implementation of the moving boundarypottom conducting plane, labelé@P1). The semiconduct-
system studied so far with the addition of a means to trans-

form the available part of the potential energy associated to CP2 I ¢
the Casimir force field into electrical energy will be referred y

to as a transducer of vacuum energy. In what follows, we

10" = ""“’_8' '””“'_7' ‘“””'6 cevnd el 0l FIG. 9. A schematic view of the optically controlled idealized
10 10 10 10° 10° 10t 10® 10t vacuum energy transducé®C-IVET) and of the forces involved
distance (cm) during theD — A transformation. The radiation sources are on and
the carrier concentration is increasitdarker tong Consequently,
FIG. 7. The effect of free carriers on the Casimir force for the positive charges must be flowing as indicated in order to increase
four doping levels considered. the electrostatic force balancing the Casimir force.
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FIG. 10. During theA— B transformation, charge continues to  F|G. 12. TheC—D transformation is completed when the SCM
flow as indicated to maintain the SCM in quasistatic equilibrium asreaches its maximum distance from the SCP while the free carrier
the SCM-SCP distance decreases. concentration is at a minimum. The increasing distance between the

SCM and the SCP causes the current to continue flowing as shown.
ing membrane and plane on the one hand, and the two co
ducting planes independently on the other, are maintained Egrl:{[la?r]CtEeasnedmegr(]gEcl'uEprisxzfgifr;tsh(ﬁ |f1ueChU|ikS)r|tSm
the same potentials by appropriate contacts. However, i 9 9

. . L or in quasistatic equilibrium during the cycle. We shall ne-

switch S, is closed, a bidirectional power supply can apply a
: . glect the effects of mutual electrostatic and mechanical inter-

potential differenceV, between the(SCM-SCB and the

actions between the semiconducting and conducting layers in
(CP1-CP2 subsystems. Also indicated are monochromatic

Swhat follows. That i is, for instance, we shall not consider the
radiation sourcesRS) tuned to the impurity ionization en-

possible effects on free-carrier concentration due to the ad-
ergy. . . ditional electric fields caused by the voltage source and to

In the case of microelectromechanical systeEMS)

chanical stresses.
engineering designs, the above subsystems can be included

As is seen from a straightforward application of the elec-
within an integrated structure, in close analogy with already[rO

8,119
existing implementations for the optical control of semicon- static Fheory of a system &f conducting planés® o
ductor microactuatohss- “7(F|g 13 our specific case, the excess charge due to the potential dif-

ferenceV,, will equally distribute on the facing sides of the
CP2-SCM and SCP-CP1 conducting surfaces with no
A. Energy conversion cycle charges appearing on the facing sides of the SCM-SCP sub-

In order to describe the conversion of potential energysys'[ﬁm’faS |rk1)d|gat3(_1 in F|g?. 9—h12. . b |
associated to the Casimir force into electrical energy, WehT € reFe 09y 12|agra|md or theCmovmgfmembrane asho
shall consider in detail the four conducting surfaces cp2Shown in Figs Includes the Casimir force between the
conducting(uppe) side of SCM, conductinglowen side of two semiconducting boundarles and the electrosftatlc forpe
SCP, and CP1 of the OC-IVET. We shall assume that, at anpnetween the upper conducting plane and the semiconducting

time, the value of the potential differenadg, between the embrane. The Casimir force betyveen the upper conducting
' plane and the moving membrane is neglected in the assump-

tion thatH>s; as the carrier concentration and the tempera-
ture of the conducting surfaces is assumed to be constant,
removing this assumption would not change our conclusions.

RS1, RS2 CP2

FIG. 13. A possible MEMS implementation of the OC-IVET.
FIG. 11. The free carrier concentration decred$ighter tone The plane, semiconducting membrai®CM) is replaced by a flex-
while the SCM-SCP distance is held constant during Bhe C ible membrane whose shape is determined by the combined action
transformation. This causes the current to reverse its direction. of elastic, electrostatic, and Casimir forces.
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With reference to our general discussion in Sec. Il, we 9
shall assume that, at some time before the beginning of the ~ dUi= - (Uest Up)dh=—Fpe(h)dh=dWcas, (4.2
cycle for this OC-IVET, switcts; was closed and a potential
differenceV, was applied while the membrane was at a dis-where dWgis the infinitesimal work done by the Casimir
tancesp from the semiconducting plane. We shall also as-force.
sume that this state, corresponding to p@nin Fig. 2, be a By combining the result for this kind of transformation
position of mechanical equilibrium for the system. Also, aswith that for constant-position transformations, one can con-
the distance between the SCP and the CP1 does not changede that the total energy change over a closed cycle is
during the cycle, we shall immediately conclude that the to-

tal energy change over a cycle due to the interaction of these _ _ )
two elements vanishes and we shall not consider it any fur- AUtr=Weas= = § Feadh:Yi(X;))dh, 4.3
ther.

The radiation sourceRS) are then turned on and, as we Where the unimportaré—h change of variable was explic-
have seen in detail, the illumination of the facing sides of thdtly indicated andds= —dh. .
semiconducting media will cause an increase of the Casimir AS AUw=AUest AUy, and as the net electrostatic en-
force between the two boundaries, corresponding to a tran&'9y change over a closed cycle vanishédJ¢=0), the
formation towards poinA in the cycle. total energy change found above must appear as battery en-

We shall assume that the increase in illumination of thee"@y (AUp=Wc,J. In other words, at the end of every
semiconducting surfaces by the radiation sources, and tHdosed cyclethe battery is charged by an energy amount
corresponding Casimir force increase, take place as a succeddual to the net work done by the Casimir force over that
sion of very small changes matched by correspondingly@me cycleThis energy is then available for use by connect-
small increases of the potential differendg so that the Ing the battery to a load. Of course, by adopting a reverse
moving membrane remains at rest during this sequence &Wcle (counterclockwise direction in Fig.)2one will find
transformations leading the system from pdto pointA  that the battery becomes discharged by an ametitc.d.
of the cycle(Fig. 9. In the more realistic case of nonquasistatic transformations,

The infinitesimal change in the electrostatic enetigyof ~ SOMe energy made available by the cycle will be dissipated
the field in the CP2-SCM region of space during hesA 0N the Ioa}dR and it will appear as Joule heating of such
transformation is dUg=[d(3CV2)/dV,]dVy=CV,dV,, elementFigs. (9-12]
whereC is the capacitance of the CP2-SCM subsystém, ) )
=e,Alh, A is the CP2-SCM surface area, ahd=H—s B. Time scales and total energy budget estimates
(mks units are used in this subseciidff In order to obtain an order of magnitude for the total

The corresponding decrease in battery energy due to thenergyWp, expended to achieve a free-carrier concentration
transfer of chargelq is dU,=—V,dg=—CV,dV,. Thus, increase, we shall assume that the radiation sources are ac-
for each of these infinitesimal transformationdU .= tive for a timeAt,, relatively larger than the free-carrier re-
—dU, and the change in the total energy d¥);,,=dU,s combination time,r.. This allows for the equilibrium con-
+dU,=0. A completely analogous conclusion can becentration ne:de(l— Rwd)arfc/hwd to be reached’
reached for thd— C transformation, provided that the car- whereJ,, is the radiation fluxR is the reflectivity of the
rlezjs recomlz;nt;a ata “slow rati ‘.”“:,.d 'tthe.potlertmal ?'ﬁeretr.lcematerial,a is the absorption coefficient, anel; is the ion-

IS decreased by a sequence of ininitesimal fransforma 'On?g'ation frequency of the donor impurities. This yields the
Consequently, there is no net change in the total energy QL lowina expression for the energipn

the system for both thB— A and theB— C transformations g exp DA*

(Figs. 9 and 11

In the case ofA—B and theC— D transformations, the Wpa=J, At,= ¢ hwgAt, . (4.9
infinitesimal change in electrostatic energy is due to a varia- (1= Rwd)anC
tion of both capacitance and potentgigs. 10 and 1R This o ) )
can be written as By substituting the approximate expression for the ab-

sorption coefficient of impurities at E@3.9), and by using

a s o R,,~0.3, n,~3.5, m*/m~0.32, (Refs. 121 and 109
dU"‘S_a_\/,o(ECVb)dVbJr ¢ (2CVb)dC E4(Si(P))=% wy~0.044 eV, we find the numerical estimate:
=CV,dV,+ 1V2dC. (4.2 n. At
T WDA~102|\I—G’\T—y erg/cnt, (4.5
d ‘fc

In order to proceed, we shall assume that the electrostatic

force between the SCM and the CP2 be equal and opposite {ghere the impurity concentration has been set equal to the
the Casimir force during this quasi-equilibrium transforma-donor atom concentratioNy .
tion. That is, Fedh)=73€0E°A=3eq(Vy/h)?A=Fpgh). In order to provide a term of comparison, the quantity at
This yieldsVy,=[(2h?/eoA)Fpe(h) V2 with a total charge on  Eq. (4.4) was also estimated in the case of intrinsic absorp-
each  conducting  surface  equal to g=oA  tion for purec-Si. By usinghw=4.34eV,R=0.7, a=2.2
=[(2€0A)Fpeh)]"2 % 10° cm~%,*?2 we find

By writing dV,=(dV,/oh)dh, dC=(dC/oh)dh, and
dg=(dq/ah)dh, it is immediate to prove that Wpa~10"1"n, erg/cnt. (4.6)
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Figure 8 shows a comparison between the value of thechieve a positive net energy exchange at larger interbound-
Casimir force field energy available for transformation with ary distances, so facilitating possible engineering implemen-
the estimates provided by Eq4.5 and(4.6), in the simpli-  tations.
fying assumption that the contribution to the Casimir force Although these comments, as well as those relating to any
due to intrinsic holes may be neglected. As can be seen, themher idealization made herein, all appear to be technologi-
seems to be a net amount of energy available in the case célly relevant, they do not represent, it seems, obstacles in
hyperdopedc-Si for minimum interboundary distances of principle to manipulating a net positive energy associated to
the order of~1 A. the Casimir force. In other words, it appears quite likely at

Also, it appears that using doped silicon is advantageouthis stage that, given the multiple infinity of the parameter
only in the high-carrier concentration regime, whereas usingpace in which the above considerations could be applied,
pure Si allows one to obtain higher values\Wf, for lower  appropriate dimension and time scales, materials, environ-
carrier concentrations. mental conditions, and techniques could be identified to take

The potential implications of these findings are undoubttechnological advantage of this effect.
edly stimulating, as they show that the gedanken experiment Evidently, if the present approach is to succeed in the
previously described exposes a situation with very practicaffuture, research will have to be carried out to identify, for
and not only theoretical energy consequences. For this re@stance, semiconductors allowing for the appropriate doping
son, a substantial effort will have to be focused on strengthlevels, impurity ionization energies, and recombination times
ening the quantitative reliability of the cycle calculations to minimize the energy price to be paid to take maximum
presented in this paper. Among the many points that magpdvantage of the nonconservative nature of the Casimir
have relevance in the technological implementation of thdorce. However, it must be stressed that even transducer of
ideal transducer described above, we shall mention the fokacuum energy working below the break-even point would
lowing four. be of potentially great commercial interest because of their

The first is that, although the theory of Casimir forces hagpossible use to dramatically improve on solar power conver-
been used for interboundary distance$ A in the past, for  sion.
instance in the context of particle adhesion and chemisorp- It may also be useful to look back and compare the trans-
tion theories’™ 1?3 corrections to the predictions obtained ducer of vacuum energy concept in general and the OC-
here in such regimes are expeéteahd have been dealt with IVET in particular to other systems described in the literature
in the case of metals and dielectri®4-'? Notice also that in connection to potentially feasible, innovative technologi-
we neglected the effects due to both gravitational and Paulial proposals in Casimir force research. As already pointed
repulsion interactions between the two boundaries as thegut, use of the Casimir force to compress same-charge leaves
may affect membrane dynamics but not the overall energyo transfer electrical energy was suggested in Ref. 28. How-
budget because of their conservative nature. ever, as the Casimir force was explicitly considered indepen-

The second comment is that, as one can verify directlydent of any parameter other than the interboundary distance,
the plasma of free carriers produced in the case of highno closed engine cycle attaining a net energy exchange could
carrier concentration silicon is located in a surface layer thinbe proposed. Microelectromechanical systéwiEMS) tech-
ner than the wavelength of the oscillations of that plasmanology was described Refs. 24 and 25 to achieve submicron
This has already been discussed in similar experimentéhbrication of Casimir force-driven devices, but not to ex-
situation$®*” and a complete analysis of the problem will change net energy. The only experimental results on control-
require an extension of the Lifshitz integral to multiple layerling the van der Waals force between two semiconducting
systems, as in the case of water-hydrocarbon fifns. surfaces by means of radiation were given in Ref. 47. Once

Third, one must consider the time scales involved in theagain, however, Casimir force field energy exchange was not
idealizations made above. In order to achieve such ideal pementioned as a possible implication of experiment nor
formance, one would need to move the semiconductingheory.
membrane by distances10 A within the free-carrier recom- Furthermore, two important corollaries of the above re-
bination time, that is,7.~10 *s in the highly doped sults appear to have received little or no explicit mention
caset?’ 1281097 hjs is, relatively speaking, a much higher av- despite their stimulating technological promise. The first is
erage speed than that achieved by membranes than can ¥ie possibility of achieving optical control of Casimir force
brate over~1 um at frequencies-10* Hz. From this point  actuated devices, in close analogy with already existing tech-
of view, the free-carrier lifetime in the undoped case appearsologies  for  the control of  semiconductor
to be much more manageable, falling in thd0 *srange’’  microactuatord!®-117 As the Casimir force acts on compo-
In connection with the time scale problem there is that ofnents on any scale, this technology could allow for the direct
electromagnetic losses, which was not addressed here.  dynamical manipulation and control of semiconducting

Finally, it is important to notice that the comparison madenanostructures.
in Fig. 8 does not include the value of the energy released The latter implication is that, as the Casimir force depends
back into the environment, for instance because of carriedirectly and appreciably on the optical properties of the ma-
recombinationWgc. The author cannot identify any reason terials involved, an inverse Casimir-force-based approach
of principle that would forbid one from collecting a fraction can be developed to explore such properties in an entirely
of this energy, in the form of heat or recombination radia-noninvasive way. Potentially, the complex dielectric function
tion, to further improve the overall energy budget for theof a sample could be probed in real time by means of dy-
system. Such improvement would, in turn, allow one tonamical or static Casimir force measurements.
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Finally, it is important to notice that there is no relation- outcome is a net increase in the total translational kinetic
ship between the application of the Casimir force discussednergy of the scattered atom at the expense of the potential
above, which is fundamentally static, and others, which arenergy of their mutual dispersive force interacti®ee be-
instead based on dynamical Casimir effects. low).

These would include, for instance, earlier, and recently |n the second part of this paper, we quantitatively imple-
refuted speculations about the possible relevance of the dynented the idealized engine cycle of Sec. Il by using two
namical Casimir effect in the interpretation of sonolumines-poundaries of semiconductingSi, whose optical properties
cence experimental dat&***#*~ _ o . are made vary by means of appropriate radiation sources.

Also, because of the assumption of a quasistatic regime, | order to improve on previous estimates of the Casimir
we have neglected any dependence of the Casimir force ofce in this case, we adopted a mathematically much more
the relative velocity of the two boundaries, which is expectedsgppisticated description of the band transitions spectrum,
to manifest itself as an “electromagnetic vacuum ompatible with the most recently published data, and com-

. . ) 131 .
viscosity.” = For the same reason, we have not considered e the full Lifthitz integral numerically without any inte-
the effects of the predicted creation of real photons betWeeBrand simplifications.

the two boundaries due to both their relative motion and t0" \1ost of the needed improvements on the results so ob-

the change of their optical properti¢Ref. 132, and refer- aineqd, such as, for instance, a multilayer approach and the
ences theremmfact, itis important to recall the proposal 10 exact shape of the free-carrier absorption spectrum, can
simulate the highly accelerated motion of a boundary with,5paply be dealt with effectively only within a specific ex-
respect to another by causing a sudden change in the COBgrimental situation. Furthermore, effects such as that of sur-
ductivity of a semiconducting boundary at rest by means of ;e roughness on the value of the Casimir force can only be
femtosecond laser puls&’ However, even though these gssessed once the scale of the device is established.
dissipative” phenomena are not included here, it is clear e exploratory calculations conducted both in the case of
that thg existence of Qynammal ICaS|m_|r effects contributegyq,or phosphorus doping and of pure silicon show that, for
an additional perspective to t_he_ issue, introduced at the er\giery high free-carrier concentrations and for minimum
of Sec. Il, of whether the Casimir force should be considered,ngary distances of the order of the interatomic distance, it
as fundamentally nonconservative. is certainly possible that the net work done by the Casimir
force exceed the total energy expended on the transducer.
The orders of magnitude involved indicate that the total work
done by the Casimir force can be as high as
This paper has primarily dealt with the following three ~10? erg/cnf/cycle. At a rate of 1fcycles/s, this corre-
important issuestl1) is it possible to design a closed engine sponds to a power per unit areaPg,¢~ 1 kKW/n?.
cycle at the end of which the net energy transferred to a A very stimulating question concerns the possibility of
system does not equal the net work done by the Casimimanufacturing transducers of vacuum energy approximating
force field?(2) If the answer to the first question is affirma- the ideal one here described by making use of micromachin-
tive, is it in principle that the work done by the Casimir force ing technology. This approach would allow one to prepare,
be larger than the absolute value of the net energy transferrddr instance, silicon structures such as microcantilever beams
to the system®3) Finally, if the answer to the last question is and microbridges, which have a natural oscillation frequency
also affirmative, do the orders of magnitude of all physicalof the order of the free-carrier lifetime in the same materials.
guantities involved point towards a situation that may be ofFor instance, from elementary elasticity thebtyone can
practical, technological interest? readily show that the equivalent free vibration frequency of a
The gedanken experiment discussed in Sec. Il has prdaulk silicon cantilever with width, length, and thickness
vided a very general framework to address the first issueequal to 50 um, 100 um, and 5 um, respectively, is
The strength of the conclusions one can draw from such-10* Hz (Ref. 139 the same quantity we just used to cal-
logical reasoning lies with its independence on the particulaculate the Casimir poweim vacuq quality factors as high as
system involved or on any assumptions on the origins of the-10* can be obtained.
Casimir force. By using our estimates, we find that the total Casimir
The fundamental reason for this is that the Casimir forcepower for this cantilever {5x 10~ 1°W) would establish a
and other closely related concefts®* such as the potential difference~1 mV across a 1R load. It is also
Casimir-Poldef® or the van der Waals forcésS all depend  interesting to obtain the ratio of the average heat capacity of
on quantities that can, at an energy expense, be altered. Thid@s cantilever to the Casimir power obtained above. This
question is, therefore, always well posed as to whether thgields C/P s~ 102 s/K, where the room-temperature value
energy to effect such transformations equals the net workf the specific heaft0.18 cal(g K)] was used3®
done by a Casimir force cycle that includes them, or equiva- On the other hand, besides the already discussed need to
lently, whetherW,, in Eq. (2.6) must necessarily vanish. identify a greater number of promising semiconducting ma-
Furthermore, the issue exposed remains independently éoérials and of developing more sophisticated models for the
whether the Casimir force is seen, for instance, within adeal case, we are still far from fully understanding the dy-
source theory or as associated to quantum vacuum fluctuaamics of flexible membranes under the combined action of
tions; likewise, the question applies in the case of any subCasimir and electrostatic forcé%?® For this reason, it is
atomic, atomic, microscopic, or macroscopic system consideertainly too soon to quantitatively predict what fraction of
ered. For instance, one can conceive of processes of excitélde net work done by the Casimir force one would be able to
(Rydberg atom scattering by a surface whose possible finatransform into electric energy with devices of this kind.

V. CONCLUSIONS
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In closing, it may be useful to mention some of the relatedThese works, among others, can represent the foundation for
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