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Pseudogap formation in an electronic system witld-wave attraction at low density
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On the basis of an electronic model with separable attractive interaction, the precursors at high temperature
and strong coupling of thd-wave superconducting state are investigated in the one-particle spectral function
A(k, ) and the total density of stategw), with the use of the self-consisteninatrix approximation. In the
low-density region, it is found that a gaplike structure at the Fermi level apped&kimw) and p(w) above
the superconducting transition temperature. It is shown that the pseudogap energy scale is determined by the
binding energy of the Cooper pafiS0163-182609)00142-3

I. INTRODUCTION tion), QMC calculations are difficult mainly due to sign
problems in the simulations and also because phase separa-
In the underdoped high;. superconductorsSHTSC), tion could occur for a model with an attractive potential that
pseudogaPG) behavior has been widely observed in ex-acts at finite distances, contrary to what occurs in the attrac-
periments such as NMRspecific heaf,and photoemissioh.  tive Hubbard model where the attraction is only on &te.
All these phenomena can be basically understood as caused In spite of these potential difficulties, here thevave PG
by the suppression of low-energy spectral weight in the temis studied in order to contribute to the investigation of the
perature rangd ;< T<Apg, whereT, is the superconduct- energy scale\pg in HTSC. For this purpose, here an effec-
ing transition temperature ankbg is a characteristic energy tive model withd-wave separable attraction is analyzed, fo-
scale for the PG formation. This occurs both in the spin- andtusing our efforts into the low-density regime, for the fol-
charge-excitation spectra. As a consequence, the problem liswing reasons. First, from a physical point of view, the low
reduced to the clarification of the origin of this spectral-carrier density region is important because the underdoped
weight suppression, namely, the physical originAgf;. HTSC regime as a first approximation can be described as a
The angle-resolved photoemissidARPES spectrum, low-density gas of holes in an AF background. Previous nu-
which is sensitive to the momentum dependence of the PGnerical studies have shown that holes in such an environ-
has revealed that the PG phenomenon itself exhibits aent behave like quasiparticles with a bandwidth renormal-
d-wave symmetry which is smoothly connected to theized to be of orded, the Heisenberg exchange couplifig.
d-wave superconducting gdpMoreover, the locus of the Second, now from a technical viewpoint, it is known that the
minimum gap position in momentum space traces the shap@CTMA gives reliable results in the dilute linfif. Then, the
of the Fermi surface. From these results, it can be inferrethehavior of the spectral function can be safely investigated in
that the energy scale for PG formation is closely related tahe low-density region. For these reasons in the present paper
the superconducting correlation. Then, one of the possibléhe average electron filling will actually be at most 10%.
explanations for the PG behavior involves the discussion oNote that our “electrons” below will simply represent fer-
possible “precursors” of the Cooper-pair formation abovemions interacting through an attractive potential, and thus
T.. Certainly there are other possible scenarios that also leatiey can be thought of as “holes” in the context of HTSC.
to PG formation such as spinon pairihgntiferromagnetic As mentioned before, the preformedvave pairing fea-
(AF) spin fluctuatior?, and fermion-boson mod&lbut in this  tures in the negative} Hubbard model have been widely
paper the focus will be precisely on the development of a PGnvestigated as a prototype for PG formation in the under-
at strong coupling due to the formation of electron bounddoped HTSC. Besides the technical aspects already dis-
states at a temperature scale larger than the one corresporuissed, this seems to be based on the assumption that the
ing to long-range superconducting pairing. differences vs d in the pairing symmetry does not play an
Along this scenario, much effort has been devoted to thessential role in the PG formation. This may seem correct by
investigation of the PG phenomerfa? However, there are observing the gaplike structure in the total density of states
few results in the literature leading to PG withwvave sym-  (TDOS), because it appears around the Fermi level irrespec-
metry, while the PG in thes-wave superconductor has been tive of the pairing symmetry, although the actual detailed
intensively investigated on the basis of the negativelub-  shape is different. However, recalling that the main features
bard model. The popularity of the-wave calculations as for the PG formation in the underdoped HTSC have been
opposed to the more realistittwave case is mainly due to revealed using ARPES technique, the structure in the indi-
technical issues. The quantum Monte Ca@MC) simula-  vidual one-particle spectral function should play a crucial
tion provides accurate information on the negativédub-  role. In fact, important differences betwesnand d-wave
bard model and with these results the validity of other dia-symmetry fairly clearly appear in the spectral function de-
grammatic method such as the self-consistémbatrix  scribed below in our study.
approximation(SCTMA) can be checked. However, for the  In this paper, it is reported that the.g scale agrees with
model withd-wave attractior{or the nearest-neighbor attrac- the binding energy of the Cooper pair irrespective of the
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pairing symmetry. The main difference between and (a)
d-wave symmetry, appears in the momenta of preformed-

pair electronsK and —K. For theswave symmetryK is

always determined by the band structure. Namely, in the

dilute limit, it is given by the momentum at the bottom of the

band, k*. Since the attraction is uniform in momentum (b)

space,K is determined only by the kinetic energy for the ——

swave case. On the other hand, for a strong attraction with \\\\ i | i ' |
d-wave symmetryK is not given byk*, but is located at \\\ = A : l
(7,0) and (Om), because the attraction becomes maximum L = =2

at those momenta. Such a competition between the band i the SC he hatched 4
structure and the strong attractive interaction leads to inter- energy in the SCTMA. The hatched square an

esting features in thé-wave PG, while theswave PG sim- the solid line denote thematrix I" and the renormalized Green's
function G, respectively.(b) Diagrammatic representation fdr.
ply follows the band structure.

. . . The broken lines indicate the interaction.
This paper is organized as follows. In Sec. Il, a general

formalism to calculate the electronic self-energy in the. .. - -
SCTMA on the real-frequency axis is present. For the inveslSt'C model ford-wave superconductivity: In addition, our

tigation of the PG structure for thbwave attraction, a tech- gfjvcz?/ze;g ti?llsthvgorr]i:)rlri;?s(t:ﬁgfyngletoerr]:ar\% zcafa;?irtaftri]\?e
nical trick called “thes-d conversion” is introduced. Sec- ’ q

tion Il is devoted to the results obtained with the formalism S0MPason with the experimental results observed in HTSC.

of Sec. Il. Two types of band structures are considered witr&‘ﬁfc 'tm';’ dreelavsv(r)]?;bfetr?ailglv eztr']%j:g I;i;bvt:\?esérgpgigﬁ_lec'
K*=(0,0) and (7,0, respectively. In Sec. IV, the results are ducting ground state, post )c/)nin for the future tr?e analysis
discussed. Finally in Sec. V, after providing some comments f 99 listi d, FI) P 9 y
the main results of this paper are summarized. Throughou(? more realistic modets.

this paper, units such that=kg=1 are used.

L
@
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B. Self-consistentt-matrix approximation

Il. FORMULATION Now let us calculate the spectral function using the
SCTMA. Since this method becomes exact in the two-
particle problem, it is expected to give a reliable result in the
Let us consider a simple model in which electrons aregow-density regiorf’ In fact, this expectation has been al-
coupled with each other through a separable attractive intefeady checked in the attractive Hubbard model by comparing
action. The symmetry of the electron pair is contained in thesCTMA results against QMC simulatiof$ Therefore the
attractive term of the model, but it is not necessary to write itreliability of the SCTMA may also be expected for the non-

explicitly in most of the formulation of this section, although s.wave attractive interaction, even though the direct com-
it will become important for the discussion on the PG. Theparison with QMC results is quite difficult in this case.

A. Hamiltonian

model Hamiltonian is written as Consider first for completeness the imaginary-axis repre-
sentation. In this formulation, the one-particle Green’s func-
_ t t i is qi
H—kE (8k— )ChoChot 2 Vir—kChyCl_k| Cqmkr Chr1 » tion G is given by
g k.k',q
@2.1) L
G(K,iwy)=- (2.4

wherec,, is the annihilation operator for an electron with
momentumk and spino, g, the one-electron energy, the
chemical potential, an&/, ., the pair interaction between wherew,=T(2n+1), nis an integer, and the tempera-
electrons. The electron dispersion is expressed as ture. In the SCTMA, the self-energ¥ (k,iw,) is obtained
with the use of thet matrix given by the infinite sum of
particle-particle(p-p) ladder diagrams, as shown in Fig. 1.
wheret andt’ are the nearest and next-nearest neighbor hopMore explicitly, X is expressed as

ping amplitudes, respectively. The pair interaction is written
as

fwp—(ex—p) =2 (K,iwp)’

g = —2t(cosk,+cosk,) —4t’ cosk, cosk,, (2.2

S(kiwg)=2 T, > T'(k+k’ioy+ioy)
Vkr_k:_kafkr, (23) n" k'

wheref, is the form factor withf _,=f, characterizing the XG(K' fwn), (2.9

symmetry of the singlet Cooper pair. Note that a positive . : L
value ofV denotes an attractive interaction throughout this‘"’herer(q'I vm) IS thet matrix, given by
paper. )

It may be argued that the above separable-type attraction T(qive) = —V2p(0,ivy)
is only an artificial interaction. This criticism is reasonable, 4!¥m 1-Vo(q,ivy)
since the purely separable potential is not realized in real
materials. However, the present interaction is a portion of thédere v,,=27Tm, with m an integer, andp(q,iv,,) is the

nearest-neighbor attractive interaction, which is a more realp-p ladder, defined by

(2.6
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) ) ) _ and the spectral function must satisfy the sum rule
¢(q,|ym)=T; ; f2G(K,i w,) G(a—K,ivpm—iwp).

2.7 1= ; f doAK, o). (2.16

Note that the Hartree term is neglected in the self-energy _
because it should be considered as included in the banbhis will be a check for the accuracy of the numerical results
structure. The Green's function can be calculated selfPresented here.

consistently using Eq$2.4)—(2.7). The chemical potential is In the actual calculation, the fast Fourier transformation is
determined by applied to accelerate the proceddf@he first Brillouin zone

is divided into a 64 64 lattice and the frequency integration
. is replaced by a discrete sum in the rang@5t< o <25t,
(n>/2=T; ; e“n’G(k,iwy), (2.8 dividipng it intg 512 small intervals. As an?:onsequence, the
energy resolution is about @,lindicating the order of mag-
where (n) is the average electron number density per sitenitude of the lowest temperature at which our calculations
and 7 is an infinitesimal positive number. In order to obtain can be reliably carried out. When the relative difference be-
results on the real-frequency axis, Pagproximants for the  tween two successive iterations fatk,w) is less than 0.01
numerical analytic continuation from the imaginary-axis dataat each k,w), the iteration loop is terminated. As for the
are frequently usetf. However, in general, it is difficult to  sum rule, it is systematically found to be satisfied within 1%.
control the accuracy of the calculation by this procedure. This value is the limitation for the accuracy of the present
In this paper, our efforts are focused on the direct calcucalculation, because the integral equation with a singular ker-

lation of the Green’s function on the real-frequency dXi&1  nel is solved by replacing the integration procedure by a
this context, a self-consistent calculation for the spectrakimple discrete summation.

function
Ak ,w)=(—=1/m)ImG(k,w), (2.9 C. s-d conversion
i i . For a separable potential witthwave symmetry,f, is
is carried out, where the retarded Green'’s func@iik, w) is given by
given by
1 fi=cosk,—cosk, . (2.17
Glkw)= o—(gx—p)—2(K,w)’ (210 In this case, due to the prefacttff in Eq. (2.11), 3 always

S _ vanishes along the line&,=*k,, leading to a delta-
The imaginary part of the retarded self-energy is expresseflinction contribution in the spectral function. In order to
as avoid this singularity, a self-consistent calculation for the

d-wave case was first attempted by imposing antiperiodic

IMS(k,0)=f2> | do'[fiw’)+fg(w+o’)] and periodic boundary conditions for tikg andk, direc-

K’ tions, respectively. However, it was not always possible to

., , , obtain a converged self-consistent solution in this case. Ac-
XA, o) ImI(k+k' 0+ o), (21D tually, it was quite difficult to control such convergence even
wheref(x)=1/(e“T+1) andfg(x)=1/(e“T—1). The real if the temperaturel was slowly decreased from the high-

part of Y, is obtained through the use of Ein the Kramers-  temperature region in which a stable solution was obtained,

Kronig (KK) relation or if the couplingV was adiabatically increased from the
weak-coupling region.
do’ Im3(k,e') This difficulty is caused by the fact that becomes neg-
ReX(k,w)=—pv.| — — (212 ligibly small in the region around,~ *+k, for the d-wave

case, even if the strong-coupling value Y6r1s set as high as

where p.v. means the principal-value integral. Theatrix s~ V=8t. If Im = becomes smaller that the energy resolution in
the present calculation, which is about t).1the sharp peak

—V2¢(q,w) structure in the spectral function aroukgs +k, is not cor-
I'(q,0)= 1-Vo(q,0)’ (213 rectly included in the self-consistent calculation. This leads
o to a spurious violation of the sum rule, indicating that tech-
where Im¢(q, ) is given by nical problems appear in reaching a physically meaningful
) solution ford-wave symmetry at low temperatures.
_ 152 w / In order to avoid this difficulty, a continuous change from
Im ¢(q, ) W; f do fktanhﬁA(k’w ) s to d-wave symmetry is here considered by introducing a
mixing parameter such that
XA(Q—k,o—w'), (2.19
2_ _ _ 2
and the real part ofp(q, ) is also obtained using the KK fic= (1= )+ a(cosk—cosk,)" (218
relation. The electron number is obtained through Our calculations start at=0, i.e., for the pures-wave case,
in which a stable solution can be obtained easily in the
n)/2= f dwAK,o)f ' 21 SCTMA. Then, a is gradually mcreas_ed such _that the
(m ; oAk, w)Te(w) (2.19 d-wave case is approached. If a physical quantity for the
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d-wave model is needed, an extrapolation is made by using  0.02 T T ] T T T ] 1
the calculated results for the quantities of interest between

I
O<a<l1. - (@) Y Mo -
Note that the momentum dependenceXofs mainly de- L v=8t | 4
termined by the prefactdiZ. For a#0, f2 takes minimum =0 = !
values on the line,= *k,, indicating that the scattering - T=0.5t - ! .
amplitude becomes the weakest on these lines. Especially for <n>=0.02 " B

a=0, i.e., the pured-wave case, it vanishes on those lines.
This corresponds to a tendency to the formation of nodes in
the PG, which has been observed in ARPES experiments for
underdoped HTSC. In this sensejs not only a mathemati-

cal convenient quantity, but also a physical parameter to con-
trol the nodal behavior of the PG.

p(®) (units of )
o
=4

Ill. RESULTS

In this section, our results calculated with the use of the
real-axis formalism are shown. Here the magnitude of the
interactionV is fixed asV=8t. As mentioned in Sec. I,
“holes” in HTSC are treated as “electrons” in this paper.
Thus the number density in the following discussion is re-
lated to the hole concentration in the real materials.

A. Case oft’'=0

Let us consider first the band structure with=(0,0). In
Fig. 2(a), the total density of statgs( ) is shown, given by
p(w)=2A(k,w). The whole curve for TDOS is not pre-
sented in this figure, because its shape at a larger scale is
quite similar to the noninteracting case. At=0, a gaplike
feature at the Fermi level can be observed, although it is
shallow. This result has been already reported in numerous
previous papers using several technigtfaalith the increase
of «, the gap structure gradually becomes narrower and at
the same time deeper. The TDOS extrapolated=dl using
the results for thexs in the figure is not shown, because it
becomes unphysically negative in some energy region. How-
ever, this is not a serious problem, because such a behavior is.~
only an artifact due to the extrapolation using a small num-
ber of a results and it will disappear i& approaches unity
very slowly and calculations with higher-energy resolution
are performed. This problem is not present in the studies at
t’=0 in the next subsection. Thus this is a small complica-
tion that can be solved with more CPU and memory-
intensive studies than reported here.

In order to understand the observed changes in the PG
behavior with the increase af, special attention must be 0.00 =
given to the spectral functioA(k,w). Let us first analyze ’ ' o (units of t
the result atk=(0,0), shown in Fig. &), in which two
peaks are observ_ed. The large pe?‘k ?bo"e the Fermi level z'ys the interpolating parameter betwesnand d-wave models, in
_due to _the_qua5|part|cIéQP) contr|bL_Jt|0n, t_)ecause if the e casev=8t, t'=0, T=0.5, and(n)=0.02. The inset shows
interaction is gradually decreased, it continuously changege permi line for this filling witht’ =0. The solid, dotted, dashed,
into the expected noninteractingfunction peak. Thus here |ong.dashed, and dot-dashed curves denote the TDOS results for

it will be called “the QP peak.” However, note that another ,—0,0.2,0.4,0.6, and 0.8, respectivell) The spectral function at
structure can be observed below the Fermi level, although i=(0,0). (c) The spectral function gt=(,0).

has only a small weight. As will be discussed in the next

subsection, this originates from the peak structure iffIrm  decreases. Ar=1, the resonant peak will likely disappear
this sense, it can be called “the resonant peak” due to th@nd only thes-function QP peak will occur, since the self-
formation of the bound paft When « is increased, the QP energy vanishes due to the prefactén’n Eq. (2.17).

peak becomes sharper and the position of the resonant peak Although the weight for the resonant peak4fk, ) with

is shifted to the right side in Fig.(B), while the weight k=(0,0) decreases with the increase ®f it is actually

A(k,w) (units of t™)

A(k,®) (units of t

FIG. 2. (a) Total density of state§TDOS) for several values of
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tween the positions of those QP peaks is abdutnéamely,
equal toe, 0~ &(0,0)- It should be noted that another peak
structure grows below the Fermi level with the increase of
The position roughly agrees with the lower edge of the PG
structure in the TDOS, suggesting that the PG structure for
wave originates fronA(k,w) aroundk=(r,0).

Let us summarize this subsection. Pseudogap features ap-
pear in the density of states both ferand d-wave models,
but its origin is quite different. For the-wave case, this
structure is mainly due to the preformed pair of electrons
around the poink=k* =(0,0) at the bottom of the band. On
the other hand, for the-wave case, it originates from the
pair of electrons at othek-points, especialljk=(7,0). In
the case of strong attraction such\as 8t, those electrons
can exploit the effect of the attractive interaction, in spite of
the loss of the kinetic energy. In other words, this difference
is due to the competition between the kinetic and the inter-
action effects.

B. Case oft’ #0

From the result fot’=0, in order to obtain a large PG
structure ford-wave symmetry, it is necessary to consider the
band structure in whick*’s are located at£ #,0) and (O,

+ ). The reason is that electrons aroute k* can exploit
the kinetic as well as the pairing energy due to the strong
attractive interaction. As for a value tf, it is here typically
chosen as’ = —1 but the results do not depend crucially on
such a choice.

In the TDOS shown in Fig. (), no structure around the
Fermi level is observed for thewave case, but a peak ap-
pears below the Fermi level with the increasenofit can be
regarded as a sign of PG formation, but this interpretation
becomes much clearerAf(k,w) is investigated. In Fig. &),
the change oA(k,w) atk=k*=(,0) is depicted whemy
is increased. In the puewave case, a large QP peak can be
observed, but it is difficult to find a resonant peak below the
Fermi level. On the other hand, when tdewave is ap-
proached by increasing, the QP peak is gradually de-
stroyed and the resonant peak grows strongly below the
Fermi level. Then, the PG structure is much larger compared
to that att’=0. Note that in this case, the extrapolation for
the TDOS ate=1 is quite successful, contrary to what oc-
curs att’ =0, because the large size of the PG allows us to
perform the calculation at a high temperature suchTas
=2t, a situation in which the structure in the TDOS is
smoother than at’'=0.

For the casd’=—t, weight transfer inA(k,w) is ob-
served with the increase af, but it occurs between the QP
and the resonant peakslat (7,0). In order to confirm this

dashed, long-dashed, and dot-dashed curves denote the TDOS jgea,A(k, ) atk=(0,0) was studied as shown in FigcR

«=0,0.2,0.4,0.6, and 0.8, respectively. The thick solid curve is a

s expected, only the sharpening of the QP peak is observed

extrapolated tar=1 result from the available TDOS's in the inter- @S« IS varied, because the strength of the attractive interac-

val O<a<1. (b) The spectral function at=(,0). (c) The spec-

tral function atk=(0,0).

transfered to anotheA(k,o) with k#(0,0). Then, let us
next turn our attention té\(k, ) with k= (7,0), shown in

tion atk=(0,0) becomes weak with the increaseaofNote
that a finite width for the QP remains at=1, but it is only

a numerical artifact. Actually at' = —t, electrons aroun#
=(0,0) do not take part in the PG formation even for the
swave case. Since electrons arouke k* gain both the

Fig. 2(c). In this case, a QP peak is also observed, but th&inetic and potential energies, the PG structure is determined

position is higher than that &= (0,0). The difference be-

only by those electrons.
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IV. DISCUSSION where ¢ is the p-p ladder set with twG, lines, explicitly
A. Energy scale for pseudogap given by

From the results in the previous section, in addition to the )
QP peak, a resonant peak below the Fermi levé(k*,w) ¢0(q"*’):; fi
has been observed, although its appearance depends on the
value oft’ and the symmetry of the pair interaction. Theseln the dilute case in which the chemical potentials situ-
two peaks define the PG structuredifk*,w) and also in the ated below the lower band edgg, and in the temperature
TDOS, although in the latter it is often difficult to observe region forT<eg,, — u, Eq. (4.3 reduces to
due to the smearing effects of the sum over momentum of
the individual one-particle spectral functions. Based on these ) 1
observations, in this paper the PG enely; is defined by 1+V; fkmzo’ (4.9
the width between the QP and the resonant peaks in
A(k*,w). Note that fort’=0 anda=1, the weight for the which is just the equation to obtain the binding enefgpf
resonant peak il\(k*,w) will vanish, but in the limit ofa  the Cooper pair in the two-particle probléthSince A is
— 1, its position approaches the lower peak of the PG strucdefined as the difference between the two-particle bound-
ture. state energy) and twice the one-particle energy, — u, it

In order to elucidate the physical meaning of di, the  is given by
imaginary part of the self-energy is analyzedkatk*, be-
cause its structure has a direct effect on the spectral function, A=2(ey—p)— Q. (4.6)
given by

frlex—n) = fe(—eq-k+u)
ot+in—(eq_xtex—2u)

4.4

Then, from this analysis it is found thadi,c=A, as intu-
Ak, ) itively expected.

1 Im2(k,w) B. Quantitative comparison betweenA and Apg

o [w—(e—u)—ReS(K,0)]2+[Im3(Kk,0)]? Although the discussion in the previous subsection is too
simple to address the fully renormalized self-consistent solu-
(4.2) tion, the results reported in Sec. Il will become more rea-
For an intuitive explanation, it is not convenient to ana|yzesonable if the relevant energy scales are correctly addressed.
the full self-consistent solution for I®(k, ). Rather, the In order to understand this, let us make a direct comparison
essential information can be obtained by simply evaluatin¢tween the analytic value fdr andA »c evaluated from the
Eq. (2.11) replacing the renormalized Green's functigh ~ €nerdy difference between the two peaksAk™, w).
with the noninteracting Green’s functi@y. Then,A(k’, ) By solving Eqs(4.5) ar_1d(,4.6), the b'f‘d'”g energy for the
on the right-hand side of Eq2.1) becomess(w—g, 5 @ndd-wave cases witht’=0 andt’=—t is obtained,
+u) and ImI is obtained with the use of the p-p ladder which is shown in Fig. @). In the strong-coupling region
diagrams composed of tw@, lines. Furthermore, only the V=8t, all curves are proportional 4. In the weak-coupling
contribution from the preformed pair with momentum zero region, it is difficult to obtain an accurate value numerically,

for the center of mass is considered. Namely, onlyImith because the binding is exponentially small in this region.
k+k’=0 is taken into account in Eq2.11). Especially, for thed-wave case witht’ =0, it was not pos-

sible to obtain any finite value in a region Wi 7t. How-

ever, when negative is introduced, the binding energy for

d-wave pair is much enhanced, while tisavave binding

energy is not much affected hy.

This result can be understood once again as caused by the
XIMI'(0,w+ ey, — ). (4.2 competition between the band structure and the attractive

interaction ak=k*. For thes-wave case, since the attractive

If it is assumed that I has a peak aiw=(), then interaction is isotropic in momentum space, tfiedepen-

Im 3 (k*,w) shows a peak structure aroungk () — (g, dence ofA is not so sensitive to the position &f. How-

— wn). Here the weight of the peak will not be discussed, butever, for thed-wave symmetry, the situation is drastically

it will have a small finite value if the thermal factor is taken different. For the band structure wittf=(0,0), it is quite

into account. Therefore in the spectral functionkatk®, difficult for electrons around=k* to form a pair, because

besides the sharp QP peakast ¢, — 1, another peak ap- the attraction does not work &=k*. Thus in the weak-

pears aroun@~ () — (&, —u) due to the peak-structure in coupling region the binding energy is vanishingly smal\V/If

Im X (k*,w), indicating that the size of the PG feature is becomes as large as the bandwidth, 8lectron pairs ak

given by Apg=|2(ex, — ) — €| in this simple approxima- #k* begin to affect the binding energy and the valuetof

tion. becomes comparable to On the other hand, for the band

Now let us estimate the value 6. Since() is the energy  structure withk*=(,0), electrons arounk=k* easily

at whichI" acquires its maximum value, it can be obtainedform a pair because of the large strength of the attraction at

from the condition that point. This sensitivity of the-wave binding energy to
the band structure is consistent with that of thevave PG

1-V Re¢y(0,Q2)=0, (4.3 observed in the spectral function.

Due to the above simplifications, B at k=k* can be
shown to be

Im 3 (k*, @)~ f, [ Fe(ei, — 1) + Fa(@+ 84 — )]
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6.0 FIG. 5. Superconducting transition temperature in the mean-
field approximation fod-wave pairing as a function of the electron
5.0 number density fot’=0 andt’ = —t with V=8t.

than the superconducting transition temperaffife Other-
wise, the results found in our work may be confused with the
superconducting gap expected beldw. It is necessary to
check this assumption, but it is a very hard task to calculate
the true value off .. Then, in order to provide an upper limit
for T., the critical temperature is simply evaluated within
the mean-field approximation. It is expected that the e
will be lower than the mean-field valug¥", which is ob-
tained from the well-known gap equation

b
o

g
=)

A and A, (units of )
w
=3

N
o

~0.0 0.2 0.4 0.6 0.8 1.0 tanH (e —,u)/(ZTMF)]
o 1=V f2 X c (5.1)
K e M
FIG. 4. (a) Pair binding energy as a function of the interaction
V, which is an analytic result obtained from the two-particle prob-In Fig. 5, TYF for d-wave pairing witht’ =0 andt’=—t is

lem. (b) Pair binding energy as a function of for t’=0 (upper  shown as a function dfn). Fort’ =0, the calculation for the
solid curve andt’ = —t (lower solid curve with V=8t. The solid  spectral function shown in Sec. Il has been donerat
symbols indicate the PG enerdyg estimated from the width be- =002 andT=0.%, and the point (n),T)=(0.02,0.5) is
t""‘la_g” _th? dea“d the _reds_oglr;t [;eak inothe zpectral function. Thecated above the curve aMF in agreement with our as-
solia circle and square Indic G ort’'=0 andt’'=—t, respec- . r_ P -
tively. The results atr=1 is obtained by the extrapolation from the sumption. Also fort’=—t, it is f9und 'from the flgureM;[:hat
results fora<1. the temperaturd =2t used fort’#0 is larger thanT;",
even at(ny=0.2. Clearly the temperatures analyzed in the
present paper are above the superconducting critical tem-
perature. Also note thatp for d-wave pairing is larger than

that theseA pg's are estimated fromA(k*,)’s in Figs. 2b) TQ"F In parucular’;ﬂ;‘or the case df = —t, it is about three
and 3b). In the regiona<0.4 fort’ = —t, the values of\pg times larger thaT;" . This fact clearly suggests the appear-
are not shown, because the resonant peak could not be oBPce of a pseudogap temperature regibpsT=Apg, for
served for the parameters used in Figh)3For the case of d-Wave superconductors m:odels. _ o
t'=0, Apg traces the curve of the binding energy, though As observed in Fig. 5T converges to zero in the limit
there is a small deviation between them. On the other handn)=0 in proportion to(n)”, whereg=1/2 in the BCS-like
for the case ot’=—t, the deviation is larger particularly Mmean-field treatment. The true valueTofis also expected to
arounda~0.6, butApg approaches\ at thed-wave case. bPe zero in the limit(n)=0, but with 3>1/2 to keep the
Thus, from our analysis, it is clear that the energy scale forelation T,<T{'". On the other hand)pg converges to the
the PG structure is simply the pair binding energy. two-particle binding energy in the same limit. Thus in our
scenario the PG regiol,;=T<Apg, always exists in the
dilute limit. However, the pairing symmetry of PG with the
largest value ofA p will depend on the kinetic term. In fact,

In this paper, pseudogap features in a modeldfavave  the d-wave PG structure has been obtained for the band
superconductivity have been observed. An important obseistructure witht’ = —t, while thes-wave PG has emerged for
vation to start the discussion is that implicitly it has beenthe case oft’=0. If the present analysis is performed for
assumed in the results reported thus far thag is larger  other band structures, it will be possible to put constraints on

Now let us compare our PG enerdyg with A. In Fig.
4(b), those quantities are depicted as a functionrofNote

V. COMMENTS AND SUMMARY
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the band structure of HTSC by considering under what cir- In some previous theoretical works, the energy scale for

cumstance a-wave PG appears. However, in order to carryPG has been discussed. In the scenario of the PG formation

out such an analysis, it is necessary to treat a more realistigue to the spinon pairingjthe characteristic energy is given

model with the nearest-neighbor attractive interaction includby J on the basis of thé-J model. The interpretation of the

ing the competition among-, d-, and p-wave attractions. pgG is different from the present analysis, but the magnitude

This point will be discussed elsewhere. of the PG itself will be of the same order. On the other hand,
Let us now briefly comment on the imaginary-axis calcu-in the framework due to the AF spin fluctuatidrihe PG

lation with the Padeapproximation. Some attempts Were (emnerature is characterized by the spin fluctuation energy
made to obtain the PG structure in the imaginary-axis for-

: : i . byl wse.” Naively, wgg denotes a time scale for which the
malism dlre_ct!y for thed-wave Symme"y’ but '.t was d'mcqlt. nearest-neighbor spins can keep antiparallel directions. In the
to observe it in our results. It might be possible to obtain it,

if much more effort was made on the imaginary-axis Calcu_He|senberg model with the AF coupling this time scale

lations, particularly on the Padapproximation. However, can be_ egtlmgted ab . Thus roughly the rela_ltlom)s_,:wJ
when the s-d conversion trick is also applied to the holds, indicating that_the energy sqale_ for EG is again related
imaginary-axis calculation, a clear sign of the PG just belowt0 J- Of course, this is onIy_a qualitative dlscussllon and ac-
the Fermi level can be easily observed. Although both resultally for the HTSC materialwse has been estimated as
in the real- and imaginary-axis calculations do not agree per@bout 10 meV from experimental resuttsHowever, it is
fectly with each other, the position of the peak in thenatural that the energy scale for PG can be always related to
imaginary-axis result is found to be located just at the lower), because any reasonable theory for HTSC must take the
edge of the PG structure obtained in the real-axis calculatioreffect of the AF background into account to some extent.
In the absence of the real-axis results, such a small signal of In summary, the pseudogap structure has been investi-
the PG structure may be missed, because it could be regardgdted in the low-density region for the separable potential
as a spurious result due to the Pagigroximation. model withs- as well asd-wave symmetry. After special
Finally, let us discuss the possible relation of our PG totechnical attention was given to particular features of the
that observed in the ARPES experiments as well as in pred-wave potential that make some of the calculations un-
vious theoretical works. In our result, the PG is characterizedtable, it has been revealed that the effect on the PG structure
by the binding energy of the Cooper pair, which is of theof the Cooper pair symmetry manifests in the change of the
order oft in our models except for a numerical factor when yeight for the resonant peak A(k*,w). Moreover, it has
the magnitude of the interaction is comparable to the bandheen clearly shown that the energy scale for the PG structure

width, i.e., &. If tis taken as a typical value for HTSC, it js just the pair binding energy, which is certainly larger than
becomes of the order of a sizable fraction of eV, which isT_

larger than the observed value in the ARPES experiments.
However, from the viewpoint of thé-J model, which is

expected to contain at least part of the essential physics for ACKNOWLEDGMENTS
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