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Pseudogap formation in an electronic system withd-wave attraction at low density
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~Received 12 March 1999!

On the basis of an electronic model with separable attractive interaction, the precursors at high temperature
and strong coupling of thed-wave superconducting state are investigated in the one-particle spectral function
A(k,v) and the total density of statesr(v), with the use of the self-consistentt-matrix approximation. In the
low-density region, it is found that a gaplike structure at the Fermi level appears inA(k,v) andr(v) above
the superconducting transition temperature. It is shown that the pseudogap energy scale is determined by the
binding energy of the Cooper pair.@S0163-1829~99!00142-3#
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I. INTRODUCTION

In the underdoped high-Tc superconductors~HTSC!,
pseudogap~PG! behavior has been widely observed in e
periments such as NMR,1 specific heat,2 and photoemission.3

All these phenomena can be basically understood as ca
by the suppression of low-energy spectral weight in the te
perature rangeTc&T&DPG, whereTc is the superconduct
ing transition temperature andDPG is a characteristic energ
scale for the PG formation. This occurs both in the spin- a
charge-excitation spectra. As a consequence, the proble
reduced to the clarification of the origin of this spectr
weight suppression, namely, the physical origin ofDPG.

The angle-resolved photoemission~ARPES! spectrum,
which is sensitive to the momentum dependence of the
has revealed that the PG phenomenon itself exhibit
d-wave symmetry which is smoothly connected to t
d-wave superconducting gap.3 Moreover, the locus of the
minimum gap position in momentum space traces the sh
of the Fermi surface. From these results, it can be infer
that the energy scale for PG formation is closely related
the superconducting correlation. Then, one of the poss
explanations for the PG behavior involves the discussion
possible ‘‘precursors’’ of the Cooper-pair formation abo
Tc . Certainly there are other possible scenarios that also
to PG formation such as spinon pairing,4 antiferromagnetic
~AF! spin fluctuation,5 and fermion-boson model,6 but in this
paper the focus will be precisely on the development of a
at strong coupling due to the formation of electron bou
states at a temperature scale larger than the one corresp
ing to long-range superconducting pairing.

Along this scenario, much effort has been devoted to
investigation of the PG phenomena.7–24 However, there are
few results in the literature leading to PG withd-wave sym-
metry, while the PG in thes-wave superconductor has bee
intensively investigated on the basis of the negative-U Hub-
bard model. The popularity of thes-wave calculations as
opposed to the more realisticd-wave case is mainly due t
technical issues. The quantum Monte Carlo~QMC! simula-
tion provides accurate information on the negative-U Hub-
bard model and with these results the validity of other d
grammatic method such as the self-consistentt-matrix
approximation~SCTMA! can be checked. However, for th
model withd-wave attraction~or the nearest-neighbor attra
PRB 600163-1829/99/60~18!/13085~9!/$15.00
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tion!, QMC calculations are difficult mainly due to sig
problems in the simulations and also because phase se
tion could occur for a model with an attractive potential th
acts at finite distances, contrary to what occurs in the att
tive Hubbard model where the attraction is only on site.25

In spite of these potential difficulties, here thed-wave PG
is studied in order to contribute to the investigation of t
energy scaleDPG in HTSC. For this purpose, here an effe
tive model withd-wave separable attraction is analyzed, f
cusing our efforts into the low-density regime, for the fo
lowing reasons. First, from a physical point of view, the lo
carrier density region is important because the underdo
HTSC regime as a first approximation can be described
low-density gas of holes in an AF background. Previous
merical studies have shown that holes in such an envir
ment behave like quasiparticles with a bandwidth renorm
ized to be of orderJ, the Heisenberg exchange coupling26

Second, now from a technical viewpoint, it is known that t
SCTMA gives reliable results in the dilute limit.27 Then, the
behavior of the spectral function can be safely investigate
the low-density region. For these reasons in the present p
the average electron filling will actually be at most 10%
Note that our ‘‘electrons’’ below will simply represent fer
mions interacting through an attractive potential, and th
they can be thought of as ‘‘holes’’ in the context of HTSC

As mentioned before, the preformeds-wave pairing fea-
tures in the negative-U Hubbard model have been widel
investigated as a prototype for PG formation in the und
doped HTSC. Besides the technical aspects already
cussed, this seems to be based on the assumption tha
differences vs d in the pairing symmetry does not play a
essential role in the PG formation. This may seem correc
observing the gaplike structure in the total density of sta
~TDOS!, because it appears around the Fermi level irresp
tive of the pairing symmetry, although the actual detail
shape is different. However, recalling that the main featu
for the PG formation in the underdoped HTSC have be
revealed using ARPES technique, the structure in the in
vidual one-particle spectral function should play a cruc
role. In fact, important differences betweens- and d-wave
symmetry fairly clearly appear in the spectral function d
scribed below in our study.

In this paper, it is reported that theDPG scale agrees with
the binding energy of the Cooper pair irrespective of t
13 085 ©1999 The American Physical Society
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13 086 PRB 60TAKASHI HOTTA, MATTHIAS MAYR, AND ELBIO DAGOTTO
pairing symmetry. The main difference betweens- and
d-wave symmetry, appears in the momenta of preform
pair electronsK and 2K . For thes-wave symmetry,K is
always determined by the band structure. Namely, in
dilute limit, it is given by the momentum at the bottom of th
band, k* . Since the attraction is uniform in momentu
space,K is determined only by the kinetic energy for th
s-wave case. On the other hand, for a strong attraction w
d-wave symmetry,K is not given byk* , but is located at
(p,0) and (0,p), because the attraction becomes maxim
at those momenta. Such a competition between the b
structure and the strong attractive interaction leads to in
esting features in thed-wave PG, while thes-wave PG sim-
ply follows the band structure.

This paper is organized as follows. In Sec. II, a gene
formalism to calculate the electronic self-energy in t
SCTMA on the real-frequency axis is present. For the inv
tigation of the PG structure for thed-wave attraction, a tech
nical trick called ‘‘thes-d conversion’’ is introduced. Sec
tion III is devoted to the results obtained with the formalis
of Sec. II. Two types of band structures are considered w
k*5(0,0) and (p,0), respectively. In Sec. IV, the results a
discussed. Finally in Sec. V, after providing some comme
the main results of this paper are summarized. Through
this paper, units such that\5kB51 are used.

II. FORMULATION

A. Hamiltonian

Let us consider a simple model in which electrons
coupled with each other through a separable attractive in
action. The symmetry of the electron pair is contained in
attractive term of the model, but it is not necessary to writ
explicitly in most of the formulation of this section, althoug
it will become important for the discussion on the PG. T
model Hamiltonian is written as

H5(
ks

~«k2m!cks
† cks1 (

k,k8,q
Vk82kck↑

† cq2k↓
† cq2k8↓ck8↑ ,

~2.1!

wherecks is the annihilation operator for an electron wi
momentumk and spins, «k the one-electron energy,m the
chemical potential, andVk,k8 the pair interaction betwee
electrons. The electron dispersion is expressed as

«k522t~coskx1cosky!24t8 coskx cosky , ~2.2!

wheret andt8 are the nearest and next-nearest neighbor h
ping amplitudes, respectively. The pair interaction is writt
as

Vk82k52V fk f k8 , ~2.3!

where f k is the form factor withf 2k5 f k characterizing the
symmetry of the singlet Cooper pair. Note that a posit
value of V denotes an attractive interaction throughout t
paper.

It may be argued that the above separable-type attrac
is only an artificial interaction. This criticism is reasonab
since the purely separable potential is not realized in
materials. However, the present interaction is a portion of
nearest-neighbor attractive interaction, which is a more r
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istic model ford-wave superconductivity.26 In addition, our
purpose in this work is to clarify the energy scale for t
d-wave PG in the normal state, not to make a quantitat
comparison with the experimental results observed in HTS
Thus it is reasonable to investigate first the simplest e
tronic model which certainly shows thed-wave supercon-
ducting ground state, postponing for the future the analy
of more realistic models.

B. Self-consistentt-matrix approximation

Now let us calculate the spectral function using t
SCTMA. Since this method becomes exact in the tw
particle problem, it is expected to give a reliable result in t
low-density region.27 In fact, this expectation has been a
ready checked in the attractive Hubbard model by compa
SCTMA results against QMC simulations.28 Therefore the
reliability of the SCTMA may also be expected for the no
s-wave attractive interaction, even though the direct co
parison with QMC results is quite difficult in this case.

Consider first for completeness the imaginary-axis rep
sentation. In this formulation, the one-particle Green’s fun
tion G is given by

G~k,ivn!5
1

ivn2~«k2m!2S~k,ivn!
, ~2.4!

wherevn5pT(2n11), n is an integer, andT the tempera-
ture. In the SCTMA, the self-energyS(k,ivn) is obtained
with the use of thet matrix given by the infinite sum of
particle-particle~p-p! ladder diagrams, as shown in Fig.
More explicitly, S is expressed as

S~k,ivn!5 f k
2 T(

n8
(
k8

G~k1k8,ivn1 ivn8!

3G~k8,ivn8!, ~2.5!

whereG(q,inm) is the t matrix, given by

G~q,inm!5
2V2f~q,inm!

12Vf~q,inm!
. ~2.6!

Here nm52pTm, with m an integer, andf(q,inm) is the
p-p ladder, defined by

FIG. 1. ~a! Self-energy in the SCTMA. The hatched square a
the solid line denote thet-matrix G and the renormalized Green’
function G, respectively.~b! Diagrammatic representation forG.
The broken lines indicate the interaction.
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f~q,inm!5T(
n

(
k

f k
2G~k,ivn!G~q2k,inm2 ivn!.

~2.7!

Note that the Hartree term is neglected in the self-ene
because it should be considered as included in the b
structure. The Green’s function can be calculated s
consistently using Eqs.~2.4!–~2.7!. The chemical potential is
determined by

^n&/25T(
n

(
k

eivnhG~k,ivn!, ~2.8!

where ^n& is the average electron number density per s
andh is an infinitesimal positive number. In order to obta
results on the real-frequency axis, Pade´ approximants for the
numerical analytic continuation from the imaginary-axis d
are frequently used.29 However, in general, it is difficult to
control the accuracy of the calculation by this procedure

In this paper, our efforts are focused on the direct cal
lation of the Green’s function on the real-frequency axis.19 In
this context, a self-consistent calculation for the spec
function

A~k,v!5~21/p!Im G~k,v!, ~2.9!

is carried out, where the retarded Green’s functionG(k,v) is
given by

G~k,v!5
1

v2~«k2m!2S~k,v!
. ~2.10!

The imaginary part of the retarded self-energy is expres
as

Im S~k,v!5 f k
2(

k8
E dv8@ f F~v8!1 f B~v1v8!#

3A~k8,v8!Im G~k1k8,v1v8!, ~2.11!

where f F(x)51/(ex/T11) and f B(x)51/(ex/T21). The real
part ofS is obtained through the use of ImS in the Kramers-
Kronig ~KK ! relation

ReS~k,v!52p.v.E dv8

p

Im S~k,v8!

v2v8
, ~2.12!

where p.v. means the principal-value integral. Thet matrix is

G~q,v!5
2V2f~q,v!

12Vf~q,v!
, ~2.13!

where Imf(q,v) is given by

Im f~q,v!5p(
k
E dv8 f k

2 tanh
v8

2T
A~k,v8!

3A~q2k,v2v8!, ~2.14!

and the real part off(q,v) is also obtained using the KK
relation. The electron number is obtained through

^n&/25(
k
E dvA~k,v! f F~v!, ~2.15!
y
nd
f-

e

a

-

l

d

and the spectral function must satisfy the sum rule

15(
k
E dvA~k,v!. ~2.16!

This will be a check for the accuracy of the numerical resu
presented here.

In the actual calculation, the fast Fourier transformation
applied to accelerate the procedure.30 The first Brillouin zone
is divided into a 64364 lattice and the frequency integratio
is replaced by a discrete sum in the range225t,v,25t,
dividing it into 512 small intervals. As a consequence, t
energy resolution is about 0.1t, indicating the order of mag-
nitude of the lowest temperature at which our calculatio
can be reliably carried out. When the relative difference
tween two successive iterations forA(k,v) is less than 0.01
at each (k,v), the iteration loop is terminated. As for th
sum rule, it is systematically found to be satisfied within 1
This value is the limitation for the accuracy of the prese
calculation, because the integral equation with a singular k
nel is solved by replacing the integration procedure by
simple discrete summation.

C. s-d conversion

For a separable potential withd-wave symmetry,f k is
given by

f k5coskx2cosky . ~2.17!

In this case, due to the prefactorf k
2 in Eq. ~2.11!, S always

vanishes along the lineskx56ky , leading to a delta-
function contribution in the spectral function. In order
avoid this singularity, a self-consistent calculation for t
d-wave case was first attempted by imposing antiperio
and periodic boundary conditions for thekx and ky direc-
tions, respectively. However, it was not always possible
obtain a converged self-consistent solution in this case.
tually, it was quite difficult to control such convergence ev
if the temperatureT was slowly decreased from the high
temperature region in which a stable solution was obtain
or if the couplingV was adiabatically increased from th
weak-coupling region.

This difficulty is caused by the fact thatS becomes neg-
ligibly small in the region aroundkx'6ky for the d-wave
case, even if the strong-coupling value forV is set as high as
V58t. If Im S becomes smaller that the energy resolution
the present calculation, which is about 0.1t, the sharp peak
structure in the spectral function aroundkx'6ky is not cor-
rectly included in the self-consistent calculation. This lea
to a spurious violation of the sum rule, indicating that tec
nical problems appear in reaching a physically meaning
solution ford-wave symmetry at low temperatures.

In order to avoid this difficulty, a continuous change fro
s- to d-wave symmetry is here considered by introducing
mixing parametera such that

f k
25~12a!1a~coskx2cosky!2. ~2.18!

Our calculations start ata50, i.e., for the pures-wave case,
in which a stable solution can be obtained easily in
SCTMA. Then, a is gradually increased such that th
d-wave case is approached. If a physical quantity for
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13 088 PRB 60TAKASHI HOTTA, MATTHIAS MAYR, AND ELBIO DAGOTTO
d-wave model is needed, an extrapolation is made by us
the calculated results for the quantities of interest betw
0<a,1.

Note that the momentum dependence ofS is mainly de-
termined by the prefactorf k

2 . For aÞ0, f k
2 takes minimum

values on the lineskx56ky , indicating that the scattering
amplitude becomes the weakest on these lines. Especiall
a50, i.e., the pured-wave case, it vanishes on those line
This corresponds to a tendency to the formation of node
the PG, which has been observed in ARPES experiments
underdoped HTSC. In this sense,a is not only a mathemati-
cal convenient quantity, but also a physical parameter to c
trol the nodal behavior of the PG.

III. RESULTS

In this section, our results calculated with the use of
real-axis formalism are shown. Here the magnitude of
interaction V is fixed asV58t. As mentioned in Sec. I
‘‘holes’’ in HTSC are treated as ‘‘electrons’’ in this pape
Thus the number density in the following discussion is
lated to the hole concentration in the real materials.

A. Case oft850

Let us consider first the band structure withk*5(0,0). In
Fig. 2~a!, the total density of statesr(v) is shown, given by
r(v)5(kA(k,v). The whole curve for TDOS is not pre
sented in this figure, because its shape at a larger sca
quite similar to the noninteracting case. Ata50, a gaplike
feature at the Fermi level can be observed, although i
shallow. This result has been already reported in numer
previous papers using several techniques.28 With the increase
of a, the gap structure gradually becomes narrower an
the same time deeper. The TDOS extrapolated toa51 using
the results for theas in the figure is not shown, because
becomes unphysically negative in some energy region. H
ever, this is not a serious problem, because such a behav
only an artifact due to the extrapolation using a small nu
ber of a results and it will disappear ifa approaches unity
very slowly and calculations with higher-energy resoluti
are performed. This problem is not present in the studie
t850 in the next subsection. Thus this is a small compli
tion that can be solved with more CPU and memo
intensive studies than reported here.

In order to understand the observed changes in the
behavior with the increase ofa, special attention must b
given to the spectral functionA(k,v). Let us first analyze
the result atk5(0,0), shown in Fig. 2~b!, in which two
peaks are observed. The large peak above the Fermi lev
due to the quasiparticle~QP! contribution, because if the
interaction is gradually decreased, it continuously chan
into the expected noninteractingd-function peak. Thus here
it will be called ‘‘the QP peak.’’ However, note that anoth
structure can be observed below the Fermi level, althoug
has only a small weight. As will be discussed in the ne
subsection, this originates from the peak structure in ImG. In
this sense, it can be called ‘‘the resonant peak’’ due to
formation of the bound pair.11 Whena is increased, the QP
peak becomes sharper and the position of the resonant
is shifted to the right side in Fig. 2~b!, while the weight
g
n
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decreases. Ata51, the resonant peak will likely disappea
and only thed-function QP peak will occur, since the sel
energy vanishes due to the prefactorf k

2 in Eq. ~2.11!.
Although the weight for the resonant peak inA(k,v) with

k5(0,0) decreases with the increase ofa, it is actually

FIG. 2. ~a! Total density of states~TDOS! for several values of
a, the interpolating parameter betweens- and d-wave models, in
the caseV58t, t850, T50.5t, and ^n&50.02. The inset shows
the Fermi line for this filling witht850. The solid, dotted, dashed
long-dashed, and dot-dashed curves denote the TDOS result
a50,0.2,0.4,0.6, and 0.8, respectively.~b! The spectral function at
k5(0,0). ~c! The spectral function atk5(p,0).
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transfered to anotherA(k,v) with kÞ(0,0). Then, let us
next turn our attention toA(k,v) with k5(p,0), shown in
Fig. 2~c!. In this case, a QP peak is also observed, but
position is higher than that atk5(0,0). The difference be

FIG. 3. ~a! Total density of states~TDOS! for several values of
a in the case ofV58t, t852t, T52.0t, and^n&50.2. The inset
shows the Fermi line for this filling witht852t. The solid, dotted,
dashed, long-dashed, and dot-dashed curves denote the TDO
a50,0.2,0.4,0.6, and 0.8, respectively. The thick solid curve is
extrapolated toa51 result from the available TDOS’s in the inte
val 0<a,1. ~b! The spectral function atk5(p,0). ~c! The spec-
tral function atk5(0,0).
e

tween the positions of those QP peaks is about 4t, namely,
equal to« (p,0)2« (0,0) . It should be noted that another pea
structure grows below the Fermi level with the increase ofa.
The position roughly agrees with the lower edge of the
structure in the TDOS, suggesting that the PG structure fod
wave originates fromA(k,v) aroundk5(p,0).

Let us summarize this subsection. Pseudogap features
pear in the density of states both fors- andd-wave models,
but its origin is quite different. For thes-wave case, this
structure is mainly due to the preformed pair of electro
around the pointk5k*5(0,0) at the bottom of the band. O
the other hand, for thed-wave case, it originates from th
pair of electrons at otherk-points, especiallyk5(p,0). In
the case of strong attraction such asV58t, those electrons
can exploit the effect of the attractive interaction, in spite
the loss of the kinetic energy. In other words, this differen
is due to the competition between the kinetic and the in
action effects.

B. Case oft8Þ0

From the result fort850, in order to obtain a large PG
structure ford-wave symmetry, it is necessary to consider t
band structure in whichk* ’s are located at (6p,0) and (0,
6p). The reason is that electrons aroundk5k* can exploit
the kinetic as well as the pairing energy due to the stro
attractive interaction. As for a value oft8, it is here typically
chosen ast852t but the results do not depend crucially o
such a choice.

In the TDOS shown in Fig. 3~a!, no structure around the
Fermi level is observed for thes-wave case, but a peak ap
pears below the Fermi level with the increase ofa. It can be
regarded as a sign of PG formation, but this interpretat
becomes much clearer ifA(k,v) is investigated. In Fig. 3~b!,
the change ofA(k,v) at k5k*5(p,0) is depicted whena
is increased. In the pures-wave case, a large QP peak can
observed, but it is difficult to find a resonant peak below t
Fermi level. On the other hand, when thed wave is ap-
proached by increasinga, the QP peak is gradually de
stroyed and the resonant peak grows strongly below
Fermi level. Then, the PG structure is much larger compa
to that att850. Note that in this case, the extrapolation f
the TDOS ata51 is quite successful, contrary to what o
curs att850, because the large size of the PG allows us
perform the calculation at a high temperature such asT
52t, a situation in which the structure in the TDOS
smoother than att850.

For the caset852t, weight transfer inA(k,v) is ob-
served with the increase ofa, but it occurs between the QP
and the resonant peaks atk5(p,0). In order to confirm this
idea,A(k,v) at k5(0,0) was studied as shown in Fig. 3~c!.
As expected, only the sharpening of the QP peak is obse
asa is varied, because the strength of the attractive inter
tion at k5(0,0) becomes weak with the increase ofa. Note
that a finite width for the QP remains ata51, but it is only
a numerical artifact. Actually att852t, electrons aroundk
5(0,0) do not take part in the PG formation even for t
s-wave case. Since electrons aroundk5k* gain both the
kinetic and potential energies, the PG structure is determi
only by those electrons.

for
n
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IV. DISCUSSION

A. Energy scale for pseudogap

From the results in the previous section, in addition to
QP peak, a resonant peak below the Fermi level inA(k* ,v)
has been observed, although its appearance depends o
value of t8 and the symmetry of the pair interaction. The
two peaks define the PG structure inA(k* ,v) and also in the
TDOS, although in the latter it is often difficult to observ
due to the smearing effects of the sum over momentum
the individual one-particle spectral functions. Based on th
observations, in this paper the PG energyDPG is defined by
the width between the QP and the resonant peaks
A(k* ,v). Note that fort850 anda51, the weight for the
resonant peak inA(k* ,v) will vanish, but in the limit ofa
→1, its position approaches the lower peak of the PG str
ture.

In order to elucidate the physical meaning of ourDPG, the
imaginary part of the self-energy is analyzed atk5k* , be-
cause its structure has a direct effect on the spectral func
given by

A~k,v!

52
1

p

Im S~k,v!

@v2~«k2m!2ReS~k,v!#21@ Im S~k,v!#2
.

~4.1!

For an intuitive explanation, it is not convenient to analy
the full self-consistent solution for ImS(k,v). Rather, the
essential information can be obtained by simply evaluat
Eq. ~2.11! replacing the renormalized Green’s functionG
with the noninteracting Green’s functionG0. Then,A(k8,v)
on the right-hand side of Eq.~2.11! becomesd(v2«k8
1m) and ImG is obtained with the use of the p-p ladd
diagrams composed of twoG0 lines. Furthermore, only the
contribution from the preformed pair with momentum ze
for the center of mass is considered. Namely, only ImG with
k1k850 is taken into account in Eq.~2.11!.

Due to the above simplifications, ImS at k5k* can be
shown to be

Im S~k* ,v!' f k*
2 @ f F~«k*2m!1 f B~v1«k*2m!#

3Im G~0,v1«k*2m!. ~4.2!

If it is assumed that ImG has a peak atv5V, then
Im S(k* ,v) shows a peak structure aroundv'V2(«k*
2m). Here the weight of the peak will not be discussed,
it will have a small finite value if the thermal factor is take
into account. Therefore in the spectral function atk5k* ,
besides the sharp QP peak atv5«k*2m, another peak ap
pears aroundv'V2(«k*2m) due to the peak-structure i
Im S(k* ,v), indicating that the size of the PG feature
given by DPG5u2(«k*2m)2Vu in this simple approxima-
tion.

Now let us estimate the value ofV. SinceV is the energy
at whichG acquires its maximum value, it can be obtain
from the condition

12V Ref0~0,V!50, ~4.3!
e
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wheref0 is the p-p ladder set with twoG0 lines, explicitly
given by

f0~q,v!5(
k

f k
2 f F~«k2m!2 f F~2«q2k1m!

v1 ih2~«q2k1«k22m!
. ~4.4!

In the dilute case in which the chemical potentialm is situ-
ated below the lower band edge«k* and in the temperature
region forT&«k*2m, Eq. ~4.3! reduces to

11V(
k

f k
2 1

V22~«k2m!
50, ~4.5!

which is just the equation to obtain the binding energyD of
the Cooper pair in the two-particle problem.31 Since D is
defined as the difference between the two-particle bou
state energyV and twice the one-particle energy«k*2m, it
is given by

D52~«k*2m!2V. ~4.6!

Then, from this analysis it is found thatDPG5D, as intu-
itively expected.

B. Quantitative comparison betweenD and DPG

Although the discussion in the previous subsection is
simple to address the fully renormalized self-consistent so
tion, the results reported in Sec. III will become more re
sonable if the relevant energy scales are correctly addres
In order to understand this, let us make a direct compari
between the analytic value forD andDPG evaluated from the
energy difference between the two peaks inA(k* ,v).

By solving Eqs.~4.5! and~4.6!, the binding energy for the
s- and d-wave cases witht850 and t852t is obtained,
which is shown in Fig. 4~a!. In the strong-coupling region
V*8t, all curves are proportional toV. In the weak-coupling
region, it is difficult to obtain an accurate value numerical
because the binding is exponentially small in this regio
Especially, for thed-wave case witht850, it was not pos-
sible to obtain any finite value in a region ofV&7t. How-
ever, when negativet8 is introduced, the binding energy fo
d-wave pair is much enhanced, while thes-wave binding
energy is not much affected byt8.

This result can be understood once again as caused b
competition between the band structure and the attrac
interaction atk5k* . For thes-wave case, since the attractiv
interaction is isotropic in momentum space, theV depen-
dence ofD is not so sensitive to the position ofk* . How-
ever, for thed-wave symmetry, the situation is drastical
different. For the band structure withk*5(0,0), it is quite
difficult for electrons aroundk5k* to form a pair, because
the attraction does not work atk5k* . Thus in the weak-
coupling region the binding energy is vanishingly small. IfV
becomes as large as the bandwidth, 8t, electron pairs atk
Þk* begin to affect the binding energy and the value ofD
becomes comparable tot. On the other hand, for the ban
structure with k*5(p,0), electrons aroundk5k* easily
form a pair because of the large strength of the attractio
that point. This sensitivity of thed-wave binding energy to
the band structure is consistent with that of thed-wave PG
observed in the spectral function.
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Now let us compare our PG energyDPG with D. In Fig.
4~b!, those quantities are depicted as a function ofa. Note
that theseDPG’s are estimated fromA(k* ,v)’s in Figs. 2~b!
and 3~b!. In the regiona,0.4 for t852t, the values ofDPG
are not shown, because the resonant peak could not be
served for the parameters used in Fig. 3~b!. For the case of
t850, DPG traces the curve of the binding energy, thou
there is a small deviation between them. On the other ha
for the case oft852t, the deviation is larger particularly
arounda'0.6, butDPG approachesD at thed-wave case.
Thus, from our analysis, it is clear that the energy scale
the PG structure is simply the pair binding energy.

V. COMMENTS AND SUMMARY

In this paper, pseudogap features in a model ford-wave
superconductivity have been observed. An important ob
vation to start the discussion is that implicitly it has be
assumed in the results reported thus far thatDPG is larger

FIG. 4. ~a! Pair binding energy as a function of the interacti
V, which is an analytic result obtained from the two-particle pro
lem. ~b! Pair binding energy as a function ofa for t850 ~upper
solid curve! and t852t ~lower solid curve! with V58t. The solid
symbols indicate the PG energyDPG estimated from the width be
tween the QP and the resonant peak in the spectral function.
solid circle and square indicateDPG for t850 andt852t, respec-
tively. The results ata51 is obtained by the extrapolation from th
results fora,1.
ob-

d,

r

r-

than the superconducting transition temperatureTc . Other-
wise, the results found in our work may be confused with
superconducting gap expected belowTc . It is necessary to
check this assumption, but it is a very hard task to calcu
the true value ofTc . Then, in order to provide an upper lim
for Tc , the critical temperature is simply evaluated with
the mean-field approximation. It is expected that the trueTc

will be lower than the mean-field valueTc
MF , which is ob-

tained from the well-known gap equation

15V(
k

f k
2
tanh@~«k2m!/~2Tc

MF!#

«k2m
. ~5.1!

In Fig. 5, Tc
MF for d-wave pairing witht850 andt852t is

shown as a function of̂n&. For t850, the calculation for the
spectral function shown in Sec. III has been done at^n&
50.02 andT50.5t, and the point (̂n&,T)5(0.02,0.5) is
located above the curve ofTc

MF in agreement with our as
sumption. Also fort852t, it is found from the figure that
the temperatureT52t used for t8Þ0 is larger thanTc

MF ,
even at^n&50.2. Clearly the temperatures analyzed in t
present paper are above the superconducting critical t
perature. Also note thatDPG for d-wave pairing is larger than
Tc

MF . In particular, for the case oft852t, it is about three
times larger thanTc

MF . This fact clearly suggests the appea
ance of a pseudogap temperature region,Tc&T&DPG, for
d-wave superconductors models.

As observed in Fig. 5,Tc
MF converges to zero in the limi

^n&50 in proportion tô n&b, whereb51/2 in the BCS-like
mean-field treatment. The true value ofTc is also expected to
be zero in the limit^n&50, but with b.1/2 to keep the
relationTc,Tc

MF . On the other hand,DPG converges to the
two-particle binding energy in the same limit. Thus in o
scenario the PG region,Tc&T&DPG, always exists in the
dilute limit. However, the pairing symmetry of PG with th
largest value ofDPG will depend on the kinetic term. In fact
the d-wave PG structure has been obtained for the b
structure witht852t, while thes-wave PG has emerged fo
the case oft850. If the present analysis is performed fo
other band structures, it will be possible to put constraints

-

he

FIG. 5. Superconducting transition temperature in the me
field approximation ford-wave pairing as a function of the electro
number density fort850 andt852t with V58t.
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the band structure of HTSC by considering under what
cumstance ad-wave PG appears. However, in order to ca
out such an analysis, it is necessary to treat a more rea
model with the nearest-neighbor attractive interaction incl
ing the competition amongs-, d-, and p-wave attractions.
This point will be discussed elsewhere.

Let us now briefly comment on the imaginary-axis calc
lation with the Pade´ approximation. Some attempts we
made to obtain the PG structure in the imaginary-axis f
malism directly for thed-wave symmetry, but it was difficul
to observe it in our results. It might be possible to obtain
if much more effort was made on the imaginary-axis cal
lations, particularly on the Pade´ approximation. However
when the s-d conversion trick is also applied to th
imaginary-axis calculation, a clear sign of the PG just bel
the Fermi level can be easily observed. Although both res
in the real- and imaginary-axis calculations do not agree p
fectly with each other, the position of the peak in t
imaginary-axis result is found to be located just at the low
edge of the PG structure obtained in the real-axis calculat
In the absence of the real-axis results, such a small sign
the PG structure may be missed, because it could be rega
as a spurious result due to the Pade´ approximation.

Finally, let us discuss the possible relation of our PG
that observed in the ARPES experiments as well as in
vious theoretical works. In our result, the PG is characteri
by the binding energy of the Cooper pair, which is of t
order of t in our models except for a numerical factor wh
the magnitude of the interaction is comparable to the ba
width, i.e., 8t. If t is taken as a typical value for HTSC,
becomes of the order of a sizable fraction of eV, which
larger than the observed value in the ARPES experime
However, from the viewpoint of thet-J model, which is
expected to contain at least part of the essential physics
the underdoped HTSC, the effective hopping is renormali
to be of orderJ, not t, whereJ(;1000 K) is the AF ex-
change interaction between nearest-neighbor spins.32 With
this consideration the order of magnitude of our PG ene
becomes more reasonable.
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In some previous theoretical works, the energy scale
PG has been discussed. In the scenario of the PG forma
due to the spinon pairing,4 the characteristic energy is give
by J on the basis of thet-J model. The interpretation of the
PG is different from the present analysis, but the magnitu
of the PG itself will be of the same order. On the other ha
in the framework due to the AF spin fluctuation,5 the PG
temperature is characterized by the spin fluctuation ene
vSF.5 Naively, vSF

21 denotes a time scale for which th
nearest-neighbor spins can keep antiparallel directions. In
Heisenberg model with the AF couplingJ, this time scale
can be estimated asJ21. Thus roughly the relationvSF;J
holds, indicating that the energy scale for PG is again rela
to J. Of course, this is only a qualitative discussion and
tually for the HTSC material,vSF has been estimated a
about 10 meV from experimental results.33 However, it is
natural that the energy scale for PG can be always relate
J, because any reasonable theory for HTSC must take
effect of the AF background into account to some extent

In summary, the pseudogap structure has been inve
gated in the low-density region for the separable poten
model with s- as well asd-wave symmetry. After specia
technical attention was given to particular features of
d-wave potential that make some of the calculations
stable, it has been revealed that the effect on the PG struc
of the Cooper pair symmetry manifests in the change of
weight for the resonant peak atA(k* ,v). Moreover, it has
been clearly shown that the energy scale for the PG struc
is just the pair binding energy, which is certainly larger th
Tc .
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