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Fullerene-structured nanowires of silicon
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Silicon vapor from a magnetron sputter source was deposited onto highly oriented pyrolytic graphite,
resulting in the formation of nanoscale wires. The structures were analyzed by scanning tunneling microscopy.
The wires are from 3 to 7 nm in diameter and at least 100 nm long. They tend to be assembled parallel in
bundles. In order to understand the observed quasi-one-dimensional structures, diamondlike and fullerenelike
wire models are constructed. Molecular-orbit calculations yield binding energies and band gaps of such struc-
tures, and lead us to propose a fullerene-type-I$ased atomic configuration for nanowires of silicon.
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INTRODUCTION one dimension, as there is no preferential direction associ-
ated with the diamond-type lattice. The formation syb°
Semiconductor whiskers, such as '3i,Ge>* GaP?  bonds in silicon leads to fourfold coordination with four
GaAsl®’and InAs® have been widely studied over the past equivalent directions for growth. This is in contrast to car-
25 years because of their unique growth behavior and crystddon, which can also occur gp' andsp? configurations, and
structures. The studies became possible after Wagner aniderefore has various forms of 1D structures. As small clus-
Ellis? had proposed the vapor-liquid-solid model for Si whis- ters, carbon grows in the form of linear chains or monocyclic
ker growth using Au as a growth catalyst. rings. It grows in form of nanotub&having a quasi-1D
More recently, semiconductor wires thinner than 100 nmstructure. Such quasi-1D structures are of great interest for
have attracted much attention because of their fascinatingcientists and engineers due to their exceptional quantum
quantum properties. It has been suggested that they may Ipeoperties not found in the 3D bulk.
used for developing one-dimensionélD) quantum wire Due to the technological importance, efforts have been
high-speed field effect transistors and light-emitting devicesnade to produce nanometer-scale silicon wires in a con-
with extremely low power consumption. Sakakalculated, trolled manner, using common semiconductor processing
that for 1D GaAs channels the electron mobility exceedssteps?®>~28 Quite surprisingly, columns with small diameters
10° c?/V at low temperature, which is more than one orderhave been found after electrochemical treatment of Si wafers
of magnitude larger than the calculated electron mobility of awith hydrofluoric acid(porous S).2%*° There has been much
two-dimensional electron ga8.The effect of quantum con- discussion about whether quantum confinement in these
finement in quantum wire€QWR'’s) has been evidenced in wires explains the visible photoluminescence of porous sili-
the luminescencE ! two-photon optical absorptio,in-  con.
elastic light scattering? and various other studies. It is ob-  Individual nanowires of silicon have been produced by a
vious that impurity scattering and boundary effects becom&umber of method&2%2731-42for example by natural
increasingly important when the width of the QWR’s is re- masking®? lithography?*® wet-chemical etching*?’ and
duced. Also the atomic structure of the QWR’s is fundamenvapor-liquid-solid growttt® These methods use growth tech-
tally important for their overall properties. In many studies niques which lead to natural surface passivation of the wires,
the atomic structure of QWR’s has been assumed to be thesually by oxidation. Silicon is very easily oxidized, because
same as in the crystalline bulk. the diamond-type crystal structure leads to a high density of
Quantum wires of silicon have attracted much attentiondangling bonds at the surface. In most studies of silicon
just recently. In addition to theoretical studies of electronicnanoparicles and nanowires the dangling surface states were
and optical propertie a number of experimental studies passivated. This leads to nanostructures with a crystalline
has been reported: transmission electron microsébpigc-  silicon core surrounded by an amorphous silicon oxide layer.
tron transport® photoluminescencl;?° infrared-induced ~With decreasing size, the surface layer becomes increasingly
emissiort’ and Raman spectroscopy?? However, the important for the particle’s properties. Consequently it be-
atomic structure of the wires in these studies was not knownzomes increasingly difficult to interpret the outcome of ex-
and was assumed to be either amorphous or to have the diperiments, as both the particle core and the surface layer
mond structure of the bulk. This may be justified when theonly one of the twd may be responsible for the observed
wires are formed by methods like lithography and effects. Therefore, in order to study silicon nanostructures in
orientation-dependent etchifRgHowever, it may not apply their pristine form, one needs to make sure that clean condi-
to self-forming quantum wires which were grown freely tions are applied during their growth. This is achieved by
by vapor condensation. On the nanometer size scalgrowth of the structures in ultrahigh vacuum.
(metastable structures may form, which differ significantly =~ We report the formation of silicon nanowires grown from
from the crystalline bulk. the atomic vapor in UHV. The atomic silicon vapor is de-
Crystalline silicon does not have any tendency to grow inposited onto th€1000 basal plane of single-crystal graphite.
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The structures are analyzed by scanning tunneling micros-
copy. We address the question why quasi-1D structures grow
for silicon by suggesting several wire structures. These are
investigated by self-consistent-field molecular-orbit calcula-
tions (PM3) to find the most stable one.

EXPERIMENT

Highly oriented pyrolytic graphitédHOPG was used as
substrate because it is chemically inert, with perfect crystal
structure being atomically flat over micrometer dimensions.
The substrate was prepared by cleavage of HOPG in UHV
prior to the deposition. Silicon was then deposited by mag-
netron sputtering at room temperature. The base pressure of
the vacuum chamber was 19torr. For the deposition an
argon pressure of 8 mtorr was established. The sputtering
process took place at a voltage of 600 V, the discharge cur- FIG. 1. Several bundles of silicon nanowi¢TM image, scan
rent was 200 mA. For 120 s, the HOPG sample was exposesize 114< 114 nnt). Each bundle consists of 20—30 nanowires.
to the sputter source. Without breaking the vacuum, the
sample was transferred to the scanning tunneling microgenerally amorphous structures tend to form. However, on
scope, which is operated at2.0™ 0 torr. the nanometer-size scale, such structures may well be or-

The interaction of the silicon vapor with the substrate isdered. If the ordered areas are very small and if different
found to be very small. The graphite substrate does not havstructural isomers are present on the same sample, this can-
dangling surface states and is chemically inert for many adnot be seen inx-ray or electroh diffraction experiments.
layer materials. For example, electron-energy-loss spectroghese techniques probe large areas of a sample, and yield an
copy studies have shown that K and Cs adsorbates are naverage over individual nanostructures. The result is a super-
influenced by the graphite substraté” This is explained by  position of various structures and the adlayer may appear to
graphite being a semimetal with a nearly zero density obe amorphous even though it is not. For a nanoscopic char-
states at the Fermi level. The adlayers are only kept on thacterization the study of individual clusters and nanostruc-
surface by weak dipole forces. Transition metals tend taures is required.
couple stronger to the graphite surface. For adsorbed plati- We may ask if the observed structures could be due to
num particles we have observed periodic charge-densitgiC or C, rather than to pure silicon. In fact, carbon vapor
modulations close to the adsorption sitesSuch modula- has been found to form nanotubes after being deposited on
tions are interference patterns for electron waves which arelOPG?* Also, carbon nanotubes tend to form bundles in
scattered at the altered potential in the substrate surface at @aapor-phase condensatih. Highly oriented pyrolytic
adsorption site. For Pt deposition the thickness of the filmgraphite is an inert substrate for most materials. On this sub-
deposited on graphite was comparable to the thickness meatrate we have studied clusters of mefag® carbon®® and
sured with a quartz-crystal monitor. This shows that thesilicon®! It is generally assumed that no chemical bonds are
sticking coefficient for Pt on HOPG is nearly 1. For silicon formed between cluster and HOPG support and that the ad-
adsorption on HOPG, however, the sticking coefficient islayers are coupled to the substrate by physisorption only.
very small, which is seen from a markable difference in theThis is supported by our observations of extremely small
film thicknesses of HOPG and the quartz-crystal monitor sticking coefficients. By comparison of the deposited amount
Also, for silicon we did not observe superstructures on thawith the rate at a quartz-crystal monitor we find that only a
support surrounding the adlayers, which additionally indi-small fraction (102-10 %) of the silicon vapor remains at
cates that there is very little interaction with the substratethe HOPG substrate. If chemical bonds were formed between
This weak interaction also leads to the fact that silicon doesi atoms and HOPG, a high sticking coefficient would be
not wet the HOPG surface. If we deposit very small amountexpected. Therefore, we conclude that the formation of SiC
of silicon we obtain small clusters and particles which arestructures does not occur. It also would require the graphite
very compact, with spherical shapes, which shows that theubstrate to completely dissolve in the adsorption area with
substrate is not having any major effect on the particle strucstrong distortions of the surrounding graphite lattice. How-
ture. Initially, the vapor is hot and the adsorbed atoms camver, in atomic resolution images we find that the graphite
freely diffuse along the surface. Subsequently, they can fornmattice is undistorted around silicon adlayer structures. There-
clusters and larger nanostructures by quasifree nucleatidiore we conclude that the linear structures which we observe
and growth. In the far submonolayer range the growth leadare due to pure silicon.
to the formation of small clusters, nanoparticles, and other
compact and ordered nanostructures. When growth condi- RESULTS AND DISCUSSION
tions like exposure time, vapor deposition rate, or substrate
temperature are varied, this may sensitively affect the type of A STM image (114 114 nnf) of silicon nanowires is
structure which forms. The conditions given above turnedlisplayed in Fig. 1. The picture shows several bundles with
out to be suitable for the formation of silicon nanowires.  20—30 wires per bundle. The nanowires are more than 100

When hot vapor is rapidly quenched on an inert substrategm long, with diameters from 3 to 7 nm. The width of the
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FIG. 2. Si nanowires in a bundle showing a slight curvature!30f
(STM image, scan size ®777 nn?). The wires are more than 100
nm long. 1207

wires is very uniform in each bundle. A section (77 "OL,
X 77 nnt) of the image is shown in Fig. 2. The nanowires
are tightly packed in the bundle. While the wires are linearly "™ _,
aligned with most bundles they occasionally are inghtIyms'
bent. This is seen for the bundle in Fig. 2. Another area onsol
the sample is displayed in Fig. 3 (867 nnt), where three
bundles can be seen. The image shows that the wires ha
about the same diameter within each bundle. The avera¢'*?
wire diameters are 3, 4, and 7 nm in the bundles assignes|
with a, b, and c, respectively. Figure 4 shows cross-
sectional plots for the three bundles. The cylindrical shape'°[
of the wires cannot directly be seen, as the STM does ncs ) ) ) .
image the undercut part of a cylindrical object. However, the © 5 10 1s nm
profile shows the rounded top portion of the wires. The cross
section of bundle is not round and its surface is quite flat.
Other bundles rather show rounded surface profifégs.
4(b) and 4c)], which indicates cylindrical shapes of the
bundles. The diameter of the wires can be determined from i o )

the apparent width taken from the STM images or from thePn the area of the wire which is exposed and not hidden by
nearest-neighbor distance in the bundles. The apparent widtf$ neighbors in the bundle. The repeat distance of the wires

of a wire depends on the curvature of the STM tip and alsd" @ bundle, however, is independent of the form of the fip,
and its measurement usually gives much better values for

wire diameters.

We have observed nanowires on several samples which
were prepared in similar ways. Most of the wires were
aligned parallel in bundles. We explain this with the ten-
dency of the wires to saturate their dangling surface states by
forming bonds between wires in a bundle. The coupling be-
tween the wires in a bundle must be very effective because
the sp>-type hybrids of silicon form very strong bonds once
they overlap. Only occasionally we found individual wires
located on the bare graphite surface and not being assembled
in bundles.

It is evident that one has to look for an alternative to the
3D diamond structure to understand why silicon vapor may
grow in the form of wires. We start from the requirement of
a distinct wire axis, and keep bond angles close to the bulk
ones. Also we apply the topological restrictions that only
five- and six-membered rings may occur. Other-membered

FIG. 3. Three bundles of silicon nanowires with different diam- rings yield highly strained networks inconsistent with suit-
eters(STM image, scan size 6767 nnrf). able bond angles for silicon. Also, we did not consider gra-
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FIG. 4. Profiles of the three bundles of Fig. 3. From the wire
separations the diameters are estimated t¢ab& nm, (b) 4 nm,
and(c) 7 nm.
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Structurec (Cs, symmetry is built from Sp, cages.
These dodecahedfd, symmetry are the smallest possible
fullerene structures, consisting of 12 pentagons. In the wire
structure, two adjacent cages share one pentagon. The 30
atoms of £ such cages build the unit cell, which is repeated
every 9.89 A. Pentagons make up the surface net of this
wire.

Structured (Cg, symmetry is similar to structurec, ex-
cept that Sj, cages(Dgy symmetry are used as building
blocks. These units contain 12 pentagons and two hexagons.
The hexagons are shared by two adjacent cages and are con-
centric to the wire axis. The unit cell consists of 36 atoms,
and the lattice parameter is 10.03 A. The surface of the wire
consists of pentagons.

The Sjy and Sp, cages correspond to the smallest
fullerenes. Siy is a 12-hedron consisting entirely of penta-
gons. It has six equivalent fivefold symmetry axes. The full-
erenic 13-hedron (§j) does not exist. The fullerenic 14-
hedron (Sj,) has twofold linear(30° twisted coordination.

In the case of carbon, these small fullerenes are not found in
experiments. In fact, Kroto argued that the smaller the num-
ber of isolated pentagons, the more stable the fulletére.
fullerene consisting entirely of fused pentagons is therefore
the least stable in the case of carbon. This “isolated penta-
phitic nanotube structures. Graphene atomic layers argon rule” (IPR) may be applied to carbon but not to silicon.
sp’-type networks and are unlikely to form for silicon. Tak- Conversely, the smallest fullerenes are the most stable ones
ing into account the above considerations, we construct sevn the case of silicon. If there are fused pentagons, the atoms
eral linear polyhedric networksa) Si,,-cage polymer struc- sharing two or three pentagons have bond angles of 108°
ture (12 atoms per unit cell (b) Si;s-cage polymer structure which is very close to the ideap® angle (109.59. While

(ten atoms per unit cell () Si-cage polymer structure carbon is flexible with the type of hybridizaticis p?, sp?,
(based on thé,, dodecahedron, 30 atoms per unit tefind ~ andsp?), silicon is restricted tep®. Therefore, a fused pen-
(d) Siy,-cage polymer structurébased on thé gy icosahe- tagon rule seems to be valid for silicon. This rule would state
dron, 36 atoms per unit cell for a fullerenic silicon network, that the larger the number of

The suggested structures are shown in Fig. 5. All modelfused pentagons, the more stable the structure is. Therefore,
have in common a stacking of Si cages, in the center ofn the silicon-based fullerene family, the,gtluster should
which lies the wire axis. While these lattices deviate signifi-have the largest binding energy.
cantly from the diamond-structured bulk, tetrahedral con- One condition for growth of a cage-based wire seems to
figuration of the Si atoms is maintained. Some of the propbe that the cage has one symmetry axis which is different
erties of the wires are summarized in Table I. from the others. This is given for structuresandd, but not

In structurea (C5, symmetry, the axis of the wire passes for a andc. With structuresa and c, the cages consist of
through the centers of buckleds3ings. Two adjacent rings either only hexagons or only pentagons, respectively. Start-
are connected by three bonds and form g &ge. This cage ing from these cages, further growth may proceed in all di-
represents the unit cell, which is repeated every 6.31 A. Theections, leading to 3D structures. This is different for struc-
surface of the wire consists of buckled hexagons. turesb and d. Structureb, for example, has pentagons at

Structureb (Cs, symmetry consists of planar pentagons, opposite sides, and otherwise hexagons, and therefore the
joined through five outward oriented interstitial atoms. Twocage of structurd has one direction specified along which
pentagons together with the interstitial atoms form a cagefurther growth may continue preferentially. A second cage
The unit cell of this structure contains ten atoms, and the&an be attached along this direction so that again the penta-
repeat distance is 3.84 A. The surface of the wire consists gJon is positioned along the axis. Further cages can form in
buckled hexagons. the same way, building up the wire. The cage of structure
has also one direction specified. Thg,Siage has two hexa-
gons on opposite sides, and otherwise only pentagons. The
atomic net is anisotropic with one direction specified along
which further growth can proceed preferentially. For both

FIG. 5. Four models of possible nanowire core structutas.
Si;, cage polymer(b) Si;5 cage polymer(c) Si,q cage polymer(d)
Si,, cage polymer.

TABLE |. Properties of the investigated wire structures.

Model Symmetry  Atoms per unit cell Npg?  Eg (eV)?

a Cay 12 1 3.23 wires, b andd, the quasi-1D growth would continue straight
b Cs, 10 3/2 3.28 rather than zigzag. We conclude that structuseandd are
c Cs, 30 2/3 363 possible candidates for silicon nanowires.
d Coy 36 2/3 3.87 In order to find the most stable of the proposed structures
we calculated their binding energies and highest occupied—
@Average number of dangling bonds per atom. lowest unoccupied molecular-orbittHOMO-LUMO) gaps.

bBinding energies for a single cage, from PM3 calculation. We employ the PM3 self-consistent-field molecular-orbital
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TABLE Il. Comparison of calculated binding energies per atom
for Si;—Sk. All binding energies are in eV. Ao a
3.2+ O b
PM3 Ab initio TB-MD A O ¢
N (present resul}s (Ref. 59 (Ref. 55 30k B d
3 2.50 2.54 2.63 S" A
4 2.99 3.17 3.08 o, 28
5 3.24 3.30 3.43 o .
6 3.58 3.60 3.74 S 2.6f
7 3.74 3.80 3.85 g o .
o 24+ o
theory derived by Stewarf. PM3 is a well-established itera- ch
tive quantum-mechanical technique giving excellent resultld 2.2 © -\\
for organic molecules. In order to use this theory for nano- tl IR
wires of silicon, we first tested the method’s ability to reveal 2.0+ A - S
reasonable results for clusters. We calculated binding ene
gies for small Si clusterSi; to Si;) and obtained excellent 18- %
agreement with _both ab initic>* and tight-binding | | | | | |
molecular-dynamic8 calculations. The data are given in 10 20 30 40 50 60

Table Il. The results demonstrate that PM3 is capable t
yield good results for small structures of silicon. Number of atoms
We first calculated the binding energies per atom for the ) ,
individual cages of the wire structures-d (Table |). The FIG. 7. PM3-calculated energy gaps as a function of size for the
values lie between 3.23 and 3.87 eV. Then we added mor%ug_gested models. For a given size, the energy gap of strudure
cages forming the wires. In Fig. 6, the binding energies ar&® highest.
plotted for wires of various lengths. We find that the atoms . )
in longer wires are bound more strongly. The binding ener- _ 1he width of the HOMO-LUMO gap can be another in-
gies saturate at relatively small cluster sizes, for example Aicator for the stability of a nanostructure. Our calcula_mons
aboutn=30 (3.6 eV) for structurea. Clearly, the diamond- ShOW energy gaps between 1.8 and 3.2 eV, for the wires of
type wires(a andb) have binding energies which are much Fig. 5, when containing up to 60 atoms. Th.e wires are be-
smaller than the fullerene-type wirés andd). tween~4 (strL_Jcturea) and 10 A_(structu_red) thick. The gap _
For small length, structurd has the highest binding en- be_comes rapldly_ small_er with increasing length of thg wire
ergy. The Si, fullerene cage is thermodynamically favorable (Fig: 7). For a given size, the energy gap of structdres
over the other structures, and also has a symmetry axis spel/gest.
fied for preferential addition of further cages. Therefore, the

Si,,-based wire may have the best chance to form.
— 41
42 % _____ -
= 2, fullerene structure ('d") .
) E 40 a
4.0+ Ie] o
£ o] .
-lg [ - ,"
© O 3.9+
5 38r o v
o > K
> O J
O 36k ) 3.8+ ,'l
o) ' c .
% s o g
o 34} g’ 3.7 .+~ diamond structure
= i © /!
© 7 c
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to guide the eye.
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Number of atoms

FIG. 6. Binding energies obtained from PM3 calculations as a FIG. 8. Comparison of the PM3 binding energies for moak!
function of size for the suggested models. The points are connecteahd for similarly sized diamond structure bulk fragments. For a

given size the fullerenic structure is energetically favorable.
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We conclude that among the four considered configura-
tions, structured has the highest binding energy per atom
and the largest energy gap. If energetics is responsible for the
wire formation in its early stage, then structudeshould
grow preferentially. Once the Sibased polymer has
formed, the wire may continue to add layer by layer, further
increasing its diameter.

A crucial question remains, whether structarés favor-
able over the diamond structure of the bulk. To study this
guestion, we constructed 3D silicon clusters with a diamond
structure and calculated their binding energies. We find that
at this small size, the binding energies of,Sased wires
are higher than those of equally sized diamond-structure bulkonal role. We consider it as the nucleation seed which has
fragments(Fig. 8). the growth axis built in.

Only a few studies have explored the possibility of |In theoretical studies of silicon quantum wires the dia-
fullerene structures for silicon clustets:>® Dodecahedral mond structure has been assumed for very thin wires with
Siy clusters were predicted to be stable, using a model pocross sections of 83, 4x 4, and 5< 5 atoms, and diameters
tential fOI‘Sps-hybl‘idized at0m§.6 It has been al’gued that between 0.77 and 1.53 n?‘ﬁ_'rhis’ however, may not have
these clusters may not be found isolated in experiments bgseen appropriate. For such small diameters, the diamond lat-
cause the dangling bond®n the7 cages’ outer surfades tice does not appear to be the lowest-energy structure. Also,
would make them “unextractable’” from other silicon ma- e assumption of the bulk crystal structure does not take

Lerlal. Fl_l(JjIIerer);ﬁ 52'3(;’.?”3 vxllege retzcently ;s;;]ntlr;etilzgdtas tt)?lkl into account the question of linear growth. A small Si crys-
cc solids, with ‘additional S1 atoms at nait the interstitial o iie with diamond structure is isotropic, and there is no

sites (three sites per &), leading to a silicon lattice with reason why it should continue to grow just in one direction.

(Si3Sing),, which is equal to Si units® Such hollow silicon . ) . MRS
materials may have various interesting properties. In faCt:]nungez(:i'oar‘w Ssi gjsed wire has an anisotropy builtinto itgSi

;ﬁgzgg nductivity was found recently in the HasSie In Fig. 9 the charge-density distribution of,$is shown,

The cage structure has not been considered for small silS oPtained from the PM3 analysis. The left side of the figure
con clusters until recently. In early theoretical studies it wagJiVes @ side view with the pentagonal-type surface. The axis
assumed that there are two basic structures for small silicofP" Wire growth goes through the two hexagons on the op-
particles: a compact close-packed structure for very smalfposite sides of the cluster. The hexagons are rotated by 30°
clusters and a diamond-type structure for large particles. Afielative to each other. On the right side of the figure, the
important issue in calculations of silicon clusters was to decluster is viewed from the wire axis. It can be seen that the
termine the critical size at which the cluster structurecharge-density distribution is more uniform within the hex-
changes from compactvith high coordinatiohto the more  agonal rings compared to that in the pentagonal rings. This
open diamond structure with covalent bonds. Phitfip& indicates that the probability for further growth is different
concluded from analyzing fragmentation and ionizationalong the wire axis compared to the pentagonal surface. As
experiment¥ %3 that silicon clusters with sizes smaller than the diameters of the observed nanowires are larger than the
10 have a unique structure with no resemblance to the diadiameter of Si,, we may consider two processes with differ-
mond lattice. For larger clusters, he assumed the structure et growth speeddi) growth along the wire axis, angi)
covalently bonded fragments of the bulk. These early consurface layer growth. For the structure to form of a wire the
clusions were later confirmed by detailed quantum-growth has to proceed faster along the axis than on the sur-
mechanical calculations which showed indeed that silicorface. At this stage, our analysis its still open to question why
clusters up ton=10 do not look like bulk fragments but growth would proceed faster at hexagonal compared to pen-
rather have a high coordination structdf&*-%®The critical  tagonal rings.
size for the transition from high to low coordination was The two hexagons in the otherwise pentagonal network
calculated but with very different results, ranging fram are at opposite sides of the,Sicluster, which makes the
=50 (Ref. 67 to n=4200%%° Along with a transition in  cluster’s surface anisotropic for the addition of further atoms.
structure, a transition in shape has also been predicted. Sim@f all possible fullerene-type cages, the 24-atom cage is the
lations using a classical interatomic force field indicate thaonly one which has this property. The fullerene-structure
silicon clusters of size smaller than 25 tend to be prolatefamily starts with a cage of 20 atoms. The 20-atom céige
whereas larger clusters tend to be obf&tE This prediction ~ pentagonal dodecahedjois isotropic, in having a surface
was later confirmed experimentalf§;;"*showing a transition net entirely made of pentagons. With 22 atoms one cannot
at sizes between 24 and 27; clusters with less than 24 atontenstruct a closed 5/6 network; therefore, & 8luster does
were found to be prolate, whereas clusters larger than 2fot exist in form of a fullerene-type cage. Cages with more
atoms were found to be oblate. The transition was furthethan 24 atoms can be constructed by addition of two atoms
investigated by optimizing surface reconstruction in largereach, leading to the cluster serieggSig, Sk, etc. Each of
clusters’® Si,, did not appear to be exceptional in earlier these cages consists of 12 pentagomsich follows Euler's
studies, in mass spectra, fragmentation pattern, etc. For thdescription of closed 5/6 networkand increasing numbers
growth of nanowires, however, it seems to play an excepef hexagons with increasing size, with,§Sig,Skg, etc.

FIG. 9. Charge density isosurface of the fullerenig,Si
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having three, four, five, etc. hexagons, respectively. Thesmized by the formation and close packing of equally sized
clusters are not candidates for nucleation seeds of nanowirggres.

as they have no growth axis built in. The,Scluster is the As discussed above, we consider the HOPG substrate to
only one with this property and therefore appears to be th@e mostly inert for silicon adlayers. We have found the same
seed for the core of a silicon nanowire. for carbon. When carbon vapor is deposited on HOPG, the

We note that there is an intriguing similarity in the STM Sticking coefficient is very small, and carbon does not wet
images of silicon nanowires and carbon nanotubes. In earlighe surface. For both materials, the substrate merely acts as a

studies we have produced carbon nanotubes by vapor phagat Sink when the hot vapor is quenched. Due to the layered
growth24 with a method being very similar to the one used structure of graphite and its low density of states at the Fermi

for silicon. The tubes were grown on the HOPG surface inIeveI the heat conduction is low, which leads to a slow cool-

UHV by quenching the vapor. The only difference was that'N9 rate for the deposited vapor. Such slow quasifree growth

the carbon vapor was produced by a hot carbon foil agonditions obviously can lead to linear growth both for sili-
o P P y : - on and carbon. The cooling rate is probably between the
~3400°C and not by magnetron sputtering as for silicon

Otherwise th d th for both materi I‘two extremes, a slow one and a fast one for the growth of
erwise the procedures were the same 1or both malerialg .y stajjine and amorphous silicon, respectively. Both, silicon

We conclude that both silicon and carbon can form lineamanawires and carbon nanotubes are metastable structures
nanowires by growth from the vapor. In the case of carboryng represent local minima in the potential-energy surface.
we could determine the graphitic structure of the tubes diyyhile both materials can form linear nanowires of similar
rectly by atomic-resolution scanning tunneling microsc8by. diameter and are tightly packed in bundles, their atomic
For silicon nanowires, however, we did not obtain atomicstructures are very likely not the same. While a carbon nano-
resolution. The surface of the wires appeared rather smootiube consists of cylindrical layers of graphite, a silicon
on the atomic scale. It may be that the overlap of danglinghanowire likely consists of a fullerene-polymer type core
surface states leads to the formation of an energy band at thvéith close-to-cylindrical layers of silicon.
surface of the wire, making the surface metallic with electron The possibility to grow silicon wires from the vapor in
states smeared out in space. UHV is of fundamental and technological interest. We stud-
We have shown in this paper that the silicon wires tend tded pristine silicon nanowires, and found that the most prob-
form bundles. In the case of carbon, the tubes also tend to table core structure is the one which is based gn @iits.
assembled in bundlé§.For both materials, the wires have After the first unit has nucleated, the growth may proceed
the same diameter in a particular bundle. In another bundlpreferentially in one direction by forming further,gicages.
the diameter of the wires may be different, but again uniformThis growth does not occur in all directions because thg Si
within that bundle. It is intriguing that the same behaviorcage is anisotropic at its surface. The,Sullerene cage is
occurs both for silicon and carbon. This may be due to theexceptional among fullerene-type structures. It is the only
similar dynamics during growth or to favorable energeticsone which consists of just two equal network units. 15,Si
for bundles with equally sized nanowires or nanotubes. Fothere are two hexagons in an otherwise pentagonal network.
both silicon and carbon we observe that the wires are clos€he hexagons are on opposite sides of the cluster, and there-
packed in the bundles. In general, close-packed structurdere define a direction which can lead to the addition of
can only form with units which have the same size. Therefurther atoms in a nonisotropic way. With a fullerene-type
fore, it appears that during growth of the individual wires, Si,,-based core, the wires could have exceptional band struc-
bundles are formed and the energy is simultaneously miniture and transport properties.
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