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We employ the transfer-matrix formalism expounded in Paper I to study the decay of pair correla-
tion functions at high temperatures in the d-dimensional Ising model in an arbitrary magnetic
field H. A general correlation function decays according to

(SLOs QM) ~ RU-D/2 o R(A + AR +++) +R%e™¥ B(By+ ByR 4250 )+

as R— «, For sufficiently small H and high temperature T, the expenent x is equal to the di-
mension of the lattice and k’=2«. The coefficients A, and B, factor as A,(QJA,(L) and
B,(@)B,(L), respectively. If Q is an operator mvolvmg an odd number of closely spaced spins,
A,(Q) tends to a finite limit and B,(Q) tends to zero as H tends to zero. In contrast, if Q in-
olves an even number of closely spaced spins, A,(Q) tends to zero and B,(Q) to a finite limit
as H tends to zero. Thus, for finite H an arbitrary pair correlation functmn verifies the
Ornstein~Zernike (OZ) prediction; whereas in the zero field, @) if both Q and T. are products
of odd numbers of spin operators, G Q(R) will vemfy the OZ prediction in zero field; (i) if
both T and Q mvolve even numbers of spins, G LQ(R) fails to verify the OZ prediction in zero
field; and (iii) if 1 involves an odd number of spms while Q involves an even number of spins,
GLQ(R) is identically zero in zero field for all R. The failure of the zero-field Ising model to
completely verify the OZ prediction at high temperatures is due to the symmetry of this model
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about the H=0 line.

L. INTRODUCTION

In this work the formalism expounded in Paper
I of this series'® is used to study the decay of
pair correlation functions in the d-dimensional
Ising model in an arbitrary field H at high tem-
peratures. A sketch of the approach and a state-
ment of the principal results have been previously
published. *®® Definitions and formulas developed
in T are used throughout—occasionally without ex-
plicit reference.

The correlation functions considered are those
between two widely separated groups of localized
spins; especially those between two widely sep-
arated spins, henceforth referred to as spin cor-
relation functions, and those between pairs of
nearest-neighbor spins in widely separated layers
referred to as energy-density correlations. Both
of these latter types are considered in arbitrary
magnetic field.

These correlation functions are important for
several reasons. First of all, the initial suscep-
tibility of a ferromagnet and the compressibility
of a liquid-vapor system are essentially given by
the integral of the pair correlation function over
the whole system.? Secondly, the specific heat is
given by the integral of the energy-density cor-
relation function over the system.? In addition,
the Fourier transform of the pair correlation func-
tion determines the cross section for elastic scat-
tering of radiation in the first Born approximation.?

However, almost as important as these physical

s

considerations are the constraints the form of the
decay of correlations away from the critical point
puts on the so-called “scaling forms” for the de-
cay of correlations in the critical region.* For a
thorough discussion of these scaling forms, refer
to Fisher and Burford.® We briefly sketch their
scaling form for the spin correlation function and
the relevance of our work to such forms.

Based on exactly known two-dimensional cor-
relation functions and on numerical studies in three
dimensions, Fisher and Burford® proposed the
following form for the Ising spin correlation func-
tion:

Gs(ﬁ)z (582(5)632(@) =D(KR)e™RB/RU-2"  (1.1)
where D(x)=x-3*20/2 35 x tends to infinity, and
D(x)=1+0(1) as x tends to zero. Thus, the cor-
relations within the critical region are predicted
to behave like

Gs(R) ~e™®/R*®*" ag kR-0, (1.2)

while outside the critical region spin correlations
are expected to decay as

G4(R) ~ gl d-3+2m /Z(Q-KR/R( d-l)/Z) as KR -~ .
(1.3)

This form was chosen in order to reproduce the
Ornstein-Zernike (OK) form® for the decay of cor-
relations outside the critical region and to repro-
duce the results found for the decay of correlation
in the critical region in the two- and three-dimen-
sional Ising model [Eq. (1.2)], withn=%(d=2), and
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n=~0.06(d=3).° One aspect of our work is to an-
swer the general question of when to expect OZ
behavior outside the critical region.

For any T#7T,, we may integrate (1.1) to find
X r, the initial susceptibility. Thus, we have

X1 & Xok ™", T-T; 1.4

where y, depends only weakly on temperature. The
critical exponent v is defined by the relation x
~(T-T,) as T tends to T, from above, and the
exponent y is defined by xr~ (7 - T.)"" as T tends

to T, from above. Thus, from (1.4), we expect
that

@2-np=7r. (1.5)

Relationships such as (1.5) are known as scaling
relations. =1 Most of these scaling relations
among the critical exponents have been proven as
inequalities. M

A previously unresolved question in scaling
theory is when the OZ form (1. 3) outside the crit-
ical region canbe expected. The exact results!?:!3
for the zero-field two-dimensional nearest-neighbor
Ising model at low temperatures demonstrate that
(1. 3) does not hold in this case. However, for the spin
pair correlation function at high temperatures in
this system, '#!%1% (1 3) is found to hold. Thus,

a single scaling form such as (1. 1) cannot correct-
ly describe the decay of correlation over the whole
thermodynamic surface. Further, the decay of
energy-density correlation functions in the zero -
field two-dimensional Ising model at high tempera-
tures is known to be non-Ornstein-Zernike-like. 1
Thus, the scaling forms for the spin and the ener-
gy-density correlation functions must differ in
their asymptotic behavior—as indeed found by
Hecht.

We cannot say anything rigorously about scaling
since our results are proven only asymptotically
as T*'~ 0. However, there are quite strong rea-
sons to believe that the correlation functions have
a single asymptotic form everywhere outside the
critical region.'® Thus, we expect to be able to
state generally when to expect OZ behavior outside
the critical region. A map of the critical region
and the region in which our perturbative results
are assuredly valid in the R-£ plane, is given in
Fig. 1, with the critical region cross hatched and
the region of known validity of our work diagonally
barred. Since we expect our functional forms for
the decay of correlations to remain valid except
in the critical region of the R-£ plane (even though
we have explicitly assumed kR >1, R>1, in de-
riving them), we maintain that our results deter-
mine D(x) as ¥ =« in the Fisher-Burford scaling
form [Eq. (1.1)]

The information known about the decay of energy-
density correlation functions is much sketchier

than that for the spin correlation function. The
major previous results are the exact zevo-field
calculations by Stephenson'® and by Hecht'® in two
dimensions. The latter author found that the ener-
gy-density correlation function G E(ﬁ) is given near
T, by

G 5(R) = (SEQ)SER)) = (27/) 2k%(K)

x[5¢2 2k g R) - 3C3(2k g R)],  (1.6)

where, as above, K=pJ, kp~ 2K[(K/K,)/~-1), and
%,(x) is the modified Bessel function of the second
kind, of order #. 13 This may easily be asymptoti-
cally analyzed to find that

Ge(R)~ (2J°%/7) €™ 5F/R?), R>1, Kkp<1,

Gy(R)~ (49%/m) (1/R?),

(1. 7a)
R<1, ky<1. (1.7b)

Thus, if we write the zero-field correlation function
as
Gp(R) = Do(kgR) e ™EF/R*2e (1.8)

we expect, both as x and 1/x tend to zero, that

D, ~ x"2 1.9)
This result is significantly different from that
found above for the spin correlation function. How-

ever, it has been conjectured!” that for finite mag-
netic field, the spin and the energy-density corre-
lation functions will be of the same form and that
only for zero field above T, are they significantly
different.

The work reported herein (and summarized by
Camp and Fisher!'™) yields a qualitative under-
standing of this behavior. As we noted above, given
the finiteness of appropriate matrix elements, the
decay of correlations is determined by the single-
particle eigenstates of the transfer matrix. ! The
corrections to this leading term are then provided
by the two-particle band. Below we show that this
implies the following form for a general correla-
tion function at high temperatures*™;

_, e-KR Al
GR)~ a7z (Aot 7 ++ -

k'R
+ e——<30+%+...> as R-=, (1.10)
where, for sufficiently small fields and high tem-
peratures, x=d and «’ is given by 2k, The coeffi-
cients A, are determined by matrix elements of the
correlated operators between the largest eigen-
vector and the states of the single-particle band,
while the B, are determined by matrix elements
between the largest eigenvector and the two-parti-
cle states. For the spin correlation function the
sequence{A,} approaches anonzero limitas the field
 tends to zero while {B,} tends to zero. However,
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The Critical Region
is crosshatched (&%),

The region of validity

of our expansions is
diagonally barred (N\\\).

KR=1

FIG. 1. R—¢& plane. Although our expansion is most
accurate for kR > 1, we expect our functional forms to
hold everywhere outside the critical region, kR < 1.

for the energy-density correlation function, A, may
be expanded as A, ,h%+ A, s+ ..., while B,=B,
+h®B, 5+... . Thus in zero field, the decay of en-
ergy-density correlations is qualitatively different
from that in a small, but finite, field. In the for-
mer case, the ultimate decay form is determined by
the two-particle band and in the latter case by the
single-particle band. This statement is shown to
be correct to all orders in the perturbation expan-
sion—and thus may be generally correct for T
above T,.

If one assumes complete scaling for the corre-
lation functions, ‘® a general correlation function
G(R) is written

G(R) = R™%*%"x G (tR°x, hR*Y¥) | (1.11)

where x labels the type of correlation function,
YPi = (2-7y),

and
¥, = 5(d-2+m,),

where v is the critical index for the susceptibility.
The variable ¢ is a reduced temperature = T/7,

- 1. Assuming this work to be relevant to the
scaling forms, the following results are evident.
For the spin correlation function G~s(x,y)approaches
a single functional form in the variables x and R as
x tends to infinity for any value of y. This func-
tional form is just (kR)“3*1¥/2 ¢™R hich repro-
duces the OZ result as x= (KR)”" tends to infinity.
On the other hand, G (x, v) for the energy-density
correlation function approaches a different limit

as x tends to infinity, depending upon whether y
remains zero or finite, or also tends to infinity.

If y remains zero or finite as x tends to infinity,

G (x, y) behaves as (kR)"¢2 ¢™F_ But, if y also
tends to infinity as x tends to infinity, we find

G (x, y) behaving as (kR)*3*"¢/2 ¢"*R  Thig indicates
a nontrivial difference between the complete scaling
forms for G 4(R) and G.(R).

A less tenuous result of our work is the following.

CAMP 6

One is led to propose a restricted scaling form in
the variable k(%, T)R of the form

GR)=e™ D(h, kR)/R¥*"e | (1.12)
with, for small 2,

D(h, x) = Dyx)+h%D,(x)+ O(hY . (1.13)
The functions Dy(x) and D,(x) obey

Dy(x)~x"¢2 ™™ as x*! = (1.14a)
and

Dy(x)~x'432/2 a5 x oo, (1. 14p)

The behavior described in (1.14a) as x -« is de-
duced from our results; and that as x— 0 is gen-
eralized from Hecht’s®® two-dimensional results.
The behavior of D,(x) for x -~ is also deduced
from the work below. Note that Dy(x) and D,(x)
depend upon % only through kR. If we assume (1.13)
holds for strictly finite 2, then kR is never zero
in D{(kR) as long as . is nonzero. ¥ In any case we
cannot comment upon the behavior of D,(x) as x
~ 0 because of our restriction to kR>1, and R>1,

The energy-density correlation functions satisfy
the specific-heat sum rule mentioned above; that
is, the integral of Ge(ﬁ) over the entire system
yields the specific heat. In zero field the specific
heat diverges as C,_,~ (T/T,-1)% T~T:; so,
from (1.12) and (1.14a) we have (2-7.)v=ca. This
may be taken as defining 7, and hence as con-
straining Dy (x) as x—< and Dy(x) as x~ 0 or =.

The outline of this work is as follows. In Secs.
II and IIT we obtain the Ising transfer matrix in a
form suitable for high-temperature perturbation
theory and examine the eigenvalue spectrum via
perturbation theory.!® In Secs. IV and V we ob-
tain the decay of spin and energy-density corre-
lation functions, respectively. The angular depen-
dence of k, the inverse correlation length, is also
produced in Sec. IV. Section VI is a summary of
our results.

II. HAMILTONIAN AND TRANSFER MATRIX OF THE SYSTEM

The system treated herein is the spin-half (s=%)
Ising model. In this model one associates a two-
valued variable S(¥) = + 1 witheachlattice siteT. In
a model for magnetism one may associate S(¥) with
the z component of a spin angular momentum. Then
the S=+1 state corresponds to a spin aligned up-
ward along the positive z direction, while S=-1
corresponds to a spin aligned downward along the
negative z direction. (Hence, we shall speak of
spin-up and spin-down states when S equals +1 and
-1, respectively.) Alternately, one may think of
the model as a “lattice gas” obtained by associat-
ing an occupation number +(F) =1 [1 - S(¥)] with each
site. A site is unoccupied if /=0, i.e., if S=+1.
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Notice that this model automatically contains a
“hard core” because each site is, at most, singly
occupied.

Having associated a kinematical variable with
each lattice site, one specifies the interactions be-
tween sites by means of these variables. We again
take Z to be the layering direction of a d-dimen-
sional system and the interactions to be such that
only spins in nearest-neighbor (d-1)-dimensional
hyperplanes interact. Then the layers may be taken
to be these hyperplanes. Every lattice vector R is
of the form

(2.1)

The notation is self-explanatory—v, labels the layer
(the component of R parallel to ), and ¥, is an ar-
bitrary vector lying within a given layer (perpen-
dicular to the layering axis Z). Throughout this
work the lattice spacing is assumed to be unity. Al-
though it would be useful to allow second-neighbor
interactions between layers—interactions connect-
ing (¥,,12) and [¥,+96, (I +1) 2] with 8 a nearest-
neighbor layer vector, we shall not do so since al-
lowing such interactions makes the detailed calcu-
lations considerably more involved. However, we
shall treat further-neighbor interactions strictly
within a layer.

Thus, the Hamiltonian is written

- B, =20300, K, S&, 1)S(X, 1+1)

-~
R=7,+ 27,

+3K, 002 (F)SE, [)SE +T, 1) +hSX 1)) .
(2.2)

In (2. 2), B= (kBT)_ly K,=BJ,,K,=pJ,, and h=fgH,
where T is the temperature, kg is Boltzmann’s
constant, J, and J, are exchange energies, g is the
Landé factor, and H is the magnetic field. ¢(F) is
adimensionless intralayer “interaction shape
function.” The vectors X and T lie entirely within
a layer, and / is the layer index. The range of
summation of 7 depends upon the boundary con-
ditions in the z direction, while the range of sum-
mation of X and T depend upon the boundary con-
ditions imposed upon the layers proper.

With this definition of the Hamiltonian, one
easily writes down the transfer matrix K via its
4"_matrix elements between states of the /th and
(Z+1)th layers?':

K(ey, a,,)=exp{25[ K, S&, )S&,1+1)
+1K. D2 0(F)SE, 1)SE +F, 1) +1SE, L+ D]} .

(2.3)
It is shown below that K has a natural division as

the product of three matrices:
K = K (Ky) * Kp(K ) * K, (R) (2.4)

where the latter two matrices are diagonal (and
hence commute) while the first is nondiagonal. A

particularly simple expression for all three ma-
trices may be found in terms of Pauli spin op-
erators 0%, 0%, 0% and I. In the o representation,
these are

. (01 a”—i(o -1>
“\to0/)0 - "\1 0/
2_10) _(10>
2\ \o-1/)" =" \o 1 /"

(Notice that one may expand any 2X 2 matrix in terms
of these four matrices.)

For simplicity we initially formulate the problem
for the case of a double chain of spins. All the es-
sential features of the general case are included,
while the matrix algebra is simple enough to be
transparent. The transfer matrix for the double
chain depicted in Fig. 2 is

K(1, 2)= exp{K, (S1; Sa1 +S12S22)} eXp(K, S 5 Sp5)

19

(2.5)

=t

x exp[h(Sy +Sz0)] . (2.6)

This transfer matrix has the form A (i, j) =a(i, 7)
x b(j)c(j) and may easily be written

AG, §) =520 ali, D{b(R) Ok, He 6@, 7)) ,  (2.7)
where 6(i, ) is the Kronecker 6, equal to 1 if ¢

equals j, and 0 otherwise; hence, A is clearly
seen to be the matrix product abc¢ with b and ¢

diagonal. Thus, K is written
K=K K" K , (2.8)
with
K, ('1’, '2’) — oK, 511521% S15 859 , (2.92)
KT, 2) =6(S11, S21) 6(S1zy Saz) € 21522, (2. 9D)
K. (1, 2) =6(Sy1, S21) 6(S 12 Spa) " S21* 522 . (2.9¢)

The latter two matrices are explicitly diagonal;
in fact

tosy =+

! 1:8;=-1
H field 7 , i
Va 7
l 521}_’-— - ~K$———,I’522 <«— Layer #2
A //K,, 'S
7/

2Ky
;1312 <—— Loyer #1

FIG. 2. Double Ising chain in a magnetic field.
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It is convenient to use the notion of the direct
product of matrices.?® For example, with defini-
tion (2.5), if 0*(1) o *(2) is the direct product of
o” in the first space and ¢ ® in the second, then one
may write

o*(1)o*(2) = . (2.11)

Further in direct products, such as I(1)g*(2), in-
volving the identity matrix, we suppress the iden-
tity matrix and simply write ¢*(2). Using the Van
der Waerden identities®! and introducing the vari-
able u, via

tanh(x,) =e™2% | (2.12)
one has
K, =2sinh(2K,) expfu,[0%(1) +o*(2)1} ,
(2.13)

K, =exp[K,0"(1)0%(2)] , K,=exp{n[o*(1) +0%(2)]} ;

or equivalently, K, =K;K,, with K;=K,K,and

K, =K,;. Note that K, allows for interactions along
a chain while X, puts in the interaction between
chains. Below we see that at high temperatures
K, must be treated perturbatively.® We thus
have included the field dependence in K, rather
than (unnecessarily) also treating it perturbative-
ly.

The concept of direct product extends to ar-
bitrary dimensional spaces. Using this concept
and simple algebra, we write the general K de-
fined in (2. 3) as -

K ={II [2sinh(2K,)]"* " g e (1}
- r

x {exp[3 K, _ZS o) o* (P o*(F+0)]} .

(2.14)
Writing K=K, K,, we can either define K, as

K;=[2 sinh(2K,)]¥/ 211 ; e*i 2" ¢5) (2.15)
or as
K =[2 sinh(?K,l)]”/z H? ot T ) Hha F(F) ,
(2.16)

where N is the number of sites in a layer, or
equivalently the number of chains., In the first
case, the magnetic terms are kept in K,, whereas
in the second case all the magnetic dependence

is in K;. In either case we can write K, as the
direct product of N independent “chain matrices”
k&, (%):

51 =II ? E},(.f) . (2. 17)

This matrix is then the full transfer matrix for
uncoupled chains, and we may diagonalize each
k;(¥) for arbitrary . Then the limit % tending to
zero yields k,(r) appropriate to the choice (2. 15).
We then have

k, = [2sinh(2K,) /2 e € e (2.18)

Let the eigenvalues of k; be u,=[2sinh(2K,)]'/%v,;
then the secular equation becomes

0 =v, - cosh(x,){cosh(z) +[ sinh®() + tanh?(u,)]* %} ,
(2.19)

0=v. - cosh(u,) {cosh(r) - sinh?(%) + tanh(x, )]*/%} ,
when

i, =eX1{cosh() +[ sinh?() + ¢4 1/}

Note that #, has completely disappeared from the
problem. We shall see, however, that at low
temperatures where K, becomes our “unperturbed”
matrix «, will remain in the problem as a small
expansion parameter. In the high-temperature
case, which we now consider, K, =J,/k5T turns
out to be our natural expansion parameter. In the
limit that K, =0, then K=K, and we think of the
intralayer interactions in K; as a perturbation on
the spectrum of X;. Thus, we write K=K, K, in
the representation in which K, is diagonal. Let
10) be the larger eigenvector and |1) the smaller
eigenvector of k;, so that

k|0)=p,[0), k|1)=p.|1). (2.21)

We introduce raising and lowering operators Q' and
¥ through

(2. 20)

ytlo) ={1), y'|1)=0,
(2. 22)

pl1y=10y, yloy=0.

If n=y'y, we have
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n|0)=0, n[1)=1[1), (2.23)

where n is a number operator. A simple repre-
sentation for k; is then

1_{_1 =M, et ’ (2- 24)

Wy
B

with w, given by u_=p,e
In the case N>1, using direct-product notation,
we can immediately write K, as

Ky =Y expl~ w,2en (0], (2.25)

where n(¥) = Q’(F) Y(¥). Since they are direct-
product operators, the creation and annihilation
operators for different chains commute. However,
operators involving the same chain satisfy an anti-
commutation relation. Hence, we have

@), v’ @) ]=6(F, ') [1 - 2n(®)] ,
@), pE)]=0, [YE),p'@]=1.

We may think of f(F) as creating a “particle” on
site . With this analogy, we see that (a) the states
of K, are states of given particle number, and (b)
at most, one particle may occupy a site. These
operators obey Bose-like commutation rules for
particles on different sites and Fermi-like rules
for particles on the same site. The same rules
characterize the spin angular momentum operators
[ o*(¥)] and are known as Pauli commutation
rules—hence these particles are sometimes re-
ferred to as Pauli particles. It is just this hy-
bridization of Fermi and Bose rules which makes
spin problems difficult to treat. It is easily seen
that Fermi-like or Bose-like rules are unchanged
by a Fourier transformation so that if we Fourier
transform a particular quadratic form involving
Bose or Fermi particles in order to diagonalize it,
the structure of the phase space is not changed;
that is, the trace operation which is required to
obtain the thermodynamics, for instance, is still
easily performed. However, for Pauli particles a
similar Fourier transformation makes the alge-
braic structure of the operators very complicated.
Thus, the phase space is very complicated, and,
even though our quadratic form is diagonal, we
are not able to perform the trace operation. The
well-known analogy between Pauli and Bose par-
ticles with hard cores, on a lattice, is evident
from (2. 26), *?

The spectrum of K, is now transparent. The
largest eigenvalue is unique and occurs in the state
| &) with all chains in their larger eigenvalue.
Therefore, |® ) is known as the vacuum or zero-
particle state, We have

(2. 26)

Kil®)=pl|®), Ag=pl . (2.27)

The next-largest eigenvalue is A;=p’!u_ and
corresponds to the N single-particle states:

965

IF)=y'(¥)@). There are a total of N+1 eigen-
values {A,} with associated degeneracies (¥),
where n labels the particle number, Consider an
n~-particle state

e F) =Y EDPNED)- 9 (E) @)
(2. 28)
it is an eigenvector of K; with eigenvalue A,;:

Ty, Ty,

KIIFD e ’Fn>:An|F1: v Ty, A= “Y-"Hf .

(2.29)

The degeneracy of the n-particle level g,=(})
arises because there are N(N =1).. . (N = +1)
ways of putting » particles into N sites, with at
most one particle in a site; and, since the par-
ticles are indistinguishable, we need divide by »!
for the n! particle interchanges which leave a
given configuration unchanged.

In order to express K, in the representation of
diagonal K, we need only find g_‘(?) in terms of
I, n(»), ﬂ;), and f(;). For k=0, or for the case
in which all k-dependent terms are in K,, the
representation of g-‘(i") is particularly simple. For
then the column vectors of 10) and |1) in the ¢*
representation are

wi0y=22(}), (et n=2e (1)

(2. 30)
from which it follows that

o*(1)=y(r) + ') ,
and the transfer matrix becomes

K=pu." exp[-w,2Z n(r) ] exp{ %K@E @) [p(E@) +3'(@)]

(2.31)

X [p(r+8)+ u'(x+8) | Fexp{n 22 [p(x) +"(T) ]} .

(2. 32)
We reiterate that the disadvantage of (2. 32) is
that for finite fields and or d greater than two, we
are limited to a perturbation-theoretic treatment
of K. If we write
K=K;+K;(Kz - D) (2.33)
at high temperatures (K, being small), we see that
Ky(Kp — I) may be treated as a small perturbation
upon K;. Thus, in using (2. 32) at high tempera-
tures, we relegate z (unnecessarily) to a perturba-
tive treatment. On the other hand, if 7z is nonzero
in X,, the representation of g‘(?) is more com-
plicated. Now we define the basic single-chain
matrix elements which will enter crucially into our
subsequent analysis, namely,

S,.=(0]o*[0)y; S..=(0|c*|1),
(2. 34)
S..=(1]0*|0) ; S..=(1|¢*|1).
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Then we have

0 (©)=5,, I+(S__=S.,.)n(T)+S, "(r) +S_, (r) .
(2. 35)
Using (2. 34) for g_‘(-r"), we can formally write K as

K= p,ivexp[ —w, Z; n(;) ]
x exp[3 K, 25 ¢(8) 0*(¥)o*( +8)] . (2. 36)
r,0

Having (2. 32) or (2. 36) with (2. 35) at hand, we are
in a position to remove the degeneracy in the spec-
trum of K and then to calculate via perturbation
theory the thermal and microscopic quantities of
interest. Since K, and K, do not commute,

Ky(K; - 1) is non-Hermitian, even though K, and

K, taken separately are Hermitian. Thus, we
shall have to use an extension of Rayleigh-Schro-
dinger perturbation theory?® to non-Hermitian op-
erators. Since our matrix is positive semidefi-
nite, the eigenvalues will still be real. The es-
sential complication turns out to be only that the
left- and right-hand eigenvectors need to be treated
separately —( |x;)*#(x,| ), and that (AIK;(Kp ~I)
IA"y# (A" 1Ky(K, = DI A)* in the determination of
higher-order eigenvalues.

III. TRANSFER MATRIX SPECTRUM: ZERO-PARTICLE,
SINGLE-PARTICLE, AND TWO-PARTICLE LEVELS

In this section we calculate via degenerate per-
turbation theory the zero-particle, single-particle,
and two-particle eigenvalues and eigenvectors of
K. First, the largest eigenvalue ), is obtained to
second order in the coupling constant K,, while
its states |xy) and (x| are found to first order in
K,. Then we break the degeneracy of the N single-
particle states; they are found to spread out to
form a band of levels labeled by a (d - 1) ~dimen-
sional wave vector EI Again the states are found
to first order and the eigenvalues to second order
in K,. These calculations are performed in an
arbitrary field and for cyclic boundaries within the
layer.

For the two-dimensional case, it is straight-
forward to break the degeneracy of the mth level,
m=12, ..., N-1. The zeroth-order eigenstates
are found to be Slater determinants of m single-
particle zeroth-order eigenstates (which are,
themselves, running waves). Thus, the particles
are found to be Fermi-like. However, in three or
more dimensions, in solving for the m -particle
eigenvalues and eigenstates, we have essentially
to solve the problem of m spin waves for an an-
isotropic Heisenberg model of dimension d - 1.2
In zero magnetic field the problem is somewhat
simpler in that we need to solve the (simpler)
analogous problem for an X-Y model.? The full

5,22

k=2

Heisenberg problem is extremely involved and is
characterized by the appearance of bound states
of m spins (m=2).# Thus, consideration of this
problem is too ambitious an undertaking to be
realistically pursued here. Fortunately, as we
see below, it is also largely unnecessary for our
purposes. The zero-field case is simpler in that
there exists no such bound states in the spectrum.
Whereas in zero field the two-particle spectrum
is necessary for an understanding of the decay of,
for example, energy-density correlation functions,
in a finite field the single-~particle spectrum suf-
fices for all correlations. We are able to solve
the two-particle zero-field problem, which we
treat in Sec. IV, in the limit as the layer size N
tends to infinity., We do not explicitly consider
the spectra of the three-or-more particle levels,
except to note that generally most of the degener-
acy of the unperturbed levels is removed; that
which remains is due to the fact that the full and
unperturbed matrices have certain symmetries in
common.

In Fig. 3 we qualitatively depict the effect of the
perturbation K;(K, - I) upon the spectrum of K;.
Note that the two-particle and n-particle levels are

A
m=0 _I state 1] °
et %é M@
*%g_._:_____
(%) states Z 3,3
m=2 2 —] A2 (31,32)
N
NY -
men (V) * states ) NG )
: ]
m=N-1 _N@ JAN_, @
m=N L state
I R

Spectrum of 1her
full matrix, K.

Spectrum of
Ky (K =0).

FIG. 3. Spectrum of the transfer matrix K at high
temperatures. For sufficiently large field # we expect
bound states to appear above the bulk of the 2,3,...,
n,...-particle bands.
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only correctly portrayed for small magnetic fields.
For large enough magnetic field, we expect bound
states to appear above the continuum bands.

The transfer matrix K can easily be expanded in
powers of K,. Using (2. 36) we have

.I_<_= E1+ Zw;].[g_l(léz-l)]n’ (3. 1)

where

1

[Ki(Ke = D]y= — 1" expl - w, E n()]

x[3 Z, @) @)o* X+ )",  (3.2)
Xy 6

In finding the nth order levels of the single-parti-
cle band, we must diagonalize the projection
[KiKz-1I)],, (m=1,2, ...,n), as defined by (3. 2),
within the single-particle subspace. It would be
convenient to know that the same zeroth-order
eigenstates diagonalize (3. 2) for all n. To show
this we make use of the fact that {[ K;(K; - I)],}are
all invariant under the group of translations
through the (d - 1) primitive lattice vectors of the
layer. Thus, any of these operators operating up-
on a state of definite wave vector El. (61. lying upon
the lattice reciprocal to the layer lattice) takes it
into another state of the same wave vector 5[ We
say that these operators conserve the layer mo-
mentum a We can now explicitly show that the
same set of states suffices for all #» in (3.2). Let
{191(@))} ve a set of single-particle states of def-
inite q such that

[Ki(Kz~ D] 1 ¥4(a)) = A4(Q) | os(@)) + |€(q
(3. 3)
where
(9@ | 2@ =0(q, q"),
(3.4)

(@] e@))=0,

so that these states diagonalize the projection of
[Kl(Ka - I)]1 within the single-particle subspace,
since by (3. 4), Ie(q)) has no component within the
subspace. Now [K;(K, —1)]lle(q) ), by examination,
necessarily has a component in the single-particle
subspace. However, since [E{_I(E{_a - _1_)]1 conserves
layer momentum, that component is proportional
to 194(q)) only. Thus, we have

2| ¥4@) = (u2¥ u:{A3@)

+($1(@) I[K1(Kz— DIy e@)})

x| Pr(@) + 12 pAy(@] @) . (3.5)

This is an explicit demonstration that the unitary
transformation which diagonalizes [Kl(Kz -1)]; also
diagonalizes [K,(K; - I)], within that subspace. By
an cbvious inductlon, this may be extended to ar-

(Ki(K, - D)]

bitrary ». A similar proof may be constructed for
the m-particle levels.

Since A, is nondegenerate in zeroth order, the
calculation of its perturbative corrections is par-
ticularly simple and will be presented first. Let

1
o= A KA+ KB+ e,

(3.6)
IXo)= AP+ KL AP Y +-00;

then A® =¥, and I2’)=18), the vacuum state.
With the provisions noted in Sec. II, we may take
over the formulas of Rayleigh-Schrddinger per-
turbation theory® and apply them to our non-Her-
mitian operators. If we define T} to be

Tp=ul/ (Wl =u", (8.7)
then we have

K =3K, u? 240(5)(@‘0 X)o* (%+0)|@),

(3. 8a)
K@ =tp¥ Ki,EE 2, ¢@)e()
x(®|o* (K)o * (X +8) o (T)o*(r +7)| )
+3KE N Ecp(ﬁ){d)‘o x) ’(x+6 A, (3.8b)

with

KJM“):«KLE @(8) ZN) T,
t=1

(N
X35 A8 (A8 | @G+ D) @) ,
k=1

(3. 8¢)
K. (20| =1k, 25 o) ZN)1 1
% 6 t=
Xi) (@]0*®+3) o*®) NPy XN, (3. 8d)

where the states Ix$),) are the (}) states of the
degenerate unperturbed level A®)= ¥t ut,

The above formulas are easily 51mp11f1ed Using
(2. 34) for 0 *(¥), we see that o *(F)o (¥ +6) can
lead to transitions which change the particle num-
ber by 0, +1, or +2 particles. [In zero field, by
(2. 30), ‘(r)o'(r+ 6) can change the particle num-
ber only by O or + 2 particles.] Thus, in (3.8c)
we need only keep the terms with ¢= 1 and 2, the
other terms being zero by the orthonormality of
states with differing particle numbers. For t=1,
the states { IA{?’, &)} are the states, labeled
{I¥)}, of a single particle at layer site ¥. Similar-
ly for ¢= 2, the states {IAs, &)} are the states
called |¥,, ¥,) of two particles at layer sites ¥,
and ¥,. Note that since (y'(¥))? is zero, there
are no states with two particles upon the same
layer site.
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To simplify our results we introduce the Fourier
transform ¢(d) of the interaction shape function
@(0):

#(§)=230(8)e' T3 =T30(5)cosd -5, (3.9)

where { is a reciprocal-lattice vector with d ~1
components g;= 2mm;/N;, and n; runs from 1 to N,
the number of sites in the jth layer direction. Note
that the second equality in (3. 9) only holds for lay-
ers with a symmetrical lattice structure. If @(¥)
equals one for nearest neighbors and zero other-

J

wise, §(q) is referred to as the lattice generating
function® and @(0) is the layer coordination num-
ber—the number of nearest neighbors to a given
layer site. The calculation of the matrix elements
in (3.8) is straightforwardly performed using the
commutation rules (2.25), the expression (2. 34) of
o (f) in terms of the chain creation and annihilation
operators, and the single-chain matrix elements
given by (2. 33). The resulting formulas for the
largest level (assuming periodic boundary condi-
tions within the layer) are

No= b¥(1+ 5K, NG ()82, + s K2{ 8% [ N% (8)% - 4NG(0)%+2Ng(D)]

+82,[4NG(0)2]+2Ng(0)}+KH TING (D)%% 82, + NG (0)T3]S,.|*}+0(KE)), (3.10a)

[Xo)=|®)+K.G(D)S..S,. 120 |F)+ 3K, S2T; Z‘g @(B)|F, T+38)+0(K2),
r T,

(hol= (@[ +K.0(0)5,.8,. T{ T (F| + K, S213 2 @(B)(F, F+3),
r r,0

where the effect of non-Hermiticity of K is seen

in the replacement of T,” in (3. 10b) by T}, in (3.10c).
In zero field we have S,,=S_=0and S,_=S_,=1;
furthermore, T3=cosh®K, and T;=sinh%,. The
free energy per site — 81, was shown in I to be
N-'mnx,.! Thus, to second order in K, we have

- Bf,=In2+IncoshK,+:KZH(0){1+2sinh3K, }
+O0(K?) . (3.11)

This result agrees with that obtained from exact
series expansions, as presented by Fisher,?

For the single-particle band, we shall find that
[K1(K;=1)]; breaks the N-fold degeneracy of the
states of given wave vector § with components,
as given above, ¢;=2m;/N;, i=1,2,...,d -1,
(Recall that N=N; Ny - - N;_;, where N, is the num-
ber of sites in the pth layer direction.) As above,
we assume cyclic boundary conditions within the
layers.

From degenerate perturbation theory® we know
that the first-order single-particle eigenvalues
are obtained by diagonalizing the matrix M,(%,%")
defined by

My(F, F')=(F|[Ki(Ko - DI F')

=3K, pt 1. 2050 (B) (F|o*(X) o*(X + 8) | F') .

(3.12)
A word about boundary conditions is appropriate.
With free-edge boundary conditions, every layer
vector X is written = (x;, x,,..., %) and verifies
1< %p< Ny (m=1,2,,,,,d-1), (3.13)

for every function of the layer vector £, Where-

(3.10b)

(8.10c)

[

as periodic boundary conditions lead to running-
wave single-particle states, we shall find in Paper
IV that free-edge boundary conditions lead to
standing waves.

The N states {|¥)} form an orthonormal basis
for the single-particle subspace, so we may use
the completeness relation

llzzf lF><FI s

where 1; is the projection of the identity onto the
single -particle subspace. Let the (undetermined)
linear combination of single-particle states which
diagonalizes [K;(K,~1I)]; be labeled |q); then
using (3. 14) we may write

(@K (Ko =-DNIE" Y= 2 @ HMEFE ") .
(3.15)

Thus, we need to find the unitary matrix (¥1q)
= ¢4(F) which diagonalizes M,(¥,¥’). The ele-
ments {¢4(¥) } are clearly the wave functions of
|g) in the ¥ representation.

As mentioned above, we assume that {(1)3(?)} are
running waves within the layer,

(8.14)

i

) 21
b(F) =NV 27 = N1/ 2exp (27 Zl) n;v5/Nj)
i=

(3.16)
where »; runs from 1 to N;. The following funda-
mental equation is easily proven and very useful:

N
20 ¥/ N2 N§(k, 0)=No(k, N) ,
=

where k is restricted to 1, 2,...,N.

Using (3.17), orthonormality of {1g)} is easily

proven. Consider (§|d ! 3

(3.17)

-
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N1 ( )
(g Y= ¢X® 3. (F) =Ny - Nyt 2 .- E exp( 2mi Z Hy mg ¥ ‘N” ”) (3.18)
r ry=1 74.1°1 i

We may apply (3.17) to each component of (3.18),
so that

(@la"y= 0861, n1)- - - 8lng1, na.1)= 6, q") .
(3.19)
This proves orthonormality. To prove complete-
ness, we need only show that (FII"') =6(F, ') is
preserved in the {Id )V} representation, the set
{IT)} being itself complete. Thus, we examine

2 ED AT =2 63 (@) 0gF)

Ny Ngy
= (N1 . Na-1) - E .
ny=1 ng1=
d-1 (1,' —y
'Xexp(Zm' —"J-——fN——L) (3. 20)
j=1 i

From (3.17) we again see that

Zn(F| @) @I F') =001, 71) - 60rar, 7an) =05, )
(3.21)
so that {| ) } forms a complete orthonormal basis
for the single-particle subspace.
Application of this running-wave transformation

|

I
to My(¥,¥") yields the diagonal form

(F|[Ky(Ke=D)] |§")y=0(&,d") 3K, p¥1 pu.
x{[(N-2)¢(0) %,+25,,5__]

+2[S..[ 0@},

where ¢(g) is given by (3.9). This shows {Iq)} to
be the N zeroth-order single-particle eigenstates
of K. Notice that not all the degeneracy has been
broken, in particular, the replacement of any
component ¢; of § by 27 —¢; leaves X{(d) unchanged.
This corresponds to the natural degeneracy of
running waves traveling to the left or the right in
a given direction. Since the degeneracy arises
because of a common symmetry of K, and
[K1(K5~-1)], for all #, higher-order terms will
also fail to mix these states, and we may ignore
this degeneracy in obtaining higher-order correc-
tions to A4(d) and | 3(§)).

The calculation of 2;(§) to second order in K,
and of [x,()) to first order in K, is straight-
forward but tedious. Thus, we only state the re-
sults here:

(3.22)

|A1@)>=N1’2§e‘3°*(lf>+Kl{—¢<‘6>Tzs+ S,.|®)+71; [s-xs---s”)m(o)lr 74 0)+ (0SS, Z T, T))]

A @)= 1 -lu-[u%m{[(zv—

+[1+ @IS, | 62 -

2,0(0)+25.5,,]+2[s,.| %

S2) +20(0)[S,.]%..(S.. -

TSI D T T, Fl+3>}>+o(Kf) . (3.23)
1 6

(ﬁ)}+K2( v - 2)9(0)s2,]s,.|2
SOl

T[S L - 920) + 20°@)) + Y 2N0.0) 85,0 B0 B - 1]

+4(N-2)s29(0)[0(0) - 1]+8]S,_| 2[p@)? -

- 4Np(0)2+2Np (0)]+452,1S,.| {- 20 (0)2+ [(¥ - 8) (B) + 419 (@) - 2 [P()? -

Again these results are very much simplified in
the zero-field limit. We remark that () (J)| is
obtained from (3. 23a) by changing all ket vectors
to bra vectors, interchanging S,. and S_, and inter-
changing T, and Tj,.

In our consideration of the two-particle band, we
shall find that only in two dimensions are we able
to obtain the zeroth-order eigenstates for arbi-
trary layer size N. In three or more dimensions

2@0)]+83.(s.. -

S, 4N (0)2+ 8(0) - 16(0)2]+ 8%, [N2 (D)2

Zo(ﬁ)]}) +o(Ki)]. (3. 23b)

—

we are able to obtain the states in the limit as N
tends to infinity.

Our unperturbed states are |T,T;)=3"(T,)
x ' (T,)1®). These states have the properties that
on—ly a single particle may occupy a given site and
that the states are even under interchange of par-
ticle coordinates. Thus, for the N(N - 1) combina-
tions of T, and T, with T, #T,, there are only
3N(N - 1) distinct states because such an enumer-
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rer i rer’

>

-

rer r¢r’

FIG. 4. “Dictionary ordering” for the two-particle states.

ation counts each state twice.

It will be useful for our work below if we intro-
duce a labeling convention for the lattice sites of
a layer. We say that T, <T,, if

(1) 71,1 <73,; OF

(ii) 71,1=75,1 and 7,2 <75 5; Or

(1i1) 74,1=72,1,71,2= 72,2, and 71,3 <75,3; Or...
@=-11,1=72,1,71,2= V2,2, + + + , ¥1,0-2= ¥2,4-2> and

71,a-1<%2,a-1, (3.24)

where 7,,; and 7, ; are the components of T, and T,
respectively, in the jth lattice direction. In Fig.
4, we illustrate this convention for two- and three-
dimensional systems (one- and two-dimensional
layers). Note that this labeling convention gener-
ates all the distinct states of two particles on the
lattice. That is, we have

Ip= E Irh rz)Gl, rzl

<y

(3. 25)

where I, is the projection of the identity onto the
two-particle subspace.

The determination of the two-particle spectrum
to first order in K, involves only the breaking of
the degeneracy of the sN(N — 1) states {IT;, T,)}
via the diagonalization of the perturbation opera-
tor [K;(K,-1I)]; within the two-particle subspace.
We do so by searching for a set of two-particle
states {I¥(d,, 4,))} which are those linear combina-
tions of {IT,, T,)} that are eigenstates of the par-
ticle-number conserving terms in [51(52— D). As
noted above, this problem turns out to be isomor-
phic to that of finding the two-spin deviation states
for the X-Y model.®

We may write the particle-number conserving
part of [K;(K;-1)], in zero field as

n@)E D

.= “-+N exp [“ wy E

) &) y(x+73)

X

+P®) '+ 0)] .

We now construct a complete orthonormal set of
states which are the exact eigenstates of 3C, for

(3.26)

arbitrary N in two dimensions and which, in three
or more dimensions, are asymptotically the exact
eigenstates as N tends to infinity.

Consider the following set of states {I¥(q,, d,))k:

| W@y, G2))=20 20 Wgq, (F1, 7o) [T1,75),  (3.27)
ry 12

where @, and g, are wave vectors defined below and
Vg3, (Fy, Tp) is defined as follows. Let sgn(x, §)
be defined as

+1,

sen, ¥)= {_ ) % (3. 28)

NOV+

’

where by iwe mean our “dictionary ordering” in-
troduced in (3.24). Then ¥3 4 (F,, T,) is given by

Vagp(Te, T2)= sgn(qy, qz) sgn(ry, Tp)
i T
X3 [exp(iqy- Ty + Qs T3)

— exp(idy- To+ 05 T1)] . (3. 29)
With this definition, the wave function \I/alaa(rl, T5)
is symmetrlcal under exchange of both rl and rz,
and Q, gnd*qz. In addition, we have \Ifmz(rl, )

V3,4, (ry, T2)= 0. Orthonormality is easily proven.
Indeed, we have

4150z, 41 545
4154z, 1 203
(3.30)

Now (3. 30) is valid for both cyclic and anticyclic
boundary conditions, that is, if the components of
q are g;, then (3.30) holds for both q;=2mn,/N,
and g;= (2n;+ 1)m/N; with #; an integer 1,2,...,N;.
It is easily seen that the requirement that
1¥(q,, 4,) ) be continuous across a zone boundary
means that we need choose the anticyclic bound-
ary conditions. # Of course, the choice of bound-
ary conditions becomes irrelevant in the limit as
Ny,N,,...,N, tend to infinity.

We now consider the effect of 3C, upon I\P(ﬁl,ﬁz»:

> > > 6(‘il a’l) 5(&2 a’z)
{4 ¥(q, 95 - -2 yl?
< (q!, qZ) l (ql, ) ) { 6(q1y qlz) 5(512, q;) ’

-

50, | Y@y, dp)) = K, p 2 uf.EZ‘/ @(3) [cos(qy- )+ cos @z 3)]

X 25

"rz~»3<;1<;2-3

Y38 (1, T2) I?ly T,) . (3.31)

Upon rearrangement of terms we find that
(w22t {5 - Ko n )2 p2{ 6@+ @) Y@y, 2))

=@, q)) , (3.32)

with
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Ig((h, qz))= —K;.? ‘P(g) [00561'g+ cosaz- 8] 2

In two dimensions the layers are one dimensional.
From Fig. 4 we see that in this case the inequal-
ities 7;<7,+ 1 and 7, >7,¥ 1 can never be satisfied
simultaneously. Therefore, with d=2 and nearest-
neighbor forces, |¢(d;, dy)) is identically zero; and
by (3.31) {I¥(d,, d,)} are seen to be the zeroth-
order eigenstates of K for arbitrary N. However,
by examination of Fig. 4, we see that in three or
more dimensions there are, given T,, O(N(" 2/ (@-1))
sites ¥, which simultaneously satisfy T,— 5<% ry
< rz+5 Therefore, in these cases, |¥(d;,q,)) are
not the zeroth-order eigenstates for finite N.

The norm [|£@@y, d,)ll of 1£(q,, d,)) is defined by

Il 5(61, az)ll = [<§(a1, az) | €(r'11, ﬁa»]“z .

Using (3. 33) and the orthonormality of {|%;, ¥5)},
we have

1¢@;, §2)112= K2 Z; lo@) + ?@y)] G"(E)
8

(3. 34)

2

2(cosd, + 0+ cosd,- 6)[\1/31‘1 (F, T5)|2.
f‘z-kr1<?2+6

(3. 35)
This equation may be further reduced; however,
there is no need to do so. For, noting that | ¥q,3,
X (¥}, T,)1%= O(N"?) and that there are O(N'2¢-3/td=1)
terms in the summation in (3. 35), we have found
that

1E@,, GI2= oW @) (3. 36)

Thus, in the limit as N tends to infinity, I&(g,, g)!
tends to zero. But, we know that the norm of a
vector is zero, if and only if the vector is itself
null. #* Thus, as N tends to infinity, the right-
hand side of (3. 32) tends to zero. So in this limit

N—-o

we have
2oy, To)) = | ¥ @y, G)) +OK)) (3.37a)
7\3(&1, az) = “+ 2{1 +K.|.[¢(Q1 + 0 K )} H
(3.3%)

where {IA,@y, §2)} and {2,@§,, 2)} are the two-par-
ticle eigenvectors and eigenvalues of K.

Thus, we have obtained the low-order spectrum
of the two-particle level in zero field as N tends to
infinity. By an exactly analogous procedure we
can calculate the low-order eigenvalues and eigen-
vectors of the n-particle level for any finite » in
the same limit. The zeroth-order states are sym-
metrized Slater determinants of running waves and
the eigenvalues are found to be

AT 2[1+K1123 ¢, +0&?] .
) (3. 38)

Kn(ab ..

w s ‘1'6152(;1,?2)]?1,;2>- (3. 33)

T 58 <Ty <y 46

It is straightforward to consider the analogous
problem in a finite field. However, in that case,
we are confronted with quartic interactions as found
in the Heisenberg model. One then expects the
appearance of two-particle bound states which may
have eigenvalues above the remainder of the band.
This point has been fully discussed for the Heisen-
berg model by Wortis.® (However, treating these
field-dependent terms as a perturbation on the N
=, zero-field levels, no evidence of anomalous
shifts indicative of bound states appears in leading
order.) In any case, as noted above, in a finite
field the two-particle levels are of limited impor-
tance—entering neither the thermodynamics nor
the leading term in the asymptotic decay of cor-
relations.

Summary of II and III

Sections II and I have been largely computa-
tional in character. In obtaining the largest eigen-
values of the transfer matrix spectrum athigh tem-
peratures, we have garnered the tools necessary
to an analysis of the decay of correlation functions
at high temperatures.

The qualitative aspects of the spectrum are de-
picted in Fig. 3. The basis for our calculations is
(2. 14), which gives the transfer matrix in a form
suitable for development in either a high-tempera-
ture (small K,) series or a low-temperature (small
u, ) series. The low-temperature variable u, has
completely disappeared from our formulas (2. 31)
and (2. 36)—the suitable high-temperature expres-
sions for K.

The cycl_ic spectrum is examined in Sec. III. The
important results are (3.10a)—(3.10c) for the
largest (and most important) level, (3.23a) and
(3. 23b) for the single-particle levels, and (3. 27),
(8. 29), (8.37a), and (3. 37D) for the zero-field
two-particle levels.

IV. DECAY OF SPIN CORRELATION FUNCTIONS

From Paper I, we recall that the asymptotic
decay of correlation functions is determined by
the largest level and the first band below it (the
single-particle band), if the appropriate matrix
elements are nonzero. Consider the correlation
between spins at sites B, and R,+ R, where R=%,
+ z'r“ and both R, and R, +ﬁ are far from any sur-
faces:

G,(R) =(85*([®) 05 *®, + R)). @.1)
Then according to (3.46) and (3.48) we have

6, =7 (ﬁ@)”"' (ol 07 (0| M (@Y (@) #(F)] 29)
I\
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as |7,[~=  (4.2)

We define the wave-vector dependent inverse
length %(§) as

®(G) =lng - 1nX (3) . @.3)

Then the inverse range of correlation k defined by
(3.47) and (3.49) of Paper I is found to be k(= 0).
To first order in K, k (§) may be written, using
(3.102) and (3. 23Db),

R =1n(u,/p) - K. [P(0)S,. (5. - S..)
+[S,. 20 @]+ 0k&?, @4.4)
which becomes, in zero field,
#(§) =In(coth K,) - K,9(q) + O(K2). @.5)

Our calculations of A, and 2,(§) actually enable
us to write x(§) to second order in K,. However,
for finite wave vector § and/or magnetic field %,
the expression is cumbersome. Thus, we present
only k=#%(§=0) for 2=0 to second order in K,:

k=In(cothK,) - (ﬁ(-O.)Kl
- 1k2{[$%©) - 2 9(0))(2cosh?K, - 1)}+ O(K D).

4.6)

For d=2 and nearest-neighbor forces ©)=2, «
reduces to

k=1n[coth(k,)] - 2K, + O(K3) (d=2, h=0), @.7)

in agreement with Onsager’s exact result.!* For
the zero-field simple cubic nearest-neighbor

i

M@Q,T,)=N12e R[S LK [T{S.S,S..%(0)+S%S,. T3¢ (q)]+0(kD)],

(K=

model we have &(6): 4; and we find
k=1In[coth(k,)] - 4K%+ O(K®), @.8)

in agreement with the high~temperature series
expansion of Fisher and Burford.® For finite
fields, k has never previously been calculated, so
we have no check for our finite-field resuilts.
There exists a problem with our calculation of
#(@), namely, we have not shown that k(q) tends
to a finite limit as N tends to infinity. In the
formulas for « and Tc(ﬁ) given above, the N de-
pendences of Ay(N) and M, N) have exactly can-
celed. The eigenvalues 2y and Al(a) are like re-
duced partition functions, and we expect that they
may be written as N tends to infinity as exp{- Ngf}
and exp{- [NBf+ F,(@)]}, respectively, where f is
the free-energy density and F,(q) is N dependent.
In order that X (q) be finite, F,(q) must tend to a
constant (or zero, as at a critical point) as N tends
to infinity. Although we have not made any at-
tempt to prove that this in fact occurs, experience
with such many-body expansions and the exact two-
dimensional results leave us no doubt that our ex-
pansion for R(q) has a finite radius of convergence
in the K, plane in the limit as N tends to infinity, %
Given as expression for £(q), the calculation of
G4(R) rests upon the matrix elements

M@, 1)= (M@ | F) %),
M@, T)= (R |oE) [ M@))

From (2.34), (3.10b), (3.10c), and (3. 23a) we ob-
tain

4. 9)

(4.10)

from which we obtain M(§, T.) by complex configuration and replacement of T; by T,. With (4.10) we re-

express G,(R) as

G, (ﬁ) =N'lzaexp[ - I?(ﬁ)I 7n[ - iq' fl] \S+-{2 {1 +KL[¢(6)S++S._(T;+T I)

Recall that § is given by
(@mny /Ny, 27my /Ny, 27mg /Ny, -+, 241 /Ny y),
where n; ranges from 1 to N, for j=1,2,...,d-1;

1 14 1w
=2 n@===2 n
N 7 Ny = Not ngy=

So, as N tends to infinity, the sum (4. 12) defines
a Riemann integral over a (d - 1)-dimensional
hypercubical domain of volume 1. That is,

+ |S+-|2(T§+ Tz-,) @(ﬁ)h O(Kf)} as "Vu| ™.

(4.11)

and also that N=NyN,-. - N, ;, so that as N, tends
to infinity, g, tends to a continuous variable with
range (0,2m). The sum over § may be written

2mny 27y 2my,
Y -1
h<N1 PNy 77 Ny ) @.12)
|
. 1 -
lim ... lim = 2 &(9g)
Ny=e  Ngg-= N 7
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5 o h(%a---%-l), 4.13)

2

(T, (T d4aa

27
0

given that the function %(gy, g3, . . . ¢,.,) is integrable,
which means that in the thermodynamic limit
G,(R) is written as an integral over the single-
particle band:

Ztrdq de
GS(R):IShIZI #"'so Tqﬂl
0

x exp[— & (§)| r,| =44 - F,]
x {1+ K,[$(0)S,,S..(x {+T7)

+ 8. [P 3+ 13 (@] + o)} .

If one is interested in correlations inthe z direc-
tion, the asymptotic analysis of (4.14) provides a
straightforward formula for the decay of correla-
tion, However, to consider the angular depen-
dence of the correlation function, we need con-
sider decays for which |7,| and |7, | are com-
parable, That is, if R- z= cosf, then we are in-
terested in the decay of correlation in directions
for which 6 is finite, In treating such correla-
tions it is useful to introduce the Fourier-trans-
formed pair correlation function G,(§). To obtain
the decay of G,(R) as R tends to infinity, by the
Abelian and Tauberian theorems of Fourier analy-
sis, we need to treat G(§) as § tends to zero.

The poles of és(d) determine the decay of correla-
tion. Thus, in finding the angular dependence of
k, the inverse correlation length, we convert our
expansion for G,(K) into one for [ G,(§)]*. This

is equivalent to summing a certain subset of dia-
grams in the expansion for #(g; 0) M(§,%,).?® The
problem of determining the angular dependence of
the decay of correlation was considered by Onsager!!
who proposed an exact formula for K(R), which
was later derived rigorously by Cheng and Wu. ?’
In two dimensions our method reproduces this
Onsager-Wu result (we consider this to be a strong
confirmation of the general méthod). In higher
dimensions and/or finite fields an analogous re-
sult is obtained. For simplicity, however, we

4.14)

J

G,®R)=|s,.

0

21 2r
. de, df;.1 g-1
XS ggo 2 (E{COS(rUBj)eXpHV.J(ZKL|S+_

973

shall only present the derivation of x(ﬁ) for the
zero-field case, where T3 +7;=cosh(2K,), S,,
=S__.=0, and S, _=S_,=1, so that

2r

Gs(ﬁ) * S 27

*d
. S —fl exp[- k(@)| 7| - 4q- T.]
0 0 m

x [1 + K, cosh(2K,)¢ @) + O(K?)]

as |r,|\ -~ , (4.15)

We introduce the Fourier-transformed correlation
function
G,@)= 2 2> expligur, +4d, - fL)Gs(ﬁ)
ry== all ¥,

R=F,+7,2). (4.16)

Interchanging summation and integration, we easily
find that to first order in both K, and K,

G,(q) = 1+K,0(q,) +0(K?)

~1-2K,cosq,+0(K%) ’ 4.17)

where we have used exp - x(q,)=1+0(K,). Since
we really want an expansion for G,(d,)”, and K, is
a small parameter for this problem, we rewrite
(4.17) as

-1
G,(@) ~[1 - 2K, cosq, - ZKL(Z/ cosq, ; + O(K®)]™ .
J=1

(4.18)

We reiterate that (4.17) and (4.18) are valid only
for #=0. Equation (4.18) in two dimensions agrees
with the exact results found by Onsager,* and
Cheng and Wu.?’

Equations (4.14) and (4.18) form the basis for
our asymptotic analysis of the decay of spin cor-
relation functions. From (4.14) we obtain the de-
cay of correlation in the layering direction for ar-
bitrary field, and from (4.18) we obtain the angular
dependence of the decay in zero field.

We first examine the decay of correlation in the
layering direction (assuming, for simplicity, hy-
percubical layers with nearest-neighbor interac-
tions). The spin correlation becomes

2exp - || [In(p, /1) - 6©)S,.(S.. - S, JK, + O(K )]}

2

xcosd, + 0K }H1+K,5(0)S, ,S. (1] +T]) +2K,]| S+_!2(T§+Tg)§ cosf; +O(K?)]) . (4.19)
j=1

It is useful to introduce the following representation

for the Bessel function of the first kind with integer
order and imaginary argument?®

2
L) =§ 20 cos(vg) & e @. 20)

0217
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In terms of Bessel functions the spin correlation
function becomes

Ze- nol'r"l {H(K”, K.L)

GR)=s..
xafIz L, (kyl )+ K]S, |2 (05 +75)

-1
X ? [Irln-l(Kll,VHl )+I"ln‘ 1(K1| Vu‘ )]

x ,I} LGkl )h,  4.21)

where

ko=1n(u,/ 1) - 3(0)S, (5. _+S, K, +O(K?),

(4.22)

k= 2K, S, |2+ 0(k3),

HK,, K)=1+K,$(0)s,, S. (T;+7])+0(K?) .

In our analysis of (4.21) we keep T, strictly finite
and let |7,| grow very large. It is easily seen
that, to lowest order, I,,,(x) and I,(x) have the
same asymptotic behavior as x tends to infinity.
Further, in (5.39), K, is a small parameter.
Hence, for our purposes we may as well write
(Kll Tlll ).

- d-1
G,R)=~|S,_|2e ! IT I (4.23)
n=1

in
The net effect of the terms in (4. 21) which we have
neglected is to generate the first-order angular
corrections to the decay along the layering direc-
tion. Thus, (4.23) is correct only for »,=0 for
n=1,2,...,d-1. This restriction to the layering
direction is relaxed below in our (less rigorous)
calculation of the angular dependence of the decay
of correlation.

The Bessel functions in (4. 23) may easily be
analyzed asymptotically by Laplace’s method® to
find that, as x~ o,

L(x) =~ @ax) 2" [1+ a/x+ 0 (x°?)], (4. 24)

where a= -, so that the spin correlation function

decays as

Gs(7'||) ~ ‘ S..

2(2n)'(d'1)lze'“lr"|/(| 7 ‘ ) @a-1/2 ,

(4. 25)
with « given (to first order) by «, - x;, i.e., by
(4.4). '™ We have therefore demonstrated the OZ
character of the decay of spin correlation in the
layering direction of the d-dimensional Ising model
in arbitrary magnetic field.

Not surprisingly, the decay of spin correlation in
directions other than the layering direction can
also be simply expressed in terms of Bessel func-
tions. The Fourier inverse of (4.18) is

27 2m

2r ar
Gs(R)zJ d_GQ d_ei-_l_
0 0

(K=

o exp[ —ir,0p —iY%i 7, ,6,]
1-2K,cosb, — 2K, Y% cosg,+O(K%; K¥) "

(4. 26)

Using the integral identity

x= [Te™ ds 4. 27)
0

and interchanging the order of integration, (4.26)

is transformed to

- o a-1
G(R)~ [ dse 1, ((K,s) II 1, (2K,s),
n=1

(4. 28)
in which the Bessel functions all have large order
(since, by assumption |7,| - < and, further, |r,|
=|7,! tang). Thus, we shall require the asymp-
totic form of I,(x) as v tends to infinity (for all x),
which is given by?®

L(x) ~ [472(0% + £%)] Y * exp[ (V7 + x®) Y/ 2
-vsinh(v/%)]. (4.29)

With (4. 29) at hand we analyze (4. 28) using the
saddlepoint method. 2 The saddlepoint of the inte-
gral S, is determined by the so-called saddlepoint
condition and is given by

-1
Soz(rﬁ+4KﬁS§)1/2+§z(1'2“+4Kf5‘§)1/a. (4. 30)
1=

Let us introduce a vector x with components E,, ,

Kity+ .y Kig.1 defined by
7y = 2K, Sy sinhk, , 7,,=2K,Sysinhk,y, ...,
¥i4.1= 2K, Sysinhk, 4, , (4.31)

which allows us to rewrite the saddlepoint condition
as

d-1
1=2K, ), coshk, ,+2K,coshk, .
n=1
Using (4. 28), (4.29), (4.31), and a Laplace ex-
pansion about the saddlepoint, we find, as |R| ~ o,

(4. 32)

—- P d-1
G(R)~ (2m)"@1/2 o*R (4 Esinh®, [ 7.,cothk,,
n=1

4-1
+7,cothk, 2 4K 2sinh%, , II 7. cothk, )7V 2,
n=1 1#n
(4. 33)
- g d-l
k-R= lcl 7... +Ex xl,,[ n,,l .
n=
Introducing a hyperspherical coordinate system

ry=Rcosé , 7,,=Rsinf sinw, " ** sinw,_;cosw,,

n=1,2,...,d-1, (4.34)

G4(R) becomes
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Gs(’ﬁ) ~ G-'d(k, K”, Kl’ 9,{(.0"}) (z,n,R)-(d-l)/Ze-xR cosé

as R-= , (4.35)

’

where to lowest order, G, is given by

G~d (-IE, Ky, K., 6, {“"‘n})

-1
_ 2 N . .
= (4K: II sin6sinw, - - cosw,cothk,, sinh%,
n=1

d=1
+ cosf cothk, 27 4K?sinh?,, I1 siné
n=1 I#n

X sinw, - - » cosw; cothk,;) V% | (4. 36)
with
a-1

-1
2_ .2 S\ .2 2
RP=v2+ 2ovE,, w2+ 2k% =k,
i=1 i=1

(4. 37)

It remains to show that % is independent of R.
First, note that

. v v
K =| sinh™ ! , sinn(—4 .
[ <2K.,S(, ) 2K, S, )
v
sinh™(—2¢-1 4.38
<2KLSO , (4.38)

so that if S, equals aR with @ independent of R, &
does not depend on R (although it still depends on
R=R/R). Assuming Sy= @R, the saddlepoint con-
dition becomes

a = [0?4K? 1 cos?0] /2

d-1
+ 25 [@?4K? 4 sin®0 sin®w, . .. cosiw,]'/? (4. 39)
ne=l
which is patently independent of R. Thus, in (4.35)
% (and hence G,) is independent of R, and we see
that the OZ form for the decay of correlation holds
for spin correlation in an arbitrary direction at
high temperatures. Although we have only treated
the zero field case herein, a similar treatment in
a finite field also verifies the OZ form for the de-
cay of spin correlation in an arbitrary direction.
In two dimensions and as above zero field with
K,=K,=K, we easily write down S; explicitly as
aR with a given by

a=[1-16K%+... ]2

x{[1 - 3(1 - 16K+ ...)cos?20]'/2}}/2 | (4.40)
so that
. __siné . _ cosb
sinhk, —————-ZK"a , sinhk, = K, (4. 41)
G,(k, K, 6)=[4K? (sinf cothk, sinh?«,
+cosf cothk, sinh?k,)1/2 . (4. 42)

Finally, to first order in K,
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a~ (1-sinfcosb)V/? (4. 43)

This completes our treatment of the bulk spin
correlation functions. We have succeeded in show-
ing the decay of spin pair correlation functions to
be Ornstein-Zernike both for arbitrary field in the
layering direction and for arbitrary direction in
the absence of a field. In two dimensions and zero
field, our results agree to first order with the
exact results of Cheng and Wu?" and Onsager. 1

V. DECAY OF ENERGY-DENSITY CORRELATION
FUNCTIONS

In this section, we treat pair correlation func-
tions involving more than two spins. We shall
concentrate upon three-spin (spin-energy density)
and four-spin (energy-density) pair correlation
functions. In zero field we are easily able to con-
struct a proof that all correlation functions on a
finite lattice involving odd numbers of spins are
zero. Of course, if the lattice becomes infinite
in two or more dimensions, this argument is viti-
ated; and we then have an ordering temperature
below which the up-down symmetry is broken
either by boundary conditions (as we have shown in
Paper I) or by an infinitesimal field. However,
for all temperatures above this ordering tempera-
ture, its conclusions remain correct.

We also produce a proof that the transverse
(i. e., perpendicular to the layering direction) en-
ergy-density correlation functions are determined
by the even particle-number levels in a zero field.
This proof is valid so long as the perturbation ex-
pansion converges (for all 7 if N is strictly finite).
Thus, the asymptotic decay of transverse energy-
density correlation functions is specified by the
vacuum and the two-particle levels. In a finite
field the decay of these correlation functions is
again determined by the single-particle band.

Consider first the (27+ 1) spin expectation value
in zero magnetic field. In zero field, the transfer
matrix K may be written

K=2"cosh"K, exp[InV, 2 n(®)] exp{3K, 2 ¢(0)[y'x)

0
@G+ & 0]} - (5.1)

This operator does not preserve particle number;
but it does preserve the parity of the number of the
particles. Hence, since the largest eigenvector
is gotten by repeated operations involving transi-
tions induced by K - K; away from the vacuum
state |1®), we see that |},) only contains states

of even particle number. Similarly, the firstband
of eigenvalues below Ay will have states gotten by
transitions away from single-particle states.
Thus, the first band of states involves only odd
numbers of particles. In a like way we see that
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the 27 band involves only states of even particle
number and that the (27 + 1) band involves only
states of odd particle number. From our work in
Paper Iwe know that (°(1)...0%21+1)) may be
written in terms of the matrix elements of these
spins between eigenvectors of the transfer ma-
trix, In particular, consider the expectation with
a single spin in each layer. Then the matrix ele-
ments are of the form

(Rol0 (1) [ Nny, Ty} Ny T1]02(@) | My, Do)
Oy Tar0%@141)[2g),  (5.2)

where in {l)x,,ﬁ,l )}, n, labels the number of parti-
cles in the zeroth-order state and l, in an index
labelling the states within the band. Now, ¢*(¥)

= P(¥) + ¢'(F) changes the particle number by 1.
Thus, it takes even-particle-number states into
odd-particle-number states and vice versa. Then
in (5.2), n, must be odd, n, even, .. -, n,, even,
for a nonzero matrix element by orthonormality.
However, (X, ;10%@21+1)[2,) is then zero by
orthonormality. It is easily seen that putting two
or several spins in one or more layers leaves this
over-all situation unchanged. This constitutes a
proof within the context of the transfer matrix
that (o#(1). - -0#(21+1))=0 in zero field.

We now consider the energy-density correla-
tion function. In zero field the Ising Hamiltonian
is written

- B = KuE E ol (—f.v. ’ ) Ez(?; y Vut 1)

o T

+3K, 2 _.Z 2 99(-5)?_2(—{'; s ) 0 (T, +-5, 7).
Ty TL

! (5.3)

Thus, we are led to define an energy density
5(?1: 7)) =€, (-f.Lyyu)“‘eu(-fJ.,”n) ’ (5.4)

with

- Be, (T, y 70 = %K.L 25(p (5) o#(F, y ) @F(F, + -5, 70,
(5.5)

- pe,(Fy, ) =K, Qa(—f.l. s %) QE(?L ,7ut 1) (5.6)

In a finite field this is called the exchange-energy
density (or the enthalpy density). We call ¢, the
longitudinal energy density, and €, the transverse
energy density.

Of principal interest is tlle decay of the correla-
tion function G, ,(R)=(%e, (0, 0) b, (T,,7,)). As
|7,] tends to infinity,

Ge, (B) =20 [N (@2 (2] €, ©) 2 (@)

X<7\1(C1)|€_L(0)[A0>+ [ 2(dy, Go) /2] 10!

4.4z

X 2] €2(0)] 2 (1, 82) Y ( 22(G1, &) [ €. (D) 2 - (5.7)

Now as we have shown above, in zero field, |y
consists entirely of states of even particle number
and |2, (§)) states of odd particle number, The
energy density is a two-spin function and , as such,
preserves particle number or changes it by 2.

This means that €, cannot connect | Xy and [ (¢))

in zero field:

(e, (0) 2 (B = (0 (@) e, (D) 2 =0 (=0).
(5. 8)

So, in zero field, (5.7) becomes

GE:.(—R)zaZ 2 Ch:(lz)/)‘o ””‘<7\0‘€L(0)|)\2(q1,q2

103
X (0(81,8) | €, (0)| 2 . (5.9)

We developed perturbation-theoretic formulas
for Ay and 2,(4q;,q,); we now employ them to find
(when 7=0)

K (51;-{12) = m[%/"z(ﬁuaz)] = 2In(cothk,)

-K [9(@)+ ¢(G)]+0 (KD). (5.10)
We recognize that (5.10) implies
©(d,,q) = k(§) + R(d) , (5.11)
with #(§) defined by (4.4) with =0, It remains

to calculate the matrix elements in (5.9) (we set
7 =0 and specialize to correlation in the layering
directions). The eigenstates |2,) and (X! are
given by (3.10b) and (3.10c), while 12;(qy, g5)) is
given by (3.27) and (3.29). Thus, we have

(o | €2 (0] 28, o)) = - 3, D3 0(D)[ 4,5, )
+ ¥ 5, (5,0]+0(,). (5.12)

Similarly, we have
(0 (@,8)| €. (0)] 2 == 34, T3 0(D) [ ¥4 5, (0,)

+\II§1:32(376)]+ OK,). (5.13)

Hence, for nearest-neighbor interactions upon a
hypercubical lattice, we have

(ho] €. (B)| 22 (T, B { 22(T, Go) €. (0) [ 1)

8J2 d-1d-1

=222, expli(@,-

= 2
N 1=1 n=1

Qz)/z] sing, sing, ,

(5.14)
where @, and ¢; are the (d— 1) components of Q=7
+0p and 4= 3 (§, - q,), respectively. Because of
the translational invariance of the lattice, we may
replace the summation in (5.97) over @, and ,
by sums over Q and §—the sums running over a
Brillouin zone for @ and a slightly modified zone

for 4.% The meodification is introduced to avoid
double counting a few states near the Brillouin
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zone edge and disappears as {N, - =}, in which
limit, from (5.9), (5.10), and (5. 14) we have

G(ﬁ) 8J222§ zﬂ"gfd_Qdﬂ_

1=1 n=1 2

X @i Qn-Qp/2 Lilr K@ (5.15)

From parity considerations only the terms with
n=1 in (5.15) are nonzero, and using the trigono-
metric identities sinfx= [1 - cos2x] and cos(x+ y)
+ cos(x—y)=2 cosx cosy, we find

' sing, sing,.

Ge,(R) =4(d~1)J2 exp[-2In (cothk,)| 7, ]

X< ' dQ dq 4)'{J_Ir||lcosq)d-2
2m

L T
X S 4Q\" dg (1 - cos2q)
2w ), 2m

x expl4K , | r,| cos(3 Q) cosq]

as |7,| ~». (5.16)

Again, as for G,(R), we may rewrite (5.16) in
terms of I,(x) Bessel functions and asymptotically
estimate (5.16) as |7,] — .30 The result of the
asymptotic analysis is

(ﬁ) ~ 6477&(6)J§. -2kR

* W67K, R e (5.17)

with « given by (4.4), with §=0. (The details of
the analysis are given in the Appendix.) Note that
this form reproduces the Hecht-Stephenson result!®
in two dimensions and generally disagrees with the
OZ prediction. Equation (5. 17) is in agreement
with the exact two-dimensional results of Stephen-
son ® and of Hecht.® As discussed in Ref. 1(b),
our results differ strikingly from those obtained
by Polyakov® using diagrammatic techniques. We
have shown that in zero field the decay of energy-
density correlations is non-OZ simply because the
leading asymptotic forms arise out of the two-
particle band rather than the single-particle band.
Our result (5. 17) is subject to the criticism that
it seems to depend crucially on having two spins
in the same layer so that the two-particle states
enter, and hence G, (R), which has only one spin
per layer, might have a different asymptotic form.
Actually, this is not the case. It is easily seen
that as K, -0 in zero field (with R=7, 2)

G, (R~ Z: E e-[K(3)+k(k)] -RK(dy,d3)
€

1D Q1vﬂz
x (@ o%(0)| k) (K| 0%(D)] ¥ (dy, &)

X (¥ (&4, %) o%(0)| B (D| 0%(0)| &) , (5.18)

where k) and |B) are single-particle running-wave
states as in (3.16), and |¥(q,,d,)) are the two-
particle statesdefined by (3.27) with (3.29). The
simplest way to analyze (5.18) is to use (3.2%7),
perform the direct-space summations—thereby re-
ducing the sums over ¢, and '(iz to sums over the
product (qu i— 0,20 4,5~ O45,5)s after which the
sums over k and D are converted to integrals which
are then expressed in terms I,(x) for large x, and
easily analyzed. The result is identical to (5.17).

The point is that for correlations involving two
local operators of the form

A (,},?”"0) ZEZ A({’V" 7"ntjl’ {lrL rll'})

=1 rylryy

XEZ(?M; Vip)e s 0% (Tizns Yizn) s (5. 19)
with A a short-ranged kernel, the asymptotic de~
cay of correlation will have its major R dependence
determined by the two-particle eigenstates as in
(5.9) and in (5.18). For example, we are able to
generalize (5.17) to the zero-field decay of any
correlation function an even number of spins in
layer [ and an even number of spins in layer [+R.
For such correlations, then, we have

Geven(ﬁ) ~R-de~2KR (R - °°)y (5. 20)

because the decay is necessarily determined by the
two-particle band. On the other hand, in zero field
it is also clear that the decay of correlation func-
tions involving 2#+1 spins in layer ! and 2m + 1
spins in layer I+ R is OZ-like. That is,

G oaa(R)~RHD/2 ™R (R~ o) | (5.21)

since in this case the decay of correlation is de-
termined by the single-particle band.

We now complete our treatment of the decay of
correlation at high temperatures by calculating
the asymptotic decay of spin-energy density pair
correlation functions and energy density pair cor-
relation functions in a finite field, We shall find
that they exhibit the normal OZ-decay.

In finite magnetic field the single-particle con-
tribution to (5. 7) does not vanish. The calculation
of the single-particle matrix elements being
straightforward, we only present the results:

G @~ st |s,. [ 260 [0 ©): Lem

, 5. 22
(47K, 1S,_12R)'172 (6.22)

(6€,(0, 0) 850, 7,))

= 20(0)S,.1S,.12¢™"
=G5L-s( )~(41'TK1]S IZR)M -1)72

as R— o,

(5. 23)

Thus, both are OZ with  defined by (4. 4) and q
equal to zero. Again we can safely generalize our
results to say that in finite field any pai» correla-
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tion function will be OZ-like in form because the
leading contribution arises from the single-parti-
cle band. This is because the matrix elements be-
tween the zero-particle and single-particle states
are manifestly finite:

n
(®]o*&y)- - - 0*(ky) [q)= 20 e " THsTIS, | (5.24)
J=1

In a small, but finite, field the two-particle con-
tribution to an arbitrary correlation function re-
tains the form [Eq. (5.20)], so that generally we
may expect (1.10) to hold.

VI. SUMMARY

In this work we have considered the asymptotic
decay of pair correlation functions in the Ising
model at high temperatures and have found that
the decay of bulk spin correlation functions is in
accord with the OZ prediction for arbitrary mag-
netic field. Further, in zero field we have con-
sidered the angular dependence of the decay of such
correlations—{finding results which are a direct
generalization of the exact two-dimensional result
of Onsager!* and of Cheng and Wu. %

On the other hand, the energy-density correla-
tion functions were found to obey the OZ predic-
tion only in nonzero field. In zero field they are
found to exhibit the non-OZ form (5. 17)—a gener-
alization of exact two-dimensional results of
Stephenson'® and of Hecht.® On the other hand,
our results are in disagreement with those of
Polyakov, 3! as we have discussed previously.

Correlation functions involving an odd number
of spins were found to be identically zero in zero
field and OZ-like in finite field. Finally, we found
that correlations involving a group of 2n spins in
one layer and a group of 2m spins ina distant layer
would have the non-OZ behavior typified by the
energy-density correlation functions in zero field,
while correlations involving 2 + 1 spins in one
layer and 2r+ 1 spins in a distant layer verify the
OZ form in zero field.
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APPENDIX
We derive (5.17) from

G, (R)~4(d - 1)J? exp|- 21n(cothk,) |r,|]

X ! ﬂ S d_q eu&lrnl cosq)bz
., 2T ) 27

T
dQ \" dg
X S-” o S-, o (1 - cos2q)

X exp[4Kl|7f.,|cos(§Q)cosq] as }rul -0,
(A1)
The integrals in (Al) are analyzed as follows:

27 o

=T

T d d
S a9 r 4 exp(4K, |7, | cos3Q cosq)

-T

Td

:S EQ‘IO(4KLI’V“[COS%Q)

-7

N ae Lo\-1/2 L

~\ 3 (87K, |7,| cos 3Q) ™ 2exp (4K, |, | cos 3Q),
- (42)

T dQ (" dg
S o S-F o (1 - cos2q)

=T

x exp(4K, |7,|cos3Q cosq)

= ST Z_ST? [[o(4K, |7, cos3Q) — Iy(4K, |7, | cos3Q)]

T
d -
~ S g (87K, |7, | cos3Q)™V/?
-T

exp(4K, |7,| cos3Q) A3
X 2K, |7yl cos3@ ’ (43)

where we have used the asymptotic form of I,(z) as
Iz | tends to infinity, %

The asymptotic behavior of (A2) and (A3) for
large l7,| is easily extracted using Laplace’s
method. 2 In both cases the saddlepoint is at the
origin and we may replace cos3Q as the denomina-
tors of both integrands by unity. In the first case,
we obtain

Tode Ly-1/2 1
Cr (BnKL,V“. cos3Q) exp(4K, |1f“| cos3@)
-7
4K lryl
~ 80 (A4)
167K, lr,|
and in the second

-1z €xp(4K, 17, | cos 3Q)
2K, |7,] cos3Q

" de 1
s_ﬂ o (87K, |7, | cos3Q)

eéK_Llr"I
T AL (A3)

Hence we obtain the desired result

7 _84100) % o
GE(R)‘ (161TK1R)3 e ’ (A6)

where @(0)=d -1, the layer coordination number.
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Effects of the Spin-Flop Transition on the Two-Magnon Absorption in MnF2T
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The effect of the spin-flop transition on the magnon dispersion relations in uniaxial antiferro-
magnets has been investigated. The contribution of the dipole-dipole interaction is studied in
detail for Brillouin-zone-edge magnons. It is shown that the magnon-pair modes shift at the
spin-flop transition to lower energies by an amount that is directly related to the k-dependent
contribution of the dipole-dipole interaction. Shifts of the far-infrared two-magnon absorptions
in MnF, of 0.8+0.2 and 2.15+0.3 cm™! were measured for EI1& and -E’I_LE, respectively, by
Fourier-transform spectroscopy at T=1.4 K. ’Ilhese shifts are in agreement with the calculated
values and constitute a direct observation of the k~dependent dipolar energy.

I. INTRODUCTION

MnF,, as well as many other magnetic insula-
tors, orders antiferromagnetically below its Neel

temperature. The elementary spin excitations in
such an ordered state, known as spin waves or
magnons, have been directly observed in these
systems. Observation of single modes (one mag-



