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The present paper describes in detail a new method of obtaining information about the
Fermi velocity of electrons in metals, point by point, along certain contours on the Fermi
surface. It is based on transmission of microwaves through thin metal slabs in the presence
of a static magnetic field applied parallel to the surface. The electrons carry the signal
across the slab and arrive at the second surface with a phase delay which is measured relative
to a reference signal; the velocities are derived by analyzing the magnetic field dependence
of the phase delay. For silver we have in this way obtained one component of the velocity
along half the circumference of the centrally symmetric orbit for Bll [100]. The results are
in agreement with current models for the Fermi surface. For Bll [011], the electrons involved
are not moving in a symmetry plane of the Fermi surface. In such cases one cannot immedi-
ately derive the velocity components, but the method can still be used to provide a comparison
of different Fermi surface models. Such a comparison has been made of an augmented-
plane-wave model (Christensen} and a Fourier model (Halse}, both yielding the experimentally
determined areas and cyclotron masses for symmetry orbits of the Fermi surface, but dif-
fering slightly at general points. The comparison favors the Fourier model.

I. INTRODUCTION

Most experimental information involving the
Fermi velocity of electrons in metals is obtained
in the form of averages over closed electron or-
bits, and more or less complicated inversion
schemes must be devised in order to extract from
such data the velocities at isolated points on the
Fermi surface. One notable exception concerns
the magnetic surface states, a study of which al-
lows a point-by-point mapping of the Fermi veloc-
ity along certain contours. However, even in this
case, the analysis requires a thorough knowledge
of the geometry of the Fermi surface in the vicin-
ity of these points.

In this paper we discuss a different technique
which in many cases makes it possible to obtain
velocity information without presupposing more
than a qualitative understanding of the Fermi-sur-
face shape. The method is based on the transmis-
sion of microwave power through a metal slab in
the presence of a magnetic field applied parallel
to the surface. This is the configuration appropri-
ate to the radio-frequency size effect. We shall
be concerned with the range of magnetic fields be-
low the first-order size-effect line, where all
electrons collide with at least one metal surface.
The electrons are accelerated by the electric field
while they are in the skin layer, and they subse-

quently follow a curved trajectory in the magnetic
field until, after a certain time of flight, they col-
lide with the second surface. Here they give rise
to a transmitted signal whose phase is determined
by the time of flight, i. e., by the reciprocal of the
electron velocity, integrated over the trajectory.
The idea is now to measure this time of flight by
using the microwave period as a time unit. This
is done by letting the transmitted signal interfere
with a leak signal, whose phase is magnetic field
independent, and observing the beat pattern. For
accurate measurements we require a time of flight
of many time units, and since the time of flight is
a decent fraction of a cyclotron period, we must
have the microwave frequency large compared to
the cyclotron frequency. We thus find ourselves
working at frequencies typical of cyclotron reso-
nance rather than of size-effect experiments. The
time of flight in itself contains velocity informa-
tion in the form of an average over the trajectory.
However, a differential change in magnetic field
leads to a corresponding change in the length of
the trajectory. The difference in time of flight at
the two magnetic fields is then directly related to
the velocity at the end point of the trajectory. This
point can be moved around on the Fermi surface
by sweeping the magnetic field, and by applying a
straightforward analysis, whose basic ingredient
is a differentiation of the time of flight with re-
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spect to magnetic field, we are therefore able to
perform the desired point-by-point mapping.

The present work is based on experimental evi-
dence reported briefly in a previous publication. 3

We begin in Secs. II-IV by describing in some de-
tail the experimental technique, emphasizing the
microwave aspects as well as the sample prepara-
tion. We then in Sec. V review the experimental
results obtained for the magnetic field along the
[011]and [100] directions in the (011) plane of sil-
ver. The origin of the results, which are qualita-
tively different for the two directions, is explained
in Sec. VI. Using a simple model, which serves
only to elucidate the principles of the transmission
process, it is shown that the observed oscillations
arise from electrons that collide with either one or
two metal surfaces. (From here on these are de-
noted type-I and type-II electrons, respectively. )
We proceed in Sec. VII with the development of a
more rigorous theory which will eventually enable
us to extract velocities from the experimental
tracings, or, alternatively, to calculate transmis-
sion spectra if the velocities are known. The first
step is a derivation of a variational expression for
the transmission coefficient. Next, this quantity
is evaluated by using a damped exponential as a
trial function for the electric field distribution. It
is here necessary to consider type-I and type-II
contributions separately. We do not attempt to
perform a self-consistent calculation, and the re-
sults we obtain seem to justify this omission.

Since the objective of this paper is to demon-
strate the applicability of a new technique, we rely
heavily on augmented-plane-wave (APW) calcula-
tions of Fermi velocities, performed by Christen-
sen. Using these in conjunction with our derived
transmission coefficient, we calculate transmis-
sion spectra for the two orientations, and these are
compared with the experimental tracings in Sec.
VIIL For 8 II [100], where type-II electrons are
dominant, the agreement is almost perfect in the
entire range of magnetic fields considered. For
8 II [011], we find good agreement in most of the
range if we base our interpretation on type-I tra-
jectories alone. Some minor discrepancies at low
magnetic fields, as well as the discomforting ab-
sence of a type-II contribution, are discussed.

In Sec. IX we reverse the procedure. We now
assume the velocities to be unknown and develop a
procedure by which we can extract them from the
observed spectra. It turns out that the 8 It [100]
case allows determination of one velocity compo-
nent to an accuracy of a few percent over a 45'
range of the central orbit on the Fermi surface.
This corresponds by symmety to one-half of the
entire circumference. An experiment with the
sample cut in a (001) plane would supplement this
information to provide both velocity components

along the entire orbit. In contrast, the 8 ll [011]
case proves more difficult to analyze. Qwing to
the presence of the necks, the orbits involved are
not located in a symmetry plane. Different orbits
are operative at different magnetic fields, and the
contour along which the velocity is measured can,
in principle, only be identified accurately once the
velocities are known. This case is therefore more
useful as a sensitive check on already existing cal-
culations. For silver we have compared in this
way the APW velocities with velocities derived
from a Fourier model for the Fermi surface, the
expansion coefficients being given by Halse. ' The
result of this comparison, which seems to favor
the Fourier model, is presented in Sec. X. In the
concluding Sec. XI we comment on the best choice
of the various experimental parameters and sug-
gest some modifications of the experimental tech-
nique that will facilitate the data analysis and im-
prove the accuracy.

II. EXPERIMENTAL ARRANGEMENT

The experiments were performed in a two-cavity
transmission spectrometer with identical entrance
and exit cavities, the sample serving as a common
end wall. The cavities, with @=3000, resonated
in the TE»& mode, and the degeneracy was re-
moved by Teflon pins mounted across the coupling
holes. The resonant frequency of both cavities
could be adjusted by inserting Teflon pins through
holes at current nodes. This made it possible to
correct for small unavoidable changes in resonant
frequency during cooling to 4. 2 K. The cavities
were surrounded by a can in order to exclude the
liquid helium, and an exchange-gas pressure of
typically 0. 1 Torr was maintained in order to as-
sure thermal equilibrium. Any change in pressure
was made at a very slow rate so as to avoid strain-
ing of the sample due to different pressure on its
two sides. The magnetic field was generated by a
superconducting solenoid provided with a separate
superconducting modulation coil. The tilt angle be-
tween the magnetic field and the sample surface
could be controlled and reproduced to within I by
tilting the solenoid. It was adjusted to zero by the
aid of a very tilt-sensitive cyclotron-resonance
signal.

The signal transmitted through the exit wave-
guide was detected in a superheterodyne receiver
with 70-MHz intermediate frequency. A separate
i. f. channel with a frequency discriminator served
to lock the local-oscillator klystron to the signal
klystron, and by detecting the phase difference be-
tween the two i. f. signals a voltage was obtained
which was used for locking the signal klystron to
the entrance cavity. The magnetic field was mod-
ulated at 270 Hz, and the 270-Hz component of the
detected i. f. output was recovered in a PAR lock-
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in amplifier and fed to an g-y recorder. The dis-
played signal was thus proportional to the magnetic
field derivative of the signal emerging from the
exit cavity.

III. SAMPLE PREPARATION AND MOUNTING

The starting material was in the form of disks,
spark cut from a —,'-in. -diam Ag single crystal ob-
tained from Metals Research, Inc. The initial re-
sistivity ratio of around 350 was raised to 7500 by
oxygen annealing, and the disks were then spark
planed down to a thickness of 0. 6 mm. After a 60-
sec etching in dilute HNO3 in order to remove the
deposits from the spark planing, the disks were
chemically lapped on one side in concentrated HNO3

at a rate of 10-15 p./min. After a few minutes
the sample surface would be specularly reflecting,
although it would still have a fairly lustreless ap-
pearance. Microscopic inspection showed a large
number of surface irregularities, and these could
be removed by chemical polishing at a rate of 30
p/min in a solution consisting of 200-g saturated
Cr03 solution, 25-ml HNO3, 15-g Na&SO4, and
950-ml H~O. Both the lapping and the final polish-
ing were performed on a Teflon cloth stretched
over a stainless-steel plate. The surface would
then appear flat, highly shiny, and with only a very
small amount of orange-peel structure, the residu-
al small-scale rounding being of the order of a few
minutes of arc. After finishing one side, the sam-
ple was turned around, and the same procedure
was applied to the second surface. During polish-
ing the sample was mounted on a stainless-steel
disk by means of paraffin. When the final thick-
ness of 0. 235 mm was reached, the sample was at
the same time detached and cleaned by immersing
in xylene and heating to 70 'C.

The polished sample was now mounted on the en-
trance cavity by means of a thin layer of paraffin.
The second surface was covered by a thin piece of
mylar foil, and the two cavities were lightly
clamped together. With this arrangement the iso-
lation between the cavities was limited to 60 dB, so
that a substantial leak signal would always be pres-
ent. As shown in Sec. IV this leak signal serves
as a reference with respect to which we measure
the phase of the signal transmitted through the slab.

IV. DETECTION SCHEME

Introducing

ge'"-=te'"'e' "'+l (4. 3)

we get

~E«,
~

=s +ED ( +2sEO)cos(&o, .~ t+y —P —y) .
(4. 4)

Making use of the fact that Eat «Eol «s, and as-
suming the response of the diode to be given by
Vj f I Eg g I the amplitude of the i. f. voltage be-
comes

V, ., -ns '
Eog

- Eo IL t + l'+ 2tl cos[P (8) —P] ] +

- Eo [l+ Re(Te '")] . (4. 5)

Finally, by modulating the magnetic field, we mea-
sure

'- E-, „Re(Te ") . (4. 6)

In what follows we will occasionally drop constant
phases from T, considering them as included in the
unknown phase g.

V. EXPERIMENTAL RESULTS

The results of experiments with the sample nor-
mal along [OT1] and the magnetic field B along
[100] and [011], respectively, are shown in Figs.
1 and 2. For B along [100] we see a very compli-
cated first-order size-effect line. The position of
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where p(B) is the magnetic-field-dependent phase
of the signal transmitted through the slab; g is the
unknown, constant phase of the leak signal; and X
is the phase of the local-oscillator signal. Eo is
the incident amplitude, so T is the transmission
coefficient. The absolute value of the total field is
then given by

(
E (tel I P )-43+ t) elan+ eel Ql~ g +x

(4. 2)
where

(dg, g. = (d —&yo ~

The net signal at the input side of the i.f. mixer
is the vector sum of the signal transmitted through
the slab, the leak signal, and the local-oscillator
signal. These may be written

LU
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t 0 T= t+44 (B)

(4. 1)
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FIG. 1. Experimental reflection and transmission spectra
for Sit [100].
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FIG. 2. Experimental reflection and transmission
spectra for Bll [011]. The oscillatory signal beloved cutoff
in the reflection spectrum is cyclotron resonance from
an incomplete dog' s-bone orbit (orbit e in Fig. 3).

the cutoff field B„where the maximum orbit di-
ameter equals the sample thickness, can be found
to within +2% by comparing with the cyclotron-
resonance cutoff in the reflection spectrum@. This
follows since electrons at the central Fermi-sur-
face section (orbit a in Fig. 3) are simultaneously
extremal with respect to orbit diameter and cyclo-
tron mass. Having thus located B, it appears that
there i.s a substantial amount of structure on both
sides. This is different from what is observed in
size-effect experiments at frequencies ~ small
compared to the cyclotron frequency +„where the
cutoff field corresponds to the onset of the size-
effect line with no structure appearing below. '

Above B, we find a large number of narrow lines
which become even more pronounced when the
modulation amplitude is reduced. The origin of
this structure is believed to be a beating of the ex-
tremal orbit diameter with successive oscillations
of the skin layer at the two sample surfaces. This
is supported by the fact that the relative width of
the individual lines agree in order of magnitude
with 5/D, where 5 is the skin depth and D the sam-
ple thickness. The existance of such narrow lines
suggests that the orbit diameter is very uniform
over a wide section of the Fermi surface. This
feature, which is confi:rmed by calculations, 4 also
accounts for the presence of a large number of
higher-order size-effect lines created by reexci-
tation of the skin layer at integral multiples of the
orbit diameter below the surface. A detailed anal-
ysis is complicated by the presence on the Fermi
surface of two noncentral orbit minima in addition
to the central maximum. Further, the nonuni-
form sample thickness caused by the over-all
rounding of the surfaces will lead to signals cor-
responding to the minimum as well as the maxi-
mum sample thickness.

In the following we shall concentrate our effort

00l
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FIG. 3. Fermi surface of silver indicating various orbits
referred to in the text.

on the range below B„where we observe a series
of oscillations that can be traced down to B/B,
=0.V. Considering their amplitude it seems un-
likely that they are caused by the small number of
rosette orbits or by electrons from the limiting-
point zone of the Fermi surface. We shall see, in
fact, that they are due to belly electrons which
collide with both sample surfaces, but which are
nevertheless able to carry a significant amount of
power across the slab and deliver it to the exit
cavity. The recorder tracing also contains the
cyclotron-resonance signal from the belly elec-
trons. This is associated with the leak signal, and
I of (4. 5) thus has some magnetic field dependence
in it. However, for the region of interest, below
8„ there are no cyclotron-resonance oscillations
in this direction, so dl/dB may be taken as zero,
as in (4. 6). In any event, since cyclotron reso-
nance is a small perturbation of the surface impe-
dance, we can always regard l as being constant.
In Sec. VI we show that the combined effect of the
belly electrons and the leak signal can account for
the qualitative features of the observed oscilla-
tions. Before we do this, however, let us review
the [011]results.

For B along [011]we find a first-order size-ef-
fect line, but this time with much less structure.
Now the size-effect electrons (orbit b in Fig. 3)
have a minimum orbit diameter. They are located
in two narrow, noncentral, Fermi-surface sections
close to the necks, and, owing to the fairly rapid
variation of orbit diameter with momentum compo-
nent along B, the higher-order size-effect lines
are absent. The position of the size-effect field
in this case cannot be inferred from the cyclotron-
resonance cutoff. The electrons with extremal
cyclotron mass (orbit c in Fig. 3) are located clos-
er to the center of the Fermi surface, so that they



POINT MEASUREMENTS OF FERMI VELOCITIES BY A. . ~ 381

V
O

20

type I

type Z

)0

type I
~, ~, „

type E5— 4 „=(otz, ——(2C/g) arcsinq . (6. 2)

signal of fixed phase, we may expect a series of
oscillations with a period determined by &4t = 2v.
Figure 4 shows that the qualitative behavior of such
a signal closely resembles that observed for 8
along [011].

The [100] signal may be understood by reference
to a slightly different situation. Let the electron
collide with both sample surfaces, moving in what
we shall call a type-II trajectory (Fig. 4). If a net
signal is going to be produced, it must come from
those orbits that have an extremal phase delay.
These orbits are symmetric about the symmetry
plane of the sample, and the phase delay is then
given by the expression

0
0 0.5

8/ec
I.O

FIG. 4. Time of flight (in units of the microwave
period) across the sample-vs-normalized magnetic field
for circular type-I and type-II orbits. . The arrows indi-
cate magnetic fields at which the time of flight is an in-
tegral number of microwave periods.

have a larger orbit diameter, and the cyclotron-
resonance cutoff will therefore be at a higher field.
However, present band calculations are so reliable
that we can safely calculate B,. Again we see a
substantial amount of structure below B„but this
time it extends towards lower magnetic fields, and
the spacing of the peaks decreases rather than in-
creases when B is lowered. We shall show that
we are here dealing with a transmission effect
caused by electrons that collide with one surface,
and we proceed now to present a simple model that
can account for the results obtained in both direc-
tions.

VI. QUALITATIVE EXPLANATION

Let us consider an electron moving in a circular
trajectory, skimming the skin layer at one surface
and colliding with the second as shown in Fig. 4.
We shall denote this a type-I trajectory. The
phase delay experienced by the electron during its
time of flight tl across the sample is given by

4 z = &utz = (2C/g) are sin Wg,

where C = B /B, is the ratio between the magnetic
field at cyclotron resonance and at the size effect
and q = B/B, is a variable, proportional to B and
normalized to unity at the size effect. If the field
transmitted by the electron beats with a reference

This time we find that the number of oscillations is
limited and that they occur only close to q = 1 (Fig.
4). This is exactly what we observe with 8 along
[100]. It remains to be explained why two different
kinds of trajectories have to be invoked in order to
explain the results in the two directions. We shall
deal with this problem in the more rigorous treat-
ment that will be presented in Sec. VII.

&-$~t z fk(c-D~
Oe z&D. (V. 1)

Here k = &u/c is the free space wave number, and c
is the speed of light.

We can express the transmission coefficient T in
terms of the parameters n and P which give the
boundary conditions at the two surfaces:

dE
(0) = n E(D) —pE(0), (D) = pE(D) —nE(0) ~

(V. 2)
The symmetry of the relations (7.2) is a conse-
quence of the assumed inversion symmetry of the
Fermi surface. Inserting (V. 1) in (7. 2) we imme-
diately obtain the desired expression

-2ikn
(P —ik)' —n' ' (V. 3)

We shall see below that P is essentially the in-
verse of the skin depth and is, consequently, much
larger than 4. We may therefore neglect k in the
denominator of (V. 3). Further, an estimate based
on circular orbits shows that n~& ~~ P~. The ap-
pearance of n in the denominator corresponds to

VII. CALCULATION OF THE TRANSMISSION
COEFFICIENT

A. Transmission Coefficient

We consider our sample to lie parallel to the gy
plane, with one face at z =0 and the second face at
z=D. The incident, reflected, and transmitted
beams are expressed in terms of the electric field,
which we take linearly polarized in the y direction:

E(z, t) = E, e '"' (e"'+Be "'), z ~ 0
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the possibility of the field being propagated across
the sample 3, 5, 7, . .. times. These multiple re-
Qections should then show up as additional peaks in
the observed spectrum, with a magnitude of no
more than 10% of the fundamental oscillations.
Since such oscillations are not observed, we may
be confident that the above estimate of the magni-
tude of a is not exceeded, and thus also neglect the
c(z in the denominator of (V. 3). We then have

impedance and skin depth of a semi-infinite sam-
ple. Thus, (7.4) can be rewritten

T = —2i ((u/c) 5' c(. (V. 14)

To the same accuracy, we may neglect the first
term in (V. 12) and get

n=(4'(d/c ) f dz f(D —z) J dz K(z, z )f(z ) .
(v. 15)

T = —2i ((o/c) n/p' . (v. 4)
C. Evaluation of T

B. Uariational Expression for T

We may now derive variational expressions for
n and P, and thus for T. The quantity

4mz

40

is stationary with respect to variations of E(z). 6 8

Here, the current is given by

q(z) = J' dz'K(z, z') E(z'),
where, since the Fermi surface has inversion
symmetry, the kernel obeys

(v. 5)

(v. 5)

K(D-z, D —z)=K(z, z ). (V. 7)

The stationary value of A[E] is achieved when E(z)
satisfies Maxwell's equations, and then (7. 2) im-
plies that

AD2a2= [E'(D)+E'(o)]P —2E(o) E(D) ™, (7 3)

where A„„is the stationary value of A[E].
If we choose the normalization E(0) = 1, we can

always write the electric field as

We can obtain an expression for the kernel
K(z, z ) in (7. 6) from the Chambers expression for
the current (assuming diffuse reflection at the
sample surfaces) and use this, together with
(7. 14) and (V. 15), to write the transmission coeffi-
cient as

2 2

C

where
I(k„)=f, dz f[D-z] f dy~„(y, y„)

(v. is)

xf[z —Ii(g)+B(y')] . (7. 17)

Here —e is the electronic charge; k„ is the corn-
ponent of momentum parallel to the magnetic field;
m, = eB/(d, c is the cyclotron mass and a function
of k„; (I)) and P are r~, times time variables which
give the position of the electron on its orbit (at
fixed k„) about the Fermi surface, with (t) = 0 at the
"top" of the orbit where the z component of the ve-
locity, v, (g, k„), vanishes. The y component of the
electron's velocity is v„(p, )),„),

(v. 9)E(z) =f (z) + pf (D —z),
where

f (0) = 1, f (D) = 0 . (V. 10)

Using this form for E(z) in (V. 5) combined with
(7.8), we obtain variational expressions for o, and P:

V = ((2) + i/T)/(d D 2

where 7 is the relaxation time, and

B(y)=(i/~, ) f, v, (y', u„) dy'.

(v. Ie)

(7. 19)

' df (*))'p=' dz
I

40

) D

f (z) dz' K(z, z') f (z')
4Q

df (D -z) df (z)
dz

(v. 11)

Finally, A. (z; (3)), k„) is the last "time" previous to
Q at which an electron collided with a surface if at
P the electron is at a depth z.

It is the presence of A. which necessitates the
separate consideration of the contributions from
type-I and type-II trajectories (Fig. 4). In the
course of the calculations we shall make use of a
set of assumptions, all of which are well satisfied
by the experimental conditions. They are

+ z f(D —z)
)

dz X(z, z')f(s')) . (2. 22)
C ~ Q.

p = —(4xi(o/c') I/Z„=- 1/5„, (V. 13)

where Z„and 5„are, respectively, the surface

Neglecting terms of order e n~~ (5 is the skin
depth), the upper limits in (V. 11) may be extended
to infinity to give

151».«1 ~.T; I51/D«1 I»I».«I ~

(v. 20)
Here R, is a typical cyclotron radius. For the
type-II oscillations we further require ) v(»1.
Also, our results will be restricted to magnetic
fields not too close to B, [for our case we require
(B,—B)/B, » 10~]. We shall not attempt to cal-
culate E(z), but rather take advantage of the sta-
tionary nature of (7. 16) and use the trial function
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f(z)=e ",
with 5 ultimately taken equal to 5„.

1. Contribution of Type-I Trajectories

(V. 21)

There are two kinds of type-I trajectories,
those that skim the z = 0 surface and those that
skim the z = 0 surface. Due to the inversion sym-
metry of the Fermi surface these give the same
contribution when integrated over k„. Hence, we
will only consider the contribution from those:
skimming the z = 0 surface, and include a factor of
2 to account for the others.

The type-I contribution to (V. 1V), called I1(k„),
has the same form as (V. 1V) except that the upper
limit in the P integration is now P„defined by

z=R(y, ) . (V. 22)

Using (7. 21) and the fact that 6 is much smaller
than the cyclotron radius, the P integration is
performed by stationary phase in the usual way.
However, because we deal with I v I

- 25, we cannot
neglect retardation effects' occurring because the
microwave phase changes while the electron passes
through the skin depth. This means that the sta-
tionary point is not where v, = 0, but rather at P,
which satisfies the "surf-riding" condition:

only one stationary point in the integration. That
is, we assumed a convex orbit.

The most important part of (V. 27) is the 8'"d&

Here Pv is the "time" it takes an electron, which
skims the z = 0 surface, to reach the z = D surface,
and it is determined, according to (7. 22), by D
=R(gzz). Then the real part of vQ~ is the phase de-
lay Q/of (6. 1) in more general form. The imagi-
nary part describes the damping caused by the bulk
collisions.

The amplitude factors in (V. 2'7), however, are
not negligible. The two factors of p, arise from
the coupling with the electric field (in the y direc-
tion) at both surfaces. v, (Pv) passes through zero,
producing a zero in I& and a phase change of g, at
that value of p v for which the type-I orbit hits the
z = D surface normally (at Qv= —,'z/ for circular or-
bits and for orbits of fourfold symmetry). This
reflects the fact that an electron coming perpen-
dicular to the surface cannot contribute to the
microwave field parallel to the surface.

The appearance of P, in G(k„) reflects retarda-
tion effects (in the absence of which p, vanishes).
The factors of 5 were discussed in Ref. 3. They
reflect the number of type-I orbits contributing
and the amount of time they spend in the skin lay-
er.

v,(Q,) = —ivtd, 6 . (V. 23) 2. Contribution of Type-II Trajectories

The g contour must be distorted to pass through
the complex g„and then the limits may be ex-
tended to infinity to give

1/t' 2

i,(k„)=2(2z6~,)"'~ " (y„k„) ~

(~ ) F(k )
-iud - (1/ d&zz(4+) e 8/ d-

(V. 24)

x .
'

G(k„), ('7. 27)
1+iv6&u,/v, (@v, k„)

where

G(k )
9 c& g

[Sv,(y„k„)/Sy]1/z 1+zv6&0, /v, (pv, k„)
(7. 27a)

To simplify the bookkeeping, we have assumed

where

F(k„)=f dz f 'dP v (P k ) e'"o 8
"i" ' ' (7.26)

Using (7.22) to change variables from z to P„
and integrating by parts, we get

F(k ) = f dg [D —R(g)] v, (P, k„)e'" e'
(V. 26)

This last integral is integrated after expanding the
integrand around p = P v. Then, neglecting higher
powers of 5 divided by the cyclotron radius, we get
the result

I (k ) 2(2 )1/86d/2 d/ y ID x

v, (71',) = v,(y', ) ('7. 28)

z = R(P,') —R(X,') . (V. 29)

Finally, ('7. 22) is used to change variables from
z to P„and expanded the integrand near Q, = Pv
(that is, near z = D). The result is

( ) „/, 21/ 'i', v, (y, , k)v, (A, , k„)
v vg (y, , k„) ( —d'X/dy')

5 ut:4 -A 3.

(1+iv6(u, /v, (y v, k„))'

Here pv and Xv are defined by (V. 28) and (7. 29)
with z=D, and

To evaluate the contribution of type-II trajec-
tories, we return to (V. 1V). The type-II contribu-
tion is called Id(k„) and is of the same form as
(7. 1V) except that the P integration runs from P,
to p [P=g at the "bottom" of the orbit, where
v, (p, k„) vanishes]. The p integration is per-
formed after expanding the integrand around Q

Taking advantage of the fact that I vl » 1, the
Q integration is performed by stationary phase,
the stationary point being at p = g,' and

x(z; y'„k„)= x',

where
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d X I (8Vg D 8Vg—„e — (, „) l (z. , ):.) — (d. , )..)) .

(7. 31)
The most important part of (7. 30) is the exp[iv

x (PD —AD)], with the real part of v[(t)
D —XD] being

the generalization of the phase delay p» of (6. 2).
The amplitude factors, similar in form to those
in I,(k„), are again non-negligible. There are no
retardation effects here, due to the shorter time
that type-II electrons spend in the skin layer. For
the same reason the contribution of each individual
electron is smaller than in the type-I case, but
this is made up for by the fact that there are more
type-II than type-I trajectories. This accounts for
the different factors of 5 and v as discussed in Ref.
3.

D. k„ Integration

One must still perform the integration over k„ in
(V. 16). The way in which this is done depends on
the shape of the Fermi surface, and for Ag we
shall need to use two different techniques for the
two different directions of the magnetic field.

When B(([100]the Fermi surface has very little
variation with k„, and the k„ integration may be
simply replaced by a factor corresponding to the
length, in the k„direction, of the relevant part of
the Fermi surface. Here, as discussed in Ref. 3,
the type-II orbits give the largest contribution, so
that the transmission coefficient can be considered
as just proportional to (V. 30).

For B II [011], however, there is a definite k„de-
pendence, so the integration selects that value of
k„(if any) which gives Ii(k„) or I2(k„) a stationary
phase. The phase of I&(k„) is stationary when

(ignoring the retardation corrections, which pro-
duce a negligible effect over the region of interest)

1 d(D, dQD

(()d dkg dk)d

1 d(D,

te dd v (dv )t ))

+
( ) i

d(II) ——'(y, k ), (V. 32)
1

i
D Sv,

and the stationary-phase integration provides a
factor of

d 3
y

"-1/3e""(2v/v)"' (D, , —y, (V. 33)
dkx Q)c

evaluated at the stationary point (7. 32). The phase
of I~(k„) is stationary when

0 d (yD ~D) (pD gD)
C X g

1 d(d)d D D (d)cD

gyD
1 S

+„(~D k) i

d0 dk' (0 k.) ) (v. s4)

while the integration provides a factor of

(2 v/ld)i)' —((j) yD)ii (7. s5)

evaluated at the stationary point (V. 34). If both
type trajectories contribute, their contributions
must be added. We should point out that whenever
the Fermi surface is symmetric about a given or-
bit, that orbit will automatically satisfy both (V.32)
and (7.34). This is not the case, however, for
B(( [011], because of the presence of the necks at
the center of the Fermi surface.

VIII. COMPARISON WITH EXPERIMENT

A. 8 II [100]

We are now ready to compare our results with
experiment. Using (4. 6), (V. 16), and the results
of Sec. VIID, the experimental curve should be
proportional to

d (e "lv(d, =D))Re
dB ( (d)d

(8. 1)

where the constant phase g includes the unknown
leak phase (I), as well as constant phases asso-
ciated with the electromagnetic field. We have
treated & as an adjustable parameter and used
(V. 30) for I~(k„). We used m, and the Fermi ve-
locities as calculated in an APW calculation of the
properties of Ag. These calculated masses and
velocities have proven to be within 1/q of the ex-
perimental values. We neglected the rosette or-
bits as they give rise to cyclotron-resonance sig-
nals which are orders of magnitude weaker than
those of the belly electrons. Further, they cause
no observable effect in the relevant range of mag-
netic field.

In Fig. 5 we plot the zero intercepts of (8. 1) as
a function of &. It is seen that we can choose a
value of & that yields quite excellent agreement
with the experimental observations. As an indica-
tion of the quality of this agreement, we have re-
plotted this curve in Fig. 6 in an "extended-zone"
representation. Here we have used the fact that
the zeros of (8. 1) are unchanged if & is displaced
by p, and connected all the lines of Fig. 5 together.
On the same curve we have also plotted (8. 1) for
the case of circular orbits. There is no choice of
g that will allow agreement between the circular
results and experiment. The rather marked dif-
ference between the results for the actual orbits
and for circular orbits is caused by deviations
from isotropy of less than 5%, and this suggests
that a suitable analysis of the experimental data
may give rather precise information about the an-
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FIG. 13. Incomplete dog' s-bone orbit, shown at two
different magnetic fields, giving rise to size-effect and
type-II oscillations. (Cyclotron resonance from this orbit
is present in Fig. 2 and has been discussed by Henningsen
[J. O. Henningsen, Phys. Rev. B 4, 3280 (1971)].)

tain the desired amplitude reduction in this way. "
The observed signal in the region B&100 6 is prob-
ably caused by electrons moving on a part of a
dog' s-bone orbit (orbit e in Fig. 3). As seen in
Fig. 13 these electrons may give rise to a size ef-
fect which should be located at B= 95 Q. Since we
are dealing with a central Fermi-surface section,
we expect to find type-II oscillations at lower
fields, and a quantitative estimate shows that the
oscillations seen in the interval 0 & B& 100 G can
be explained in this way. We note that the relative
spacing of the individual peaks is larger than found
for the type-II signal of Fig. 7, and that they decay
much more slowly with decreasing magnetic field.
Both of these observations are explained by the
shape of the orbits. In the limit B-0 the phase
delay will depend only weakly on the magnetic
field, and the impact angle will tend towards a
constant value different from —2n. We note that the
size effect from the entire dog' s-bone orbit (from
points a to c in Fig. 13), which should occur near
B=360 6, is entirely unobservable, presumably
because the orbit is much more sharply curved at
point c than at point b. Unfortunately we are un-
able to perform exact calculations for this orbit as
we lack a reliable set of velocities for it.

2. High Fields

The situation here is complicated by the depen-
dence on k„of the orbit diameter. Thus, although
the electrons which are providing the type-I signal
near 500 6 do not have their size effect until near
650 6, there are electrons with smaller orbit di-
ameters. The electrons with the smallest orbit
diameter (at k„= 1.26v/a) will have their size ef-
fect at 8=505 6 if the thickness D=235 p, . The
onset of the observed line is at B= 517 G, corre-
sponding to a diameter slightly larger than the
minimum value. Due to the presence of these

smaller orbits we have not concerned ourselves
with fields greater than around 500 G. Our cal-
culations should not be expected to be reliable in
the vicinity of any size effect, where the electric
fields in the skin layer become significantly depen-
dent on the magnetic field.

We do, however, have two problems remaining
to be explained. The first is the truncation of the
peak near 400 G. This is rather difficult to ac-
count for. The small rapid signals near 430 G may
be an effect of the higher derivatives occurring in
the factor (7. 33). A slight trace of them appears
in the calculated curve Fig. 11, but the calculated
Fermi-surface parameters are not sufficiently ac-
curate to try to examine this more closely. In any
event, this would not account for the observed trun-
cation of the peak. It is true that this region is
quite close to the minimum in van, which is re
flected in the maximum in Fig. 10. (This can be
verified experimentally using the variable-phase
technique discussed in Sec. XI. A change in phase
should cause the two zeros adjacent to this maxi-
mum to move in opposite directions. ) It is there-
fore quite sensitive to Fermi-surface parameters,
sample thickness, etc. However, it is hard to see
how these effects can produce the observed trunca-
tion.

The truncation may be related to the other prob-
lem, which is the absence of observed type-II os-
cillations. While it is true that for B li [100] the
type-II oscillations do not extend below around 500
G (see Fig. 7), calculations for B il [011] indicate
that quite large, slow type-II oscillations should
extend well below 400 G. No such oscillations
are observed experimentally except, possibly, with
greatly reduced amplitude, in the peak truncation
near 400 G. We are at a loss to explain this. We
do note that both the value of the stationary point
k„, as well as the distribution of type-II oscilla-
tions, depends sensitively on the details of the
Fermi surface in a region somewhat near the necks
(k„=0.5s/a), where the surface has not been veri-
fied by other experiments. It should also be borne
in mind that there is an experimental uncertainty
associated with the orientation of the magnetic field
relative to the crystal axis. However, although we
have not explored the effects caused by small devi-
ations from the symmetry directions, it does seem
unlikely that this could cause such a dramatic dis-
crepancy.

IX. EXTRACTION OF FERMI VELOCITIES

As we have seen, the results from this kind of
experiment are significantly changed by alterations
in the Fermi velocities of only a few percent. This
suggests that one might be able to use this approach
to extract Fermi velocities to high precision. In
this section we shall demonstrate how this can be
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Fg(B) = ((d/(d. ) (4.' —&.') —
Ka . (9. 2)

We may ignore the B dependence of the phase aris-
ing from the dependence of k„on B because the
phase is stationary with respect to k„, and from
(9. 1) we then get

B dB[' ''] '~= sB.1 sy,
cgB dB j (dc

(9. 3)

Note that although retardation effects give a sub-
stantial contribution to E,(B) they do not enter in
(9. 3) since ((((, is independent of B. Differentiating

=D(Rg )vnow gives

done.
We saw in Sec. IV that what we measure is

He[Te '"], where P is some constant phase. (In
Sec. IV we argued that we actually measure the
magnetic field derivative of this quantity, but we
shall see below that it can be measured directly. )
What we are interested in is the B-dependent part
of the phase of T, and it is therefore desirable to
remove any significant B dependence of the ampli-
tude of T. This can be done by dividing out the
amplitude factors, as expressed in (V. 30) for ex-
ample. These factors involve the velocities we are
trying to determine, but for removal of the major
B dependence it is sufficient to use approximate
values.

Having done this, we may assume that the re-
maining oscillations are due to the B dependence of
the phase of T. We will examine this phase for the
two types of oscillations, combining all constant
phases, such as g, various factors of w, etc. , into
one phase g; (i = 1, 2). Then from (7. 2V) and (V. 2Va)
the phase of the type-I contribution is

E((B)= ((u/(d, ) Q v —1m[iv(t(, + (1/5) R(Q,)] —g( .
(9. 1)

From (V. 30), the phase of the type-II contribution
is

COD d
v,[k, = K —(eBD/hc), k„] dB

Likewise, we define

K( —Kz = eBD/bc; v, (k, = K, ) = v, (k, = Kw),

and (9. 6) becomes

[k =K k =dB[
(da d

v, k~=Kq, k„dB

(9. 7)

(9 6)

(e. 9)

F((B)= 2wN(+f, (B) .
We now know f, (B) at the points B„:

f((B„)= -n-,'w

(9.10)

(9.11)
and may interpolate in between to obtain f,(B). [It
is possible to obtain f, (B) experimentally at points
between the B„by using the variable-phase tech-
ni(lue discussed in Sec. XL] Now

[BF((B)]+t'( —— [Bf,.(B)]+g,. + ~ wN(, (9. 12)

so we know the right-hand side of (9.7) or (9.9) to
within the unknown phase constant g,.+—2pN, .

Further, it may be possible to determine this
phase constant to within + m. At the cutoff field B,
we know, for symmetric orbits, that Pc= w=g,

Hence,

&((B.) = (~/(d. ,) w —t;, (9.13)

(For orbits symmetric about k, = 0, K& = eBD/2kc.
For central orbits, k„=0.)

Let the maxima, .minima, and zero intercepts in
He[Te '"] (with the major amplitude factors re-
moved) occur at magnetic fields

Bo B(&.. . B . . . (8„&B„for n& ((() ~

At these points, for i= I, 2,

F;(B„)= 2w(N( —n),
where N, is unknown. Then, we define

0 = ——+ v, (Pv, k„)—B ' ' "
w BB

(9.4) where &„is the cyclotron frequency at B,. Hence,
by (9. 10) we see

so that g(+ ,'w N, = ((u/(u„) w ——f,(B,) . (9.14)

[BF((B)]+ f( ~ (9. 5)

Similarly, one obtains, from (9. 2),

[BF~(B)]+rp .
v,(g„k„dB (9 6)

A knowledge of the phases E((B) thus provides a
measure of the velocities at the positions deter-
mined by PD or gv, and k„. We can locate these
positions in k space if we use the variable k„ in-
stead of P. We choose the origin in the k, —k,
plane according to A, = 0 at v, = 0 and k, = 0 at v, = 0
(assuming symmetric convex orbits), and let k, =K
when v, =0 (k, =.0). Then (9. 5) becomes

As the cutoff field can be located fairly accurately
from the point of infinite slope in a "extended-zone"
plot like Fig. 6, the phase constant g&+ —,'mN, can
be determined with an uncertainty less than z in
those cases where a well-defined cutoff is ob-
served. Then, combining (9. 14), (9. 12), and (9.11)
with (9. 7) or (9. 9), as appropriate, the inverse
Fermi velocities may be obtained along the path
determined by [k,(B), k„(B)].

For the [100] direction we have obtained these
inverse velocities along the path [k, = eBD/2kc, k„
=0] from the experiment, and plotted them in Fig.
14. Here they are compared with the computed in-
verse APW velocities, as well as those corre-
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leak signal. As we have indicated above, it is quite
desirable to be able to vary g. Although tbe leak
phase is not at our disposal, it is possible to ef-
fectively vary it by use of an interferometer tech-
nique. Here one lets the microwave generator
and local oscillator produce signals which are sent
directly into a second i. f. mixer to establish a ref-
erence phase. The resultant i. f. signal and the i.f.
signal resulting from the path through the sample
are fed into a mixer whose dc output is then pro-
portional to

«os(X —y) + Re(7'e '"), (11.I)

where the constant phase y, unlike the leak phase
P, can be altered by varying the phase along the
second microwave path.

The virtues of this variable-phase technique are
that it aids in identifying the behavior of the phase
as a function of magnetic field in plots like Figs.
6 and 10 and offers the possibility of more accurate
Fermi-velocity determination by providing values
of f, (B) between those of (9. II).

In Sec. IX we mentioned the desirability of re-
moving from the experimental curve the amplitude
dependence on B. %hen one is dealing with a mag-
netic field derivative, this is difficult to do if there
are slowly varying base-line signals present. It
is therefore better to measure (4. 5) or (11.I) di-
rectly, without B modulation. This may be done
with comparable sensitivity by modulating the am-
plitude of the input microwave signal to One of the
paths, or by modulating the phase y. In the first
case one then measures (11.I) directly, while in
the second case one measures the y derivative of
(11.I) which simply bas tbe effect of shifting x by
Q 7Tp

0.0 O. l 0.2 03 0.4 0.5 06 0,7 0.8

B (kG3

FIG; 16. Transmission spectrum for BII [011jwith E tl B,
calculated from the APW model.

A modification which may be useful in some
cases is to change the direction of the electric field
so that E II B. This has two effects. First, by re-
placing v, by p„ in (7. 26), it removes the zero and
phase change in I, that occur when v, (p~) vanishes.
This effect is seen by comparing Fig. I6, which
shows a calculated transmission spectrum for
8)i [OII] and E ~i B, with Fig. 11, where we have
E I B. Second, it forbids any contribution from
belly orbits for which z„=0, and so may aid in de-
tecting or sorting out contributions from other
parts of the Fermi surface.

Care should be taken to assure that the sample
is as close to being plane parallel as possible.
If the thickness D is non-uniform, type-II signals
can be expected from regions where the thickness
is extremal. For type I, however, the trajectories
do not hit the second surface at the same y coordi-
nate at which they skimmed the first one. The dif-
ference between these y coordinates will increase
as 8-0, and this may cause D in the equations to
become, effectively, a function of B. If the sam-
ple is of uniform thickness but bent, this effect will
also occur.

Finally, we should say a word about the experi-
mental parameters used. Generally speaking,
higher frequencies will increase the number of os-
cillations that occur in a given range of 8/8,
However, for type-I oscillations, higher frequen-
cies will increase the retardation-damping effects,
and this may be a controlling factor. Lower fre-
quencies decrease the number of oscillations and
make the stationary-phase arguments less valid be-
cause of the attendant lowering of the value of lvl.
If one decreases the sample thickness, the colli-
sion damping is decreased, but because 8, now oc-
curs at a higher field, the frequency must be in-
creased to maintain the value of I vl, and then the
retardation damping gets worse. Type-II oscilla-
tions, of course, are not significantly affected by
retardation.
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The size effect of the transverse magnetoresistance in thin metallic films has been calcu-
lated for the applied magnetic field in an arbitrary direction and with an arbitrary field
strength. A new approach using the path-integral formulation has been employed. In calcu-
lating the magnetoresistance, it is assumed that the electronic Fermi surface is spherical
in momentum space, the electronic scattering at the boundary is completely diffuse, and an
isotropic relaxation time exists for the bulk material. In the case where the magnetic field
is oriented perpendicular to the surface of the film, the results are identical to the results
of Sondheimer's work, which were based on an solution of the Boltzmann equation. The
results, for the case with the magnetic field in the plane of the film, are very close to
those obtained by Ditlefsen and Lothe; the latter were based on a simulation method. For
a low value of the magnetic field, the transverse magnetoresistance has a higher size ef-
fect with the field in the plane of the film than for other directions. The theoretical results
were found in agreement with the experimental results obtained by Forsvoll and Holwech
on the aluminum films.

I. INTRODUCTION

It is well understood that when the thickness of a
metallic thin film is of the same order as, or
smaller than, the electronic mean free path, scat-
tering of electrons at the film boundaries become
a significant factor, and the effective electrical
conductivity is reduced. That is, a geometrical
size effect becomes apparent in the conduction for
these films. A strict analysis of this problem for
the case where only an electric field is applied was
first given by Fuchs, ' by using a statistical ap-
proach to a solution of the Boltzmann equation. In
1950, Sondheimer~ and MacDonald and Sarginson, 3

respectively, obtained solutions for the transverse
magnetoresistance in thin metallic fil.ms for the
cases where the magnetic field is perpendicular to
and parallel to the surface of the film. In order to
simplify the problem, MacDonald and Sarginson
used the bulk value of the Hall field in their cal-

culations for thin films. As a consequence their
calculations were not consistent with the experi-
mental results. In 1966, Ditlefsen and Lothe4
divided the Boltzmann equation into two parts
(actually three in their calculation): one which
gives the solution for the bulk case and another
which gives the solution for the size-effect portion.
The latter obtained better results than did Mac-
Donald and Sarginson. It appears that the size ef-
fect of the transverse magnetoresistance for the
magnetic field in a general direction has not been
reported yet.

The Boltzmann differential equation has been
extensively used in dealing with the transport
processes. Based on the relaxation-time approxi-
mation, the Bol.tzmann equation becomes a l.inear
partial differential equation with known solutions.
As is the case for this class of equations the com-
plete solution of the Boltzmann equation is deter-
mined by the boundary conditions. There is no


