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value except &&. For &,
' the model picks up only

about —,
' of the deviation from free-electron scaling.

Because of the difficulty associated with &'„ the
pressure derivative for this cross section was re-
determined carefully in a more direct manner as
indicated in Sec. II with identical results (within
experimental uncertainty). Comparing this calcu-
lation with the model based on a different value of
V,o;~, there did not appear to be any way to adjust
V»;~ to improve the fit to &j without significantly
degrading the fit to other orbits. This again points
up the sensitiveness of model descriptions to pres-
sure data.

In conclusion we find that a converged local-
pseudopotential model fits the normal-volume Fer-
mi surface at least as well as the nonlocal model
described by KSM. In addition, our model ade-
quately predicts the pressure derivatives of Fer-
mi cross-sectional areas. We therefore feel that
this is the simplest model yet presented for Mg
possessing sufficient physical significance to ac-
count for detailed experimental data.
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The first six charge-density form factors of crystalline copper have been measured by
Bragg scattering of CuK~ and MoKo. x rays from copper-powder samples. Detailed studies
of both the samples and the x-ray beam parameters have reliably established the experimental
error at about 1%. The measured form factors are in best agreement with an augmented-
plane-wave (APW) self-consistent-field calculation of Snow using Xn Slater exchange for a
value of n between 0.70 and 0.75. They are in poor agreement with an APW calculation using
the Chodorow potential but agree well with a calculation by Wakoh using Slater exchange and
a self-consistent procedure. It is concluded that form-factor measurements of high accuracy
are a sensitive and useful test of band wave functions and crystalline potentials.

I. INTRODUCTION

1

The measurement of the intensity of elastic
(Bragg) x-ray scattering from a solid directly de-
termines the solid-state electron charge distribu-

tion. The experimental charge density, if found to
sufficiently high accuracy, may be used to test the
wave functions and charge density predicted by
solid-state band computations. Since theoretical
wave functions are very sensitive to the choice of
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crystalline potential, the experimental charge den-
sity can be a useful test of band theory. A feature
that complicates the comparison of experiment with
theory is the fact that the majority of the elastic
x-ray scattering is caused by the inner or core
electrons, while it is experimental evidence about
the outer or valence electrons that is of interest in
solid-state theory. In the case of copper, hn ex-
perimental error of l%%ua or 1ess is imperative if the
charge-density form factors are to provide a satis-
factory test of the valence-electron wave functions.

Since the pioneering efforts of Weiss and De
Marco and Batterman, much work has been di-
rected toward the improvement of the accuracy of
elastic-x-ray-scattering measurements. The
earliest attempt at a high-accuracy measurement
of the copper charge-density form factors is that
of Batterman, Chipman, and De Marcos using
copper-powder samples. Their experiment, how-
ever, yielded form factors in very poor agreement
with Hartree-Fock theoretical values at high mo-
mentum transfer and, as Weiss has pointed out,
most likely contained some systematic error.
More recent determinations of the copper form
factors have been made by Jennings, Chipman, and
De Marco' using aperfect copper crystal and Hosoya
and Yamagishis using copper-powder samples. How-
ever, these two most recent experiments are not
in satisfactory agreement within the stated experi-
mental errors, so that it is difficult to draw from
them an unambiguous test of solid-state theory.

This paper reports measurements of the copper
form factors to high accuracy that help to clarify
the previous experimental disagreement and to
provide a test for theoretical charge densities.
Several recent advances in the techniques of elastic-
x-ray scattering from metal powders have been
utilized in order to reduce the experimental error
to 1%.

II EXPERIMENT

We have determined the first six form factors
of copper on an absolute scale by measuring the
Bragg scattering of premonochromated x rays
from pressed-powder samples. Measurements
were made at Curn wavelength on a Picker dif-
fractometer and at MoZz wavelength on a General
Electric diffractometer. The final values of the
form factor are a weighted average of the results
at the two different wavelengths.

A. Equipment '

The General Electric diffractometer with inci-
dent-beam monochromator used in the MoEe ex-
periments has been described in a previous publi-
cation. The x-ray system used in the CuKn ex-
periments consisted of four main components: a
Picker 6238H high-stability generator, a Picker
3488K two-axis diffractometer with a Physmet
Corp. incident-beam monochromator table, a
Picker 6245 detector-electronics system, and a
Humphrey Electronics 914 programmer. The total
configuration of equipment is basically similar
to the General Electric x-ray system.

The Picker diff ractometer with incident-beam
monochromator is shown schematically in Fig. 1.
The Dunlee copper high-intensity line-focus tube
was run at 16 kV and 20 mA in order to eliminate
the —,'X beam component and to maintain a low-tube
temperature. A curved-graphite monochromator
crystal, ordinarily used in Norelco diffracted-
beam monochromators and supplied by Advanced
Metals Research, Inc. , was mounted on an Elec-
tronics and Alloys eucentric goniometer head. The
horizontal-beam divergence, which was 0.45' full
width, was limited by a 0.010-in. slit between the
graphite crystal and the beam focus and a 0.005-in.
slit after the focus. The beam was limited ver-
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tically by a 2. O' Soller slit followed by a height
slit. The scattering from a Mylar foil suspended
in the monochromated x-ray beam was measured
by a detector located above the foil in order to
monitor the incident-beam intensity.

The incident-beam alignment was maintained
within+ 0.02' of 0.00 in 28. Copper samples
were mounted on a spinner and translated along the
v track at 0.00' ~ angle until the incident beam
was 5070 attenuated; diffracted peaks were then
found to be within + 0. 02' in 28 of the expected val-
ues on both sides of the incident beam.

Both the monitor and beam detectors mere inte-
gral line NaI(Tl) scintillation counters with pre-
amplifiers; Harshaw Chemical Co. Model No. NB-
18A. Encapsulated NaI(T1) crystals, with a 0. 875-
in. diameter, were purchased separately from
Harshaw and used only if free from clouding. Step
scans of the detector through a 1&& 5-mm CuKn
beam indicated the detector response to be uniform
to t 0. 5/p across the entire crystal face. Periodic
checks of uniformity were carried out to determine
if the crystals had been clouded by water vapor,
which can very often occur within six months of
manufacture. Detector pulse- height resolution was
found to be 47/q for Cubo. x rays, and the dark noise
was about 0.7 counts/sec.

Each counter was followed by a linear amplifier,
single-channel analyzer, and sealer. The elec-
tronics deadtime for the beam counters was deter-
mined to be 2. 1+ 0. 2 gsec by the foil-attenuation-
vs-count-rate method described by Chipman. The
data collection and diffractometer angles were con-
trolled by a Humphrey Model No. 914 programmer
with paper tape read-in and tape and card-punch
output.

B. Incident-Beam Studies

The incident beams at both MoKn and CuKz
wavelengths did not contain the natural ratio of
n~'. n& radiation. The actual ratio at each wave-
length was determined by the relative peak areas
of reflections from a dislocation-free germanium
crystal in high order; the average wavelength was
0.7101 A at MoKn and 1.5410 A at CuKn. The
CuKz beam polarization was determined by the
method of Jennings, in mhich a dislocation-free
Ge crystal was scanned through the (333) reflection
first in the scattering plane and then normal to the
scattering plane. Correction was made for a
small miscut in the Ge crystal. For the graphite
monochromator a value of k =0.869+ 0.006 was
found, mhere k is defined as the ratio of the beam
polarization in the scattering plane (m) to that
normal to the plane (o). The experimental graphite
4 value is between the theoretical perfect crystal
(0. 895) and mosaic (0. 801) values. At MoKn, a
value of k = 0.94 was used for the LiF monochro-

mator. This value was somewhat arbitrarily
selected, based on the argument of Jennings that
secondary extinction should be larger at MoK+
radiation. Since MoKa data were collected only

at 28 angles below 40, a 5/0 error in k introduces
less than 0. 5/o error in the form factor.

The monochromatic incident-beam count rate
was measured after attenuation by foils with the
detector fixed at Q. 00' 28 and receiving the whole

beam. Two 0.003-in. brass foils were used at
CuKz for a beam rate of about 2&&106 sec ' and

five 0. 005-in. Zr foils were used at MoKn for a
beam of about 5&&10 sec '. Of great concern at
both wavelengths was the possibility of systematic
errors in the Io count-rate determination arising
from the presence of wavelengths other than the

Ka, and Kn~ characteristic components.
In the MoKa x-ray system, great care was re-

quired to prevent continuum x rays from being a
source of large incident-count-rate errors. To
investigate the distribution of wavelengths other
than MoKn in the premonochromated incident.
beam, several tests were made. The pulse-height
distribution of the MoK+ beam was recorded for
three cases: detector at 28=60.40' for a
NaCl(800) reflection of Motto. „' detector at 0.00'
28, beam attenuated by Zr foils; and detector at
Q. QQ 28, beam attenuated by brass foils. The
count rate was set at 3000/sec in each case. The
pulse-height distribution was measured by the usu-
al technique of sweeping a very narrow discrimina-
tor window through the spectrum of amplified pulses
from the scintillation detector. The pulse-height
distributions of the first two cases were identical,
but in the last case additional counts, amounting
to about 1-2% of the Ka peak, were found at higher
discriminator settings (i. e. , higher energies).
These counts mere attributed to high-energy con-
tinuum radiation, which is only weakly attenuated

by brass foils. The continuum x rays were effec-
tively reduced by using narrow discriminator windows.

After narrowing the discriminator windows the
purity of the MoKa monochromatic incident beam
was also checked by comparison of foil attenuation
in the one- and two-crystal positions. These con-
figurations are shown schematically in Fig. 2. In

the one-crystal position, a uniform brass foil was
placed in the premonochromated incident beam to-
gether with Zr foils, and the detector was set at
0.00 28. In the two-crystal position, the brass
foil remained fixed, the Zr foils were removed,
and a copper-powder sample was set up for a (111)
reflection into the detector with a wide receiving
slit. A powder sample was selected in order to
preserve the original z~. n~ ratio. The attenuation
of the same brass foil was measured in both the
one- and two-crystal positions and was found to
agree within experimental accuracy, 0. 2/o. This
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agreement is interpreted as proof that the incident
beam is sufficiently monochromatic for an accurate
measurement of the beam count rate in the one-
crystal position by the foil attenuation method.
Establishing the wavelength purity of the incident
beam is necessary if large systematic errors in
measuring the incident-beam count rate are to be
avoided.
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C. Sample Studies

Pellets with a 1-in diameter and 0.10-0.25-in. thick-
ness were pressed from 1-p, particle-size powder
supplied by Ventron Corp. The particle size was
confirmed by measurement with a Leitz metallo-
graph. The stated powder purity was 99.9/o for
metallic impurities and 99/o for total impurities.
A diffractometer scan of the powder, which was
reddish black in color, indicated that about 4/o of
the powder was CuO, with oxygen therefore con-
stituting about a 1% impurity by weight. The oxy-
gen was removed by reducing the powder inan65'%%uo-

argon-15/&-hydrogen atmosphere at 300 'C for
about 10 min. The criterion for termination of the
reduction was a change in the powder color to
bright pink. Mass spectrograph studies indicated
the reduced powder purity to be better than 99.9%.

Since the pellets were exposed to the air during
the x-ray measurements, it was important to de-
termine the rate at which the sample reoxidized.
Freshly reduced samples showed no evidence of
CuO and CuzO peaks; but after two to six weeks,
measurable CuO peaks indicating 0. 2/o oxidation
appeared. Comparison of Cu(111) peaks mea-
sured within 1 h of reduction with measure-
ments two or three months later indicated no

change, and the effects of oxidation were consid-
ered negligible.

To investigate the possibility of grain growth
during the reduction process, oxidation-free pel-
lets were prepared by three methods. In the first
method, powder in a tray was reduced in the Ar-H

atmosphere, cooled, shaken in a jar to break up

any weak sintering, and then pressed into pellets.
In the second method, the pellets were pressed
from the original partially oxidized powder and then
reduced in the oven for a minimum time, about 10
min. A third technique was to leave reduced pel-
lets in the oven for extended time spans, up to 40 h.

It was found thai pellets prepared by all three
methods gave the same integrated Bragg intensity
within experimental error 1/0. Pellets prepared
by the first method, however, were found to have
slightly more scattering in the tail of the Bragg
peaks than those formed at the same pressure by
the other methods.

The powder pellets were formed by uniaxial
pressure in a fixed l-in. -diam die with one fixed
piston and one movable piston. Most pellets were

FIG. 2. Schematic representation of one-crystal and

two-crystal positions used to test the spectral purity of
the incident beam.

formed in the pressure range 20-150 kpsi. The

pellet density n relative to that of bulk copper was,

for example, 0. 60 at 20 kpsi, 0.80 at 60 kpsi, and

0.94 at 150 kpsi. In order to check for porosity, the

Cu-K- shell fluorescent intensity of each pellet rela-
tive to the value of a bulk standard R* was measured,

as suggested by%eiss. The samples were placed on

the MoKn diffractometer andthe Cu-K intensity was

measured at 28=40', 90', and 120, the va, lues
found being consistent to +0. 2%. The value of 8*
was 99. 5% for a 20-kpsi pellet and 99.7% for a. 60-
kpsi pellet. No correction was made for the slight .

reduction of R* below 100%%uo, but the error limits
were increased to allow for possible intensity re-
duction from porosity.

Metallic-powder pellets which are formed at high
pressure can exhibit preferred orientation effects
of the microcrystallites due to plastic flow under
pressure. One method for investigating preferred
orientation is to measure the intensity of diffracted
peak versus pressure of pellet formation. " It
was found that pellets formed in the range 20-60
kpsi exhibitedno variation in Bragg intensities with

pressure, while the Bragg intensities of a 150-kpsi
pellet were altered by several percent. In addi-
tion, the polar axis densities of the first three re-
flections of one 60-kpsi sample were measured at
CuKn wavelength. This method was recently de-
veloped by Jarvinen ef gl. ' The pellet was mounted
on a General Electric quarter-circle orienter that
was fixed on the Picker diffractometer. The pellet
was spun during the measurements, and the axis
density was measured to polar axis angles up to
45' away from the vertical. No variation in Bragg
intensities with polar angle was observed, and a
limitation of 1% was thereby placed on preferred
orientation.

Another test of the samples was the observation
of the Bragg-scattered intensities as a function of
the angle of x-ray beam incidence 8,. and reflection
80. The intensity of any Bragg reflection should
vary as 2(1+sin8,. /sin80) '. In the usual diffrac-
tion geometry, 8, equals 80. Measurements at
CuKa on the (111)reflection indicated the expected
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variation of peak intensity with 8, to 0. 2% accuracy.
down to glancing angles of about 8 . Between 5'
and 8', intensities were as much as 1% low, most
likely the result of porosity hnd surface roughness.
The (8, , 80) variation also tests preferred orienta-
tion in the same way as a polar-axis density mea-
surement.

Finally, the effects of extinction should be negli-
gible for our powder samples because of the small
particle size used, 1p, . The agreement of Bragg
intensities at the two different wavelengths and at
different pellet-formation pressures is also evi-
dence against extinction.

D. Mass Absorption Coefficient

The linear mass 'bsorption coefficient ij, (X) of
copper was measured at both CuEO. and MoKa
wavelengths. The absorption A of foils of known
thickness t was measured by the foil-in-foil-out
technique with corrections for deadtime and dark
noise. The value of p, was then determined from
the relation 9 = e"'. Foils of approximate thick-
ness 0. 001 and 0.005 in. were measured at CuEn,
and thickness 0.001 in. at MoKcy. " The average
foil thickness was obtained by weighing each foil
to an accuracy of 0. 1/o, measuring its area (gen-
erally 0. 5 to 1.0 in. ) to 0. 3/o accuracy with a.

traveling microscope, and using the known density
of copper. Measurements of foil absorption were
carred out in both one- and two-crystal configura-
tions at both Mohan and CuKcy in order to assure
x-ray beam purity. Almost the entire area of each
foil was irradiated, and absorption was measure~4
at several azimuthal positions, in order to prevei. t
the preferred orientation of the foils from affecting
their attenuation. '

Table I lists the results of several recent ex-
perimental determinations of u/p, where p is the
mass density of copper. The values listed for this
experiment have been changed slightly to corre-
spond to the natural ratio of z, . +3 radiation. At
CuEn radiation, our results are in good agreement
with those of Cooper, ' Bearden, ' and Hughes et gl. ,

'
but the values of Hosoya' and Baldwin et al. '6 are over
three standard deviations lower. The differences
in p/p cannot be explained by a variation of n, and
cy~ components in different x-ray beams, but rather
represent a fundamental experimental disagree-
ment between the measurements of different work-
ers. At MoEn, our result is higher than the other
values but not outside of quoted experimental error.

We have used our values of p(X) at Curn and
MoEn together with those of Cooper'3 and Hughes"
at other wavelengths to determine an experimental
curve of p(A) vs X. Using the theory of Parratt and
Hempstead' and the experimental p(X) curve, we
have determined the value of the anomalous dis-
persion nf ' at Cubo to be —2. 20. This value is

TABLE I. Copper mass absorption p/p (cm /g).

Expt.

This expt.
Cooper
Jennings et gl.
Bearden
Hughes et al.
Hosoya et al.
Batterman et al.
Baldwin et al.

Ref.

13
5

14
15

6
3

16

51.9+ 0.4
51.8 + 0.4

52. 3+ 0.5
52. 2+ 0.5

50. 6

49. 9+ 0.7

49. 9+ 0.6
48. 9 + 0.8

49.1

48. 3
49. 2

49.0+ 0.7

in excellent agreement with the value —2. 15 cal-
culnted by Cromer. '

E. Diffracted Beam Power

The gragg diffracted beam power P(s) is given by

P(s) N X IP(k, k, f) I (e /mc ) P(8)~(k k f) ' I
32vRp(X)

(1)
where s = (4m/X) sin8 is the momentum transfer; Po
is the incident-beam power; X is the number of
unit cells per unit volume; X is the wavelength; e,
m are electron charge and mass, respectively;
c is the speed of light; m(k, k, f) is the multiplicity;
L is the receiving slit height; A is the sample to
receiving slit distance; p, (A) is the mass absorp-
tion coefficient;

E(k, k, f) =5,, f~ e px[2ni(kx/a k+y/b +la/c)], (2)

where the summation is over the unit cell;

f( )=[f'( )+&f'+'&f"]

where f (s) is the form factor, hf' and nf" are
anomalous dispersion corrections, and 28s is the
Debye-Wailer factor. We have

P(8) = (1+k cos~28)/(1+ k) sin28 cos8,

where k is defined as [polarization in scattering
plane (n)]/[polarization perpendicular to scattering
plane (o)]. A small correction was made to Eq. (1)
to allow for the curvature of the Debye-Scherrer
ring within the rectangular receiving slit.

Equation (1) may be used to determine experi-
mental values off0(s) if all of the other parameters
are known. The values of A, k, and Po were de-
termined experimentally, as discussed in Sec. II B,
and e, m, and e are well-known physical constants.
N was calculated for a lattice parameter g of
3.6147 A. The slit height L was measured to
+ 0. 2/o accuracy on a traveling microscope, while
R was determined with an error of less than 0. 1%.
The coefficient p, (X) was measured at both Curn
and MoEo. , as discussed above, and af' at CuKn
was obtained from the experimental p, (X) curve.
Values calculated by Cromer' were used for af'
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at MoKn and bf" at both wavelengths.
The Debye-Wailer temperature 8„has been de-

termined by several techniques in recent years.
A value of (307+ 3) 'K was determined by x-ray
experiments on powder samples, "(306+4) K by
the x-ray Borrmann effect20 and (315+10)'K by
x-ray scattering from a single crystal. A value
of (316+2) 'K was deduced from thermodynamic
data, while 317 'K 3 was calculated from a fit to
the inelastic neutron-scattering data. At the pres-
ent time, it appears that values of O„near 316 K
are the most reliable, so that we have used B
=0. 55, corresponding to 8„=(316+ 1) 'K, to analyze
our data.

The values of P(s) at each Bragg reflection were
determined by a step-scan technique using long
counting times at each point. The receiving slit,
subtending an angle 8s (between 0.4' and l. 6'),
was stepped in angular increments of e~. The
peak height above background was determined,
and a correction was made for first-order thermal
diffuse scattering (TDS), as discussed in the Ap-
pendix. At MoKcy, an extra 0.004-in. Zr foil was
used between the sample and detector in measuring
both Po and P(s) in order to eliminate Cu fluores-
cence in the P(s) measurement.

Most of the experimental errors have already
been discussed. The largest errors are ~(s)/
P(s)=O. 2%, ~P, /P, =O. 5%, ~i (X)/i (~)=0.6% at
CuKn, ' LP(8)//P(8) = 0. 4% at 28 = —,'v for CuKn. The
combined error in the TDS and background sub-
traction increases from 0. 1/o at the (111)reflection
to about 1.0% at the (400). An error of 1.0% in the
intensity is allowed for the combined effects of
porosity and preferred orientation. The final er-
ror in ( fo+af') is only one-half of the experimen-
tal error assigned to [F(s)( . The error in Af'
is about 0. 04. The values of f0(s) determined at
CuKz were in good agreement with those deter-
mined at MoKn.

The values of f (s) are shown in the last column
of Table II, together with the results of other re-
cent experiments. The values offo(s) shown are
an average of the CuKn and MoEa values, the
former being weighted twice as heavily as the lat-
ter because of greater experimental accuracy at
the Curn wavelength. At each wavelength, the
data are an average of results for about 10 samples
formed at pressures between 20 and 60 kpsi. We
delay any comparison of the results of different
experiments until after consideration of the free-
atom form-factor calculations.

III. COMPARISON OF EXPERIMENT TO THEORY

A. Free-Atom Calculations

The form factors of the free atom can be com-
puted to much higher accuracy than those of the'

atom in the solid because in the former case only
a small number of electrons (29 in copper) need
be considered. Table III is a survey of recent
calculations of f0(s) for the free copper atom. The
computations differ in two ways. Those listed as
HF or BHF use the Hartree-Fock method, while
those listed as HFS or DS use the Hartree-Fock
method with exchange treated in the Slater approxi-
mation. Also, those listed as RHF or DS use the
Dirac equation, while those listed HF or HFS use
the nonrelativistic Schrodinger equation.

From Table III it is evident that the inclusion of
the Slater approximation or relativity can alter the
form-factor values by several percent, a signifi-
cant amount when experimental data accurate to
1% are available. Since the Doyle and Turner~4

calculation uses both the more exact Hartree-Fock
and Dirac procedures, it is expected to be the most
reliable. Recent evidence, both theoretical~ and

experimental, appear s to indicate that the full Slat-
er exchange is too strong an exchange approximation.

The copper atom may be divided into 18 inner,
or core, electrons and 11 outer, or valence, elec-
trons. The latter are the ten 3d and one 4s elec-
trons. Since the valence electrons are at larger
atomic radii, their contribution to the form factor
decreases more rapidly with increasing s than the
core contribution because of the e"" factor in the
fo(s) integral. For example, the valence electrons
contribute about 28% off0(s) at the (ill) reflection,
but contribute less than 13% at the (400) reflection
because of the higher momentum transfer. In fact,
the single 4s electron contributes less than 0. 1%
of fo(s) at all reflections and is therefore not ob-
servable at the current level of form-factor ex-
perimental accuracy.

Although the present experimental form factors
are measured with bound, rather than free, atoms,
they still should approach the free-atom theoretical
values at large momentum transfer. The agree-
ment arises because the charge density of the
atom in the solid is expected to differ from a free
atom mainly in the valence-charge region, while
at large s, f'(s) is only sensitive to charge in the
core region. For a reasonable estimate of the
solid-state effect on the valence-charge density,
the experimental form factors should be within
about 1% of the RHF free-atom values by s = 6 or
7A

As can be seen in Table II, our results for f0(s)
are in reasonably good agreement with f0 (RHF)
at the higher reflections. The data of Batterman
et al. and Jennings et al. are not in good agree-
ment. The results of Hosoya and Yamagishi are
based on different values of p. than those of the
present or most other experiments. If their data
were scaled to the mean value of p determined in
other experiments (see Table I), they would be
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TABLE II. Experimental copper form factors.

Copper'
reflection

111
200
220
311
222
400
331
420
422

333/511

fo
RHF

Atom theory"

22. 07
20. 72
16.80
14.80
14.26
12.53
11.46
11.17
10.23
9.64

fo
Batterman

et al. '
21.29 + 0.34
19.75 + 0.34
16.37 + 0.30
(14.14 ~ 0.27)

9.69 + 0.38
8.37 + 0.40

fo
Hosoya and
Yamagishi~

22. 02 + 0.09
20. 62 + 0.18
16.99 + 0.13
14.79 + 0.09
14.23 + 0.09
12.28+ 0.45
11.26+ 0.05
10.90 + 0.13

f0
Jennings
et al. '

21.58+ 0.1

14.01+ 0.1

9.41 + 0.1

fo
This

expt.

21.93+ 0.15
20. 36 + 0.15
16.70 + 0.16
14.71 + 0.17
14.18+ 0.17
12.33 + 0.20

All for B=0.55. "Reference 2~ 'Reference 3. Reference 6. 'Beference 5.

significantly higher than the free-atom form fac-
tors at large s. Because of our better agreement
at high momentum transfer, free-atom form factors,
as well as our use of recent advances in experi-
mental technique, we feel our results are more
reliable than earlier measurements.

In addition to the absolute scale form-factor ex-
periments of Table II, I inkoaho et al. have made
relative scale measurements of f (s) of copper.
Their data, when used mith B=0.55, are in excel-
lent agreement with our results. Watanabe et al.
have measured the first copper form factor by a
high-energy electron-diffraction technique. Their
value, f(111)= 21.78+0. 13, is within one standard
deviation of our result.

B. Band-Theory Calculations

A central problem of band theory is the solution,
with approximations, of the Schrodinger equation
in the solid. Such a solution mill yield both elec-
tron energies and wave functions. Many ba.nd cal-
culations have been carried out for copper because
its filled 3d shell is a good test of theoretical pro-
cedures and because much experimental informa-
tion is a.vailable. The recent article by Dimmock33
contains a comprehensive review of copper band
calculations. Smith34 has recently measured to
high accuracy the copper d-band energies by a
photoemission technique.

In many band calculations, only the band ener-
gies E(k) are published and these are compa. red to
experimental band gaps, Fermi surfaces, etc.
An ambiguity arises, however, because the band
energies can sometimes be accurately predicted
by quite different crystalline potentials and differ-
ent calculational approximations. In such a case, it
is valuable to investigate the band wave functions
and teat them experimentally. The most direct
test is the experinjentaJ. x-ray form factors.

In Table IV' are listed the results of several cal-
culations of the copper solid-state form factors.

TABLE III. Free-atom theoretical copper form factors.

Copper
reQection sin&/g

Freeman
and

Watson
HF

Crorner
Hanson and

et g$. " Waber'
HFS DS

C rome r Doyle
and and

Mannd Turnere
HF RHF

111
200
220
311
222
400
331
420
422

333/511

0 23958
0. 276 65
0.391 24
0.458 77
0.479 17
0.553 30
0.602 94
0.618 60
0.677 65
0.718 75

aReference 25.
Reference 26.

'Reference 27.

22. 14
20. 76
16.78
14.82
14.24
12.47
11.39
11.13
10.17
9.58

22. 36
21.03
17.14
15.12
14.57
12.74
1l.71
1l.42
10.40
9.79

Reference
eReference

22. 08
20. 72
16.76
14.75
14.20
12.42
11.41
11.12
10.14

9 55

28.
24.

22. 07
20.72
16.80
14.80
14.26
12.53
11.46
ll. 17
10.23
9, 64

The first three calculations are by Snow3' using
the self-consistent-field augmented-plane-wave
(APW) method with Xn exchange, which is just
Slater exchange times a constant cy. Arlinghaus3S

has calculated form factors in the APW method
using the Chodorow potential. Wakoh' s form
factors were computed using the Green's-function
method, Slater exchange, and a self-consistent
procedure.

In Fig. 3 we compare the results of this experi-
ment with the three Snow Xcy calculations. 35 Cal-
culations are shown in which the Slater exchange
was multiplied by a = 1, +6, and —'„where we have
normalized the ordinate to z = —,'. The same ex-
change potential wa. s used to calculate the charge
density in the valence and core regions. The band
structure has been determined for these three
values of a, as well as for a=0. 339 and o, =0.'721, 40

the last value of cy being the one thai minimizes
the total electronic energy of the atom. ' The
form factors for z =0. V21 can probably be safely
interpolated from the data in Fig. 3. The calcu-
lated band energies of the d bands of copper, par-
ticularly (Ez —X,) and (X5-X,), can be compared
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We have measured the first six charge-density
form factors of copper with an experimental error
of about 1/p. Comparison of these form factors to
theory indicates that two calculations, the Snow
APW Xn Slater and the Arlinghaus APW Chodorow,
do not accurately predict both the experimental

TABLE lV. Theoretical copper form factors.

Snowa Snow Snow A r 1inghaus
Reflection n =1 n = ~~ n = I (Chodorow)

Wakoh'
Wakoh' (Chodorow)

ill
200
220
311
222
400
331
420
422

511/333

22.33
21.04
17.12
15.08
14.53
12.72
11.68
11.38

21.90
20. 66
16.86
14 ~ 87
14.34
12.57
11.55
11.26

21.63
20.40
16.64
14.68
14.16
12.42
11.43
11.14

21.54
20. 25
16.39
14.43
13.90
12.19
ll. 25
10.98
10.05
9.51

21.72
20.46
16.63
14.64
14.10
12.34
11.35
11.07

21.67
20. 39
16.56
14.58
14.04
12.30
11.32
11.03

Reference 35. . Reference 36. 'Reference 38.

to accurate values obtained in photoemission ex-
periments. 3 ' Agreement is good only for the n

calculation. From Fig. 3, however, we see
that the n =+6 calculation is in poor agreement with
the experimental charge density. The theoretical
form factors of Snow should probably be corrected
to include relativistic effects and should be based
on a core charge density calculated by the Hartree-
Fock method without exchange approximation. We
still estimate, however, that even with such cor-
rections, no value of z times Slater exchange will
be in good agreement with both the experimental
band energies and the experimental charge density.

In Fig. 4, we compare the results of this ex-
periment to the calculations of Arlinghaus36 and
Wakoh. For clarity, the ordinate scale has been
normalized to the form factors of the n = —', Snow
calculation. The band energies for the Chodorow
potential have been calculated by Arlinghaus and
Burdick using the APW method and by Segall
using the Green's-function method. The d-band
energies calculated by these workers are in excel-
lent agreement both with one another and with ex-
periment. As can be seen from Fig. 4, however,
the Chodorow potential is in very poor agreement
with the experimental charge density.

Wakoh calculated the d-band energies by the
Green's-function method using full Slater exchange
and a self-consistent procedure. The calculation
is in very good agreement with both the experimen-
tal band energies and charge density. It is some-
what paradoxical to us, however, that the Wakoh
calculation contains the same kind of potential as
the Snow APW Slater (o, =1) calculation but results
in quite different numerical values for both the
band energies and charge density.

IV. CONCLUSION
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0
O
CU

i I I I I

FIG. 3. Comparison of the Snow APW, SCF band theory
form factors to this experiment.

APPENDIX: CORRECTION OF POWDER BRAGG PEAKS
FOR TDS1

The usual correction for first-order thermal
diffuse scattering (TDS1) under a powder Bragg
peak is that developed by Chipman and Paskin45

based on a theory of Warren. 6 This theory uses
the Debye approximation and assumes that the ve-
locity of all acoustic phonons in a given solid is
the same. Because the TDS1 correction can
amount to several percent at large momentum
transfer, it was decided to investigate the adequacy
of the Chipman-Paskin correction.

One weakness of the Chipman-Paskin theory is
that the acoustic phonon velocities of many solids
are not the same. In many materials, including
copper, the longitudinal velocity v, is about twice
the transverse velocity p, . Both the phonon-dis-
persion relation and phonon density of states of
copper show a clear separation into longitudinal

band energies and charge density. The calculation
of Wakoh, however, is in good agreement with both
the experimental band energies and charge density.
We conclude that form-factor experiments of high
accuracy are a sensitive and valuable test of band
calculations and band theory.
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(e )'=s(e '+2e-')-' (A1)

8, and 8, are calculated in the usual way from v,
and v, , respectively. The total TDS1 scattered
power P s (TDS1) in an angular interval from
(28s+ a) to (28s+ p), where p & n, is obtained from
the integral

e p+8/~
P s(TDS1) = J P, (sine/X) 2Ii d8, (A2)

where g is the sample to receiving slit distance
and P,(sine/X) is the TDS1 per unit length of dif-
fraction circle as given in Paskin's payer. 4~ The
integral in Eq. (A2) cannot be done exactly, but
can be done to sufficient accuracy by expanding as
a function of (8 —es) and keeping only the lowest-
order terms. The result, valid near a Bragg peak
where (8 —es)/es «1, and normalized to the Bragg
peak intensity P(h, )'t, l), is

and transverse branches. 3 A Debye theory ap-
proach, with v, v, , suggested by Paskin and used
by him to calculate the TDS1 intensity, has been
integrated here to yield the diffracted TDS1 power
yer angular interval and to make the TDS1 correc-
tion to the Bragg peaks.

In the Paskin formalism, 8„and 3f are replaced
by 8„and M~, where

c= (S/&)' (X/2a) (1/co see) . (Av)

If only the TDS1 above background in an angular
interval between (28s —P) and (28e+P) is desired
the result is

Ps, s(TDS1 above background) o~

P(IEM)
(As)

Equations (AS) and (A8) are similar to the Chip-
man-Paskin ' results and reduce to them for the
case v, =v, . For many peaks, Eq. (A8) is ade-
quate. When two peaks lie close together, how-
ever, Eq. (AS) should be used to correct each step-
scan interval for each Bragg peak contribution.

For copper, values of v, =5010 m/sec and v,
=2270 m/sec were used. s The Debye-Wailer fac-
tor calculated from these acoustic velocities yields
ens = S45 K, about 10/o higher than the experimental
value of 8„=316'K. This discrepancy is esti-
mated to be the order of magnitude of the error in-
volved in using the present TDS1 correction rather
than one based on the actual copper phonon density
of states.

Suortti~ has developed a TDS1 correction in
which a sinusoidal u vs 4 relation is used instead
of the linear Debye relation. He has also consid-
ered the v, t v, case. We have integrated his ex-
pression for P, (sine/X) to first order in (8 —es)
and have found an expression for P e(TDS1) slightly
different from Eq. (AS). However, the result for
Ps s(TDS1 above background) is the same as that
given in Eq. (A8) for (8 —es) «es.
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The microscopic formulation of lattice dynamics is examined in the long-wavelength limit
for a general conducting crystal. Formulas for the elastic constants are derived for a com-
plex metallic crystal.

I. INTRODUCTION

There have been an enormous number of inves-
tigations of the lattice dynamics of simple metals
by the method of pseudopotentials. In this method,
the crystal-structure effect is retained only in the
direct ion-ion interaction; the electron screening
is calculated in the homogeneous-electron-gas

approximation. This approximation is not ap-
propriate for more or less tightly bound electrons
such as the d electrons in the noble metals, tran-
sition metals, and their intermetallic compounds.
The general formulation of the ionic and electronic
contribution to lattice vibrations in crystals has
been given and the long-wavelength behavior for
the insulating crystals has been examined. '


