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A function f(x~, x2, ... , x„) is a generalized homogeneous function (GHF) if we canfind
numbers a~, a2, ..., a„such that for all values of the positive number g, f(& &x&, g 2x2, ... ,
X+x~}=g ff{xg, x2, ... , x„). We organize the properties of GHFs in four theorems. These
are used to systematically examine the consequences of various scaling hypotheses. An ad-
vantage of this approach is that the same formalism may be used to treat thermodynamic
functions, static correlation functions, dynamic correlation functions, and "universality. "
The simple case of thermodynamic scaling (two independent variables) is first generalized to
static and dynamic correlation functions (three and four variables), and then to scaling with
a parameter {for which the critical subspace becomes higher dimensional). In this last case,
where a second GHF hypothesis is made, the necessity of crossover lines is demonstrated.
The assumption of homogeneity is clearly separated from any extra assumptions that may
also be called scaling (or "strong scaling" ), but are independent of and different from that of
homogeneity. One practical insight gained from the present approach is that all experimen-
tally measly. ed exPonents axe exPxessible as the ~atio of taco scaling po~e~s, a~ {which refers
to the function) and a& (which refers to the path of approach to the critical point). A second
practical advantage is that, since a GHF can be scaled with respect to any of its arguments,
one can immediately write a variety of scaling functions for each type of scaling hypothesis.
The GHF approach thereby permits data to be plotted in a variety of convenient fashions, and
is found to facilitate computation of the relevant scaling functions (in particular, the GHF
approach led directly to the recent calculation of the Heisenberg model scaling function by
Milo5evi6 and Stanley).

I. INTRODUCTION AND OUTLINE OF PRESENT WORK

Scaling hypotheses have been made in a wide
variety of situations, and have been applied near
the critical point successively to thermodynamic
functions, static correlation functions, ~'3'~~

and dynamic correlation functions. 30~ In some
cases the full consequences of the sealing hypoth-
esis made may not have been appreciated, while
in other cases the scaling hypothesis has been
formulated in such a fashion that it led to relations
that are not in accord with calculations on model
systems. '~

In this work we state the scaling hypotheses for
static and dynamic correlation functions, as well
as for thermodynamic functions, in terms of very
simple statements involving the use of generalized
homogeneous functions. Generalized homogeneous
functions (GHFs) have appeared before in con-
nection with scaling, ""'' but their systematic
investigation in order to consider all consequences
of the scaling hypothesis is, we believe, new and
worthwhile. Accordingly, we concern ourselves

with the properties of GHFs and with their ap-
plication to systems of physical interest. We shall
see not only that a certain "unity" among the
various previous approaches is obtained, but also
that we can make certain additional predictions,
some of which (such as ways of plotting experi-
mental data) are relatively trivial, while others
(such as a method of actually calculating the scal-
ing function directly from an interaction Hamil-
tonian using high-temperature series expansions)
lead to altogether new and useful information.

In Sec. II we define a GHF and systematically
assemble the properties of GHFs that are useful
in the context here considered. These properties
are stated for functions of only two variables,
while the generalization to functions of n variables
and the detailed proofs of these properties are
relegated to Appendix A, which we encourage the
serious reader not to skip.

In Sec. III the scaling hypothesis is formulated
in terms of GHFs for the ease of thermodynamic
functions. We show how every critical-point ex-
ponent can be simply and directly expressed in
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terms of two unknown quantities and how these
unknown quantities can be eliminated among groups
of three exponents to yield the three-exponent re-
lations or thermodynamic scaling laws. We also
examine the question of scaling functions and show
how the initial GHF assumption leads to the pre-
diction of an arbitrary number of scaling functions,
the mostuseful of which is, to the best of our
knowledge, hitherto unpublished. We also show
that one could have equally well assumed the ex-
istence of a scaling function and derived as a con-
sequence the GHF property, so that the GHF ap-
proach is fully equivalent to the scaling-function
appr oach.

In Sec. IV we proceed to consider the GHF as-
sumption for the static correlation function and we
relate our approach to previous work. In particular,
we show that the two-exponent relations predicted
by certain other approaches~ (but not borne out by
model calculations)" are, in fact, notpredicted
at all by our approach —the correction terms to
these relations are of precisely such a form as to
reduce them to familiar thermodynamic scaling
laws.

In Sec. V we consider the GHF hypothesis for
dynamic correlation functions and we show that
this hypothesis directly implies the dynamic scaling
hypotheses made by previous authors. The GHF
approach has the virtue that it is trivially gen-
eralized to nonzero magnetic field, and that one
can easily see how the scaling hypotheses for the
static correlation functions and thermodynamic
functions are immediate consequences. 3

Inboth Secs. IV and V critical-point exponents
and scaling functions are derived in a systematic
fashion using the properties of GHFs. Some of
these scaling functions have not appeared in the
literature bef ore.

In Sec. VI we use the GHF formalism to discuss
scaling with a parameter. The shapes of the
critical line and of the crossover line between dif-
ferent regions of scaling are treated. The sirnul-
taneous validity of two types of scaling behavior is
shown to require the existence of crossover lines,
thereby restricting the region of validity of the
scaling about the critical line.

II. USEFUL PROPERTIES OF GENERALIZED
HOMOGENEOUS FUNCTIONS

In this section we assemble the properties of
GHFs that are of use in the context of this work.
We shall state these properties for functions f(x, ,
xz) with duo independent variables, since in the
most elementary applications (thermodynamic
functions of a simple magnet, for example) the
appropriate functions are functions of only two
variables. These properties are assembled in the
form of "definitions" and "theorems" in order to

We refer to a„a~ as the scaling powers of the
variables x» x2, respectively, while the number

az is called the scaling power of the function f(x„
x2); the numbers a~, az, and a& are not all zero.

There are really only two indePendent scaling
powers, as all scaling powers in (2. 1) can be
changed by an arbitrary factor P (PW 0). To
demonstrate this assert:ion, we set X = X in Eq.
(2. 1), and observe that if (2. 1) is valid for all
positive X, it is valid for X=X~ (where X is posi-
tive). Hence we have

f(X 'lx~, X mx~)=X &f(xi, x~) . (2. 2)

The number a& is either zero, in which case we
call the function f(x„xz) a scale-invariant function
(for reasons that will become clear below) or else
azo0, inwhich case we can set p=1/az in (2. 2)
and express f (x~, x~) as a GHF with scaling power
unity. Thus, a GHF is either a scale-invariant
function

(2. 3a)

or else we can choose a~ and a2 such that

f(X'~ x, , &'3x~) = Xf(x„x~) (2. 3b)

For example, the functions x&x2 +x&x~ and

x&+x~x& are both GHFs. The scaling powers may
be chosen to be a, =-,' and a2= —,

' in both ca.ses, but
the first function is scale invariant (a& = 0) and the
second is not (a& = 1).~~ Additional examples of
GHFs are shown in Table I.

Functions f(x~, xz) which satisfy relations of the
form

ffg, (X)x„gm(X)x,J =g~(X)f(x„xm) (2. 4)

where the functions g~(&) and g&(X) possess in-
verses, are also GHFs. The proof that the form
(2. 4) implies g, (X) = &" and g&(X) = X'~ is given in
Appendix A e

The generalization of all the above statements to
functions of more than two variables is obvious
and for functions of n variables there will be n in-
dependent scaling powers (a&, az, . . . , a„) and, as

demonstrate most clearly the properties of GHFs
and the power of stating the scaling hypothesis in
terms of them. The proofs of our statements, al-
though not difficult, are relegated to Appendix A,
in order that the reader may pass directly to sub-
sequent sections concerning the applications of
these functions to systems of physical interest.

A. Definitions of Generalized Homogeneous Functions and
Subclass of Scale-Invariant Functions

Definition 1. A function f(x&, xs) is a GHF if
there exist two numbers a» a2 such that for all
positive X,

(2. 1)
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TABLE I. Examples of generalized homogeneous
functions. A function f(x~,x2) is a GHF if there exist
two numbers a~, a2 such that for all positive y, f(g~&g,
X 2x2) =f(x~,x2). A homogeneous function is a special
case of a GHF for which g~ =e2.. For these examples,
Cy=~e

f(X1,x2)

(1) x1+xp4

(2) x1x2+x2

(3) xjx42+x&,. p, q, r arbitrary

(4) xjx~2+x2, p, q, r arbitrary

(5) X~IX)+Xj Xf + ~ ~ +X',
where (r-p)/qr=(r-p')/q'r=' ' '

I
(6) Hx;+x: .- +e
(7) x&x2+x&+x2, where p/r+q/s =1

(8) x 1x2+x) x2 + ~ ~ ' +x1+X2,
where p/r+q/s =1, p'/r+q'/s =1,
and so forth

(s -q)/ps

(s —q)/ps

1/r

(r -p)/qr

1/s

(r-p)/qr

1/s

1/s

(9) x1+x, +x1x24 4 2

(10) Sin[1/(xi+x22)]

got a GHF

Not a GHF

f ' (x„x~)= ~
—~ f(x, , x~)(),a)

1 2

is also a GHF

(2. 5)

we shall see below, n independent critical-point
exponents.

We conclude this section with the observation
that if f(x&, xz) is a GHF with scaling powers a~,
a~, and aI and g(x„xa) is a GHF with scaling
powers a~, at, , and a~, then (a) the product fg is a
GHF with scaling power a&+ g„(b) the quotient f/g
is a GHF with scaling power a& —a~, (c) the sum

f+ g is a GHF if and only if a&= a~.

B. Derivatives and Legendre Transforms of
Generalized Homogeneous Functions

Theorem 1. If f(x„x~}is a GHF with scaling
power a& [cf. Eq. (2. 1)], the partial derivative

tion j(x~, x~) is also a GHF, with the same scaling
power as the original function (ay = a&); the scaling
power of the variable x1is given by a&=a& —a~:

f (X'~ 1x~, X'&xg) =X'~f (x~, xa) (2. 9)

Theorem 2 implies that al/ Legendre transforms
of a GHF are also GHFs, and they all have the
same scaling power. The scaling power of the
transformed variables will, of course, change in
accordance with theorem 1, but note that the pro-
cedure of Legendre transformation is internally
consistent in the sense that, for the reverse trans-
formation from f (x~, xa) to f(x~, x~), one finds that
the scaling power of x, is a~ —(az —a,) = a,.

Theorem 2 is proved in Appendix A and it is
easily shown that all 2" forms of a function of n

variables that are equivalent under Legendre
transformation are also GHFs of the same scaling
power.

Together theorems 1 and 2 have a remarkable
consequence: Since all thermodynamic func tions
are related by a combination of Legendre trans-
forms and derivatives, if one thermodynamic po-
tential is a GHF, then aQ thermodynamic functions
are GHFs (this statement will be illustrated in
detail in Sec. III A and Appendix 8).
C. Mathematical Form of Generalized Homogeneous Function:

Scaling Functions, Power-Law Singularities, and Exponents

The next theorem demonstrates the equivalence
of our approach to those which begin with state-
ments about scaling functionsss; it also shows how

to relate the scaling functions to the physical func-
tions explicitly, how any variable can be used to
scale, and how to evaluate the critical-point ex-
ponents of an arbitrary function directly in terms
of the scaling parameters —by inspection t

Theorem 3. A function f(x~, xm) is a GHF with

scaling power a& and independent variable scaling
powers a„a~ if there exists some function g„(u)
such that

f'~ ''(X'&x~, X'&xq) =.X'~ ~'1 "'mf"'~'(x x ) (2. 6) f(x, , x~) =
l x, l' '&g, „,(xa/ l x, l

' '
) (2.9a)

with scaling power a& —ja, —k+2.
For example, the function f(x&, x~) =x~&+x&x~z may

be considered a GHF with a~= —,', a2= —,', and a&= I
(or as a GHF with a, =2, a~=1, and a&=4); its
derivative f' ' '(x„x~}=2x,+x~ is a GHF with a,
= —,', am =-,'-, and scaling power 1 ——,

' = —,
' (or a GHF

with a&= 2, az = 1, and scaling power 4 —2 = 2).
Theo~em 2. Let f (x„xa) be a GHF with scaling

power a&, and let

f ( „x)-=xf(x„x,) —x, x, (2 &)

denote the Legendre transform of f(x, , xa), in
which the conjugate variable x,=-f"0'(x, , x~) re-
places x~ as independent variable. Then the func-

or, equally, if there exists some function h, (u)
such that

f(xi x~) =
Ix21 "»...(x~/lxal'""» (2.Qb)

g,(u) =f(+ 1,u),
h, (u) =f(u, ~ 1)

(2. 10a)

(2. 10b)

Note that the presence of the absolute-value
signs in Eqs. (2. 9) and the +subscripts arises

where sgnx -=x/ I x ~
denotes the signature of x.

Conversely, if f(x~, x~) is a GHF, then (2. Qa) and

(2. Qb) follow, where the functions g, (u) and h, (u)
in Eqs. (2. 9) are given in terms of f(x~, x~) by the

simple relations



exponent for the path x&- 0
exponent for the path x& -0 a&

(2. 12a)

Equally, we see that the ratio of the critical-point
exponents of two different functions f(x„.. . ) and

g(x~, . . . ) is path independent; i.e. , for any two

paths x&-0 and x&- 0, we have

exponent of f for the path x» - 0
exponent of g for the path x& - 0

exponent off for the path x, - 0»»~
exponent of g for the path x&-0 a~

(2. 12b)

D. Bridge between Dynamic and Static Scaling:
Theorem on Fourier Transforms

The final theorem enables one to relate the dy-
namic and static scaling hypotheses. The rela-
tionship between the dynamic structure factor and

the static correlation functions involves Fourier
transforms, and theorem 4 is used to show the
equivalence between scaling statements for each.
The flue tuation-dissipation relation between the
static pair correlation function and the isothermal

from the fact that we require ~ to be positive in
our defining equation (2. 1).

Note also that either variable x~ or x2 can be
used to form functions such as g, and h, that re-
main unchanged when x&- X'~x& for all i.

Theorem 3 also generates an explicit form for
the scaling function, which has led directly to a
method for the direct calculation of scaling func-
tions for any system (e. g. , the Heisenberg model)
for which high-temperature series expansions
exist 39,4o

The following corollary to theorem 3 will be
used in Sec. IIIB to show that the exponents of all
the thermodynamic functions are simply calculable
in terms of the scaling powers a&, while elimina-
tion of the (unspecified) parameters a» leads to the
relations among critical-point exponents known as
"scaling laws

Corollary to theorem 3. All GHFs have power-
law singularities at the origin when it is approached
along one of the principal axes. The exponent for
the path of approach Ix» ~-0 is given by a&/a», the
ratio of the scaling power of the function to the
scaling power of the variable that is approaching
zero; for a function of n variables, this result
becomes

f(o, . . . , x„.. . , o)- ~x,
~

~»»f(O, . . . , 1, . . . , 0) .
(2. 11)

In particular, we note from Eq. (2. 11) that the
ratio of the critical-point exponents corresponding
to two different paths of approach x;- 0 and x~ -0
to the origin are independent of the function under
consideration; i. e. , for any function we have

susceptibility (a thermodynamic function) is also a
special case of a Fourier transform, so that
theorem 4 will alsobe used to relate the scaling
hypothesis for the pair correlation function to the

scaling hypothesis for the thermodynamic functions.
Theorem 4. Let f(x&, xa) be a GHF with scaling

power a& and let

f (x„x,)-=jf(x„x,)e"~'"~d'x, (2. 13)

denote the Fourier transform in which the con-
jugate variable x& replaces x, as independent vari-
able, and 4 is the dimensionality of the variable.
Then the function f (x„x~) is also a GHF, with

scaling power a& =-a& —da& and the scaling power of
the transformed variable x& is given by

(2. 14)

In this section we consider only thermodynamic
functions near the critical point, and we formulate
the scaling hypothesis for these functions. In sub-
sequent sections we shall consider static and dy-
namic correlation functions, and we shall see that
the scaling hypothesis for the latter implies the
scaling hypothesis presented here.

Because of theorems 1-3 of Sec. II, it does not
matter which function we choose to formulate our
GHF hypothesis about —but it does matter which
variables we work with.

E. Homogeneous Functions

A homogeneous function is a very special case
of a GHF for which a~=an(=a3, . . . , =»»„ for func-
tions of n variables); a GHF for n= 1 is automatical-

ly a homogeneous function. Thus, by Eq. (2. 2)
homogeneous functions can be specified entirely by
a single scaling power, in contrast to the case of

GHFs, where n scaling powers are needed (n & 1).
If we arrange that a, =a~=. . . a„=l, then a& is this
power and it is called the degree of the homoge-
neous func tion.

Although the set of functions which are GHFs is
vastly larger than the set of functions that are
homogeneous (cf. Table I), nevertheless GHFs
form a rather small class of functions. However,
if we ask instead for the class of functions which

may be closely approximated by some GHF near

the origin x~= xa= 0, then a very large number of

functions fit the definition [notable exceptions are
functions possessing essential singularities and

functions with numerous cross terms such as

f(x», x~) =x4~+x4~+x~xza)]. This is the key to the

success of the scaling hypothesis, which is taken

up in Sec. III.

III. THERMODYNAMIC FUNCTIONS
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A. GHF Hypothesis for Thermodynamic Functions

l. Statement

We shall formulate the hypothesis for a mag-
netic system first, and we shall consider all
variables in units such that at the critical point
the variable is zero. Thus, we change the tem-
perature variable to

T T Tg

and the entropy variable to

0 —=S -S, ,

(3. la)

2. Equivalent Statement in Terms of Other Thermodynamic
Potentials

Theorem 2 of Sec. IIB implies that all 2" —1=3
Legendre transforms of (S.2) are also GHFs.
Thus, for the Helmholtz potential A-=G+ MH, we
have

(3.Sa)

for the internal energy U=-A+ TS, we have

U(X ' o, X "M) = X U(o, M);
and for the enthalpy E=- 0 -MH, we have

Z(~'o, X'"H) =XZ(a, H)

(S.Sb)

(3.Sc)

(but see the details in Appendix B). Here the
scaling powers of the "conjugate variables" mag-
netization and entropy are not independent of a,
and a„but are determined by theorem 2,

where S, denotes the entropy at the critical point;
there is no change of variable necessary for the
magnetization or the magnetic field, since M = H
= 0 at the critical point.

In general, the Gibbs potential may be split into
two parts, one regular at the critical point and the
other singular. The scaling hypothesis is made
about the singular part, and we shall mean by the
symbol G(v, H) only the singular part. A discus-
sion of this point is presented in Appendix B.

We now state the scaling hypothesis for a simple
magnet: Close to the critical point the singular
past of the Gibbs potential per spin is asymptotical-
ly a GHF; i.e. , there exist two numbers a, and

aH such that, for all positive A. ,

G (X.
'

v, X "H) = XG(7, H) . (3.2)

four thermodynamic Potentials are unity. In Ap-
pendix C we find bounds on the scaling powers of
the four variables.

For systems other than simple magnets, we
must choose our independent variables quite care-
fully. For a simple fluid, if we assume that the
singular part of the Gibbs potential is a GHF in the
variables T and P, then we obtain false predictions
(such as the prediction that C~ and C~ vary near
T, as the same power of i). In general, we should
choose variables one of which is in the direction of
the "coexistence surface" and the other of which is
out of the surface; these are called weak andstrong
directions, respectively (for detailed definitions and

examples, see Griffiths and Wheeler' ). In the
case of a magnet, the coexistence surface is in the
H-T plane and is that portion of the T axis from
T = 0 to T = T„hence, the variable v is parallel
to and the variable H is perpendicular to the co-
existence surface. On the other hand, for a one-
component fluid, the coexistence surface in the
T-P plane is the vapor pressure curve, which near
the critical point is parallel to neither the T nor
the P axes. Hence the scaling hypothesis is made
not in terms of the variables T and P but rather
in terms of different variables. "

A brief discussion concerning the application of
the scaling hypothesis to model systems is pre-
sented in Appendix D.

M(~" ~, Z "H)=~ "M(~,H), (S.6)

with a„=l —a„by Eq. (2. 6). Applying now the
corollary to theorem 3, we find

(S.6a)

B. Critical-Point Exponents for all Thermodynamic Functions
in Terms of a, , a&

Since every thermodynamic function can be ex-
pressed as some partial derivative of some thermo-
dynamic potential, it follows from theorems 1 and

2 that all thermodynamic functions satisfy the
scaling hypothesis also; moreover, theorems 1
and 2 provide a simple expression of the scaling
power of an arbitrary thermodynamic function
directly in terms of the initial parameters a„aH
of Eq. (3.3a).

For example, the magnetization per spin M(T, H)
= —(BG/BH)r is seen by theorem 2 to obey

ay= 1 —aH (3.4a)

(H - 0, v = 0) . (S.6b)

a, =l-a, . (3.4b)

The reader will note from (3. 2) that we have chosen
the scaling powers a, and a& such that the scaling
power of the Gibbs potential is unity, and by
theorem 2 it follows that the scaling powers of all 0 = as la, = (l aH)la, - (3. '7a)

The critical-point exponents P and 6 are defined by
the relations M(v, 0)- I 7 I and M(O, H)- IHI' ',
whence we have from (3.6a) and (3.6b) that
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G (T, H) ) Tl

)H) H

A (T, M) -I TI "~
-)M) '«~

U (o, M) -I ol "+

E (o, H) -I ol ' '
) H) iso

o'(T, H) G' ' (T, H) I T) «~1 —n =a~/a = (1 -a )/a-
I H I + &~ t(I

= a~/aH = (1 —a,)/aH

TABLE II. Predictions of the GHF hypothesis (3.2) for
the power-law dependences for all four thermodynamic
potentials and for a variety of other thermodynamic func-
tions obtained hy partial differentiation of the potentials.
These expressions illustrate the utility of theorem 2 and
the corollary to theorem 3 in affording an expression of
all thermodynamic-function critical-point exponents in
terms of two unspecified scaling powers a& hand ag.

C„(7,H) for the paths I rl - 0, I HI - 0,

(I au 1 as
—n —

&f& ac 1 —2a, I (3.8b)

Equations (3.8a) and (3.8b) provide relations
among the critical-point exponents; these relations
are generically termed "scaling laws. " Some of
the more useful scaling laws are shown in Table
III. Note that we can eliminate the unknown scaling
powers a„aH from any two critical-point expo-
nents that are linearly independent. If one
chooses, for example, the exponents p and b, one
finds

M(T H) G ' (T H) ) T I
~lf +~ p =ay/a«= (1 -aH)/a«-

I HI + ~ l5
' =a//ay=(1-aH)/ag a„=b/(b+ 1), (3.9b)

Xz(T, H) G'. ' (T, H) I TI & ~~-y = &= x/ «=(1 —2aH)/a«

I H) & H~1-g =ax/aH=(1 —2')/ag

CH (T, H) - G ' ~ (T, H) - ) T ) c '« ~- n' = —n = a&/a« = (1 —2a«)/a«- ) Hl 6& ~H ~-4 =a(.-/ag= (1 —2a«)/ag

Cz(T, M) -A' ' )(T M) - I Tl & '«~-n'= —n =a&/a«= (1 —2a«)/a
I Ml ~ &~-41=a&/a~= (1 —2a«)/ag

b = au /as = (1 —as)/a s . (3.7b)

(3.8a)

where the exponents used are all defined in Table
II. Equivalently, we can illustrate (2. 12b) by
considering, say, the two functions M(v, H) and

This simple procedure can readily be applied to
obtain the critical-point exponents for any thermo-
dynamic function directly in terms of a, and a&,
and examples of the more common thermodynamic
functions are given in Table II. The reader is en-
couraged to work through a few examples from this
table in order to appreciate that the critical-point
exponents for mk arbitrary function can be obtained
essentially by inspection. This is because each
exponent is the ratio of two numbers, the numera-
tor being dependent solely upon the function under
consideration and the denominator being dependent
upon the path of approach to the critical point;
thus the reader can verify the validity of Eqs.
(2. 12a) and (2. 12b).

For example, to illustrate (2. 12a), note that if
we divide the exponent for the path )7t -Oby the
exponent for the path H- 0, considering succes-
sivelyS(~, H), M(r, H), gr(~, H), and C„(7,H), we
find

as the reader can verify from Eqs. (3.7a) and

(3.71). Since all critical-point exponents can be
expressed in terms of a„a&, it follows that all
exponents can equally be written in terms of p, b

or in terms of any other pair of linearly indepen-

TABLE III. Relations among critical-point exponents
(scaling laws) which are predicted by the scaling hypoth-
esis for (a) thermodynamic functions, (b) static cor-
relation functions, and (c) dynamic correlation functions.
These relations are not all independent of one another,
and in fact there are 2, 3, and 4 independent exponents for
cases (a), (b), and (c), respectively, corresponding to the
number of independent scaling powers appearing in Eqs.
(3.2), (4. 2), and (5.2). For example, if one wished,
one could express all thermodynamic-function exponents
in terms of, say, P and &; all static correlation-function
exponents in terms of P, ~, and v; and all dynamic cor-
relation-function exponents in terms of P, &, v, and g.

(a) Thermodynamic scaling laws
n+2p+y=2

0+p(6+1) =2
(2- o.) &+1= (1 —n)g, where &=—gP-1

y (g+1) = (2- n)(g -1)
p@-1) [or p& =p+')/]

4+2q -1/g =1
cpb=n
/pe =1-o.

b = (2 —n + v)/(2 n —y)—
&= p+'Y= p~
6=1+& (y-~)

(b) Static correlation-function scaling laws
y=(2-g) v

(6 —&)/c = (2 —q) u
~/u = (& —a)0 = pb = a/q = &

(c) Dynamic correlation-function scaling laws
x = vz

y =PZ
x=by
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dent exponents (cf. Table IV). In particular, one
can then use Table II to express any exponent in
terms of a„a„and use Table IV to express a„
a~ in terms of any pair of linearly independent
exponents.

The Essam-Fisher gap exponents ~„' and ~„de-
scribe the fashion in which the ratio of two func-
tions diverges~'; as T- T, ,

G(0, n+1&( H P) - I ~ I
-~g

O""'(~,a = 0)

while for T- T,',
G (0, w 2& (+ H P) - l71-~~

(0, &&&(~ H 0)

(3.10a)

(3. 1pb)

Theorem 1 tells us that G' '"' is a GHF with scaling
power 1 na„-, so that the quotient in (3. 10a) is a
GHF with scaling power

predictions for such a case from Eqs. (3.3b) and
(3.3c) both for the critical-point exponents to be
expected and for the correct ways to plot data in
order to obtain scaling functions.

1. First M-r-H Scaling Function H, versus M,

We illustrate the present approach by deriving
what was historically probably the first scaling
function. Since H(v, M) = (SA/SM)„ it follows from
(3.3a) and theorem 1 that H(7, M) is a GHF with
scaling power a& = 1 -a&,

H(~" ~, ~ "M)=X.'"H(~, M) . (3.14)

where the notation sgnv denotes the signature of v.
We write (3.15) in the form

Setting». = i rl '& in (3.14) leads to

H(~, M)/lil'" "=a(sg ~, M/l~l '), (3.15)

[1 —(n+1)a„]—(1 —na„) = —a„, H. =&sm. (M.) ~ (3. 16)

G (m, »+1 & ( (3. 12a)

G(m+1, n&
(P H)

G (sl, && & (P H)
(3. 12b)

These generalized gap exponents are equal to the
original Essam-Fisher gap exponents, as clearly

nr (nH )
&, —n + / (3.13)

C. Equation of State near Critical Point: "Scaling Functions"

The equation of state is a functional relationship
among three thermodynamic variables, as for ex-
ample M =M(7, H). In this section we demonstrate
that the GHF assumption (3. 2) leads to predictions
concerning thermodynamic functions for all values
of their arguments near the critical point (not just
their critical-point exponents): In particular, we
shall show by straightforward application of
theorem 3 that the equation of state near the critical
point is of a very special form.

We shall illustrate the generality of applying
theorem 3 to obtain scaling functions by obtaining
systematically three scaling relations for the M-T-
H equation of state M=M(v, a). A similar analysis
can be applied to any other triplet of variables.
For example, if measurements were made instead
at constant entropy, the functions that should be
considered are the enthalpy and internal energy. 6

The scaling hypothesis in our form makes definite

independent of n. Hence combining (2. 11) and the
definitions of (3.10), we have

(3.11)

One can clearly generalize the concept of a gap
exponent by the relations

The second equalities in (3.17) follow from (3.7)
or from Table II [we could write P5= & using.
(3. 11)].

The quantities H, and M, defined in (3. 17) are
sometimes called scale invariant quantities, as
they are invariant under the scale transformation

H-X H, M-a M . (3. 18)

Equation (3.16) says that all M-H-v data points
near the critical point should asymptotically ap-
proach two curves (rather than an infinite family
of curves); all data taken for T & T, (sgnr = —1)
will collapse onto one branch of the function
6'„„(x), while all data for T &T, (sgn~=+1) will
collapse onto the other branch. This "scaling
function" is sketched in Fig. 1(a).

The "data-collapsing" prediction of (3.16) has
been borne out by measurements on a number of
systems4~ and this provides experimental con-
firmation of the GHF hypothesis (since theorem 3
is an if-and-only-if statement).

2. Second M-r-H Scaling Function: Hz versus 7&

Choosing X = IM I
~'& in (3.14), we find

(3.18)

Hg = 6' '(v~),

where

H„-=a/ lM
l'"'" =H/ lM l'

(3.20)

(3.21a)

where we have defined the scaled quantities

a, = a/l ~l'"-'" =H/ f~l" (3.17a)
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TABLE IV. Expressions for the scaling powers
a~, az in terms of pairs of critical-point exponents; these
relations may be verified using Table II. This table
emphasizes that no pair of exponents is more fundamen-
tal than any other pair.

I.8

I.6—

1.4—

I.2—

Sp

Qo

I I I I I I I

Exponents

(2-~) '
(2-~)-'
(2 —~) '
(2P+y)-'
[p(v+1)]-'
(S —1)/y(v+1)

(2 —e —p)/(2 —G)
(2 —of + y)/2(2 —e)

~i(~+&)
(p+q)/(2P+ y)
Ci(t +1)
~i(~+&)

go IO
Z

& +0.8—

0.6—

0.4—

0.2— T ~ Tc

+H

T & Tc
p

I I

5 60 I I

-4 -5 -2 -I 0 I 2 8

r„=- r/IMI"'" =r/[M l'" . (3. 21b)

Note that we have omitted the subscript sgnM
from the second scaling function & '@(x) because
the two branches of F '(x) are identical by sym-
metry (H is an odd function of M). The function
P's'(x) is often called the Griffiths scaling func-
tion and denoted by h(x); it is sketched in Fig.
1(b).

FIG. 2. Plot of the experimental data of Kouvel and

Comly (Bef. 47) on the ferromagnetic metal nickel, plot-
ted using the coordinate system of Fig. 1(c). The data
appear to lie smoothly upon a single curve and this curve
is the scaling function MH=$' '(7z) of Eq. (3.24) and

Table V, part (a). These data are compared with the
function f'3(x), calculated for the Heisenberg model, in

Befs. 39 and 40.

3. Third N-v. -H Sealing Function: N& versus v.
&

HM'

+M

The functions F ' '(x) and 7 ' '(x) have one disad-
vantage. Small values of ~ in the first case, and

small values of M in the second case, lead to huge

values of the scaled variables —to get all the data
onto a single plot generally necessitates the use of
log-log paper, and a consequent loss of Precision.
In fact, data are takenfor the critical isotherm (~ = 0)
to a point at infinity in Fig. 1(a), and cannot be
plotted at all'.

A third way of plotting JI/1-7. -II data does not suf-
fer from these defects, and to the best of our
knowledge is new. It has recently been used with

good advantage in the actual calculation of scaling
functions for the Heisenberg model. ' '

We return to the scaling hypothesis (3. 2) and

observe that since M (r, H) = (sG/&H)„

M(~ 'T, ~'"H)=~'"M(r, H), (3.22)

as

rr
~

I

r

where a„=1-az by theorem 1. Setting X= jHI ' 'H

in (3.22), we have

M(r»)/IHI " "=M(~/IHI"'" »

FIG. 1. Sketches of the three possible scaling func-
tions for interpretation of M-H-7. equation-of-state data
near the critical point, where v = T —T,. The three func-
tions shown, p~", p~, and p', are defined in Table V,
part (a) and in Eqs. (3.16), (3.20), and (3.24). A dashed
line indicates that data are not taken for this branch of
the scaling function due to the fact that M is an odd func™
tion of H, and accordingly the subscript + is used only in
the scaling function g~ fcf. Table V, part (a)].

Ms = F '(rs),
where

M„=M/ lH
"'"-M/ IH I"'

r„-=~/ lHI"'" = r/ IHI'"' .

(3. 24)

(3. 25a)

(3. 25b)
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In this section we formulate the scaling hypoth-
esis for the static pair correlation function. We

shall see that the scaling hypothesis presented here
implies the scaling hypothesis for thermodynamic
functions presented in Sec. III.

A. GHF Hypothesis for the Pair Correlation Functions

J. Statement

We shall formulate the hypothesis for a magnetic
system, in which case the pair correlation function
is defined by

Cz(~, H, r) —= (so s;) —(so)(s.„), (4 1)

where so and s; are the z components of spins sit-
uated at sites 0 and r of a lattice and the angular
brackets denote a thermal average. ' Note from
(4. 1) that we express the temperature dependence
of C, in terms of the variable ~ defined in (3. la).

We now state the scaling hypothesis for a simple
magnet: Close to the critical point and/or large
r the pair correlation function Cz(r, H, r) is asymp-
totically a GHF; i.e. , there exist three numbers

b„bH, and b„such that for all positive X,

C~(x ~ ~, y &H, y "r)= XCz(i, H, r ) . (4. 2)

2. Equivalent Statement in Terms of Structure Factor

According to theorem 4, we could as well have
made the scaling hypothesis about the structure
factor, which is the spatial Fourier transform of
C~(v, K, r); clearly C,(~, H, r) is a GHF for large
r if and only if S(7, H, q) is a GHF for small q, and

by (2. 14), we have"

S(X"r Z'sH A. '~q) = Z' "~S(7, H, q), (4. Sa)

where

bq = —b„.
3. Relation between Correlation-Function Scaling
Parameters and Thermodynamic-Function Scaling

Parameters

(4. Sb)

The scaling powers of the variables v', lI, and r
are chosen in Eq. (4. 2) so that the scaling power

Again because of M-H symmetry, we need not
introduce a subscript sgnH on the scaling function
F ' '(x). Experimental data are found to fall evenly
(cf. Fig. 2) upon a single smooth curve, which in
fact is just the curve of the magnetization as a
function of temperature in a fixed external field
[cf. Eq. (S.23)]. Of course the reason that the data
do not fall at extreme regions of this new "scaling
plot" is that in practice one never makes measure-
ments for H= 0 (cf. the detailed data tabulation of
Ref. 4V, or the plots in Refs. 39 and 40).

The definitions of the three scaling functions
5 "(x) are summarized in Table V, part (a).

IV. STATIC CORRELATION FUNCTIONS
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y. ,(~, H) = f d r C,(~, H, r) (4. 4a)

of the pair correlation function is unity. In Sec.
III we chose the scaling power of the Gibbs potential
to be unity. Thermodynamic functions are ob-
tainable from correlation functions, and hence we
would expect there to be some relation between
the a's and b's. The bridge between thermody-
namics and the pair correlation function is pro-
vided by the fluctuation-dissipation relation'2
(which is a particular case of a Fourier trans-
form),

powers we can obtain numerous relations among
the critical-point exponents (scaling laws).

l. Generalized Correlation Length $@(r, H) and the
Exponents v&, p&

The critical point is characterized by a dra-
matic increase in the range of the pair correlation
function Ca(~, H, r) and to this end we define the
family of functions

[g, (~, H)]"=[f-dr/r/" C,(~, H, r)]/

=S(v, H, q= 0). (4.4b) [f d r Ca(r, H, r )] . (4. 10)

We may apply theorem 4 to (4.4a), or Eq. (4. 3) to
(4. 4b), obtaining

X,(~"~, ~"H) =~""X,(~, H) (4. 5a)

&yr(7, H). (4. 5b)

&, /(1 —2a„) = I, /(1+ df „) (4. 7a)

&H /(1 —2&H) = ba /(1+ db. ) (4. 7b)

since the scaling powers of a function are unique,

up to an arbitrary factor p [cf. Eq. (2. 2)]. From
(4. 7b) we see that

b„/a„= 1+ db„+ 2b„,
and one can similarly show that

(4 8)

Equation (4. 3b) shows that (4. 5a) and (4. 5b) are
equivalent. Now yr(7, H) = —G' '(r, H); hence upon
twice differentiating Eq. (3. 2) and applying theo-
rem 2, we find that the GHF hypothesis for the
thermodynamic functions yields

y, (~"~, X'"H)=X'""X ( H) .

Comparing (4. 5a) and (4. 6), we obtain

The reader should note that go(T, H) has the dimen-
sions of length and we shall call it the generalized
correlation length; it reduces to a common defini-
tion of the correlation length $ for Q = 1 (the second
moment),

~,(~, H}=- ~(~, H) . (4. 11)

],(~"~, X'"H) =&"$, (T, H) . (4. 12)

Applying now the corollary to theorem 3, we find

],(., 0)-~ ~ ~"" (,-o, H=o) (4. 13a)

$, (O, H)-
~

H~'"'" (H-o, w=o). (4. 13b)

We proceed to demonstrate that go(7, H) is a
GHF with scaling power b„. To begin with, the
denominator of (4. 10) is a GHF with scaling power
(1+db„) as given by Eqs. (4.4) and (4. 5). The
integrand of the numerator is a GHF with scaling
power (2gb„+ 1) (cf. the discussion at the end of
Sec. IIA). By theorem 4 then, the numerator of
(4. 10a) is a GHF with scaling power (2gb„+ 1+db„).
Thus, the right-hand side of (4. 10a) is a GHF with
scaling power (2pb„) and hence g~(7, H) is a GHF
with scaling power b„,

b„/a„= (1+db„)/(I —2az) = 1+ db„+ 2b„ (4. 9) The critical-point exponents v~ and p, ~, defined by
the relations5

for all variables x [x=H in Eq. (4. 8)). Indeed, ac-
cording to theorem 3, the critical-point exponent
for the path H-0 for any function f will be given
equally by a~/a„or by b&/b„, whence (4. 9) fol-
lows.

Equation (4. 9) forms the bridge between the
scaling powers for the static pair correlation func-
tion and the thermodynamic functions treated in
Sec. III.

~, (~, o) -
~

~
~

"o (4. 14a)

],(0, H)-
~

H~-"~, (4. 14b)

describe the fashion in which the generalized cor-
relation length g~ diverges at the critical point;
we note that v& -=v and p, &

———p, , the conventional ex-
ponents. Comparing (4. 13) and (4. 14) we have'

B. Critical-Point Exponents in Terms of b, , b&, and b, ~~= v= —5„/5, (all P) (4. 15a)

In parallel to Sec. IIIB, we shall here utilize
theorems 1-4 in constructing expressions for the
critical-point exponents for functions related to the
pair correlation function. As in Sec. III B, we
shall see that by eliminating the unknown scaling

~. = ~ = —&, /bH (»I 4 ) . (4. 15b)

Other authors have used the symbols v, or & to de-
nOte pQ

1f$2D ~ 2f
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X~(1=0, H=0, i) i-2'~ "e,
where the function X~ is defined by

(4. 16a)

X, (~, H, R = j-"
I

~
~

' C,(~, H, ~) 2-' d~ . (4. 16b)

The exponent normally called g is defined by Eqs.
(4. 16a) and (4. 16b) with $ =0; thus &b

=

By theorem 2, the function X~(7', H, R) is a GHF
with scaling power 1+ (d+ P)b„,

X,(»."T, ».'»H, &,"r) = 2'&'" &"x, (T, H, ~) .
(4. IV)

Setting 7 = Q= O and choosing y =
1 rI, we find

X~ (0, 0, r ) =
I r I

' ' ~~'~'~ ' X~ (0, 0, 1) .
Comparing (4. 18) with (4. 16a) we have

qo =q= 2 —d- I/O„.

(4. 18)

(4. 19)

We shall denote the new exponents v, p, , and q by
the generic term cot'relation-function critical-point
exponents, to distinguish them from the thermody-
namic-function critical point expon-ents considered
in Sec. III.

3. Scaling Laws Predicted by GHF Hypothesis

Equations (4. 15a), (4. 15b), and (4. 19) express
v, p. , and q, respectively, in terms of the correla-
tion function scaling powers b„b„, and 5„. We

can, in analogy to Eqs. (3.9), solve for b„b», and

5„ in terms of the exponents v, p. , and g, with the
result

b, = 1/v (d —2+ q),
b„= I/». (d —2+ q),

(4. 20a)

(4. 20b)

b„= —I/(d —2+ &l) . (4. 20c)

However, we cannot eliminate the three unknown
scaling powers to obtain a single relationship
among the three correlation-function critical-point
exponents v, p, , and g.

We can nevertheless obtain numerous relation-
ships between the correlation-function critical-point
exponents and the exponents for the thermodynamic
functions. One method of obtaining such relations
is by utilizing equations such as (2. 12a), in which
case we obtain from (4. 14) and (4. 15), in parallel
with (3.8a), the relations

(4. 21)

2. Long-Range Decay Exponent g

At the critical point (~= 0, H= 0) the correlation
length g~ (0, 0) = ~ but the correlation function
Cm(0, 0, r) of (4. 1) still decays to zero as r- ~.
This decay is measured by the exponent g, defined
through the relation

A second, perhaps somewhat more systematic,
method is to utilize Eq. (4. 9) to express the a„(and
hence, by Table II and the discussion in Sec. III B,
to express the exponents for all thermodynamic
functions) directly in terms of the correlation-
function scaling powers b„. Then we utilize Eqs.
(4. 20) to express the b„ in terms of the correla-
tion-function critical-point exponents.

For example, using this procedure we can ex-
press —y, the susceptibility exponent for the path

0 in terms of the correlation-length exponents
vand g,

2a~ —1 b~

a, b,
1+db„+ 2b»

(2 )5,
(4. 22a)

or, alternatively, since y=y and v= v,
r =(2-n)v (4. 22b)

Similarly, we can express —(5 —1)/6, the suscep-
tibility exponent for the path H-O, in terms of p,

and 'g~

2a„- 1 =2-
aH

1+ db„+ 2b»
2 —'0 v ~

&H

(4. 23)

4. Relations Not Predicted by GHF Hypothesis: Two-
Exponent Relations

This section concerns the exponent relations

(4. 24a)

(5-1)/(5 1)=(2 n)ld. - (4. 24b)

When the scaling hypothesis was first proposed,
relations (4. 24) were predicted to hold. '3'I This
is because the initial formulations involved as-
sumptions different from (and in addition to) our
assumption, Eq. (3.2). Equations (4. 24) are borne
out by two exactly soluble models, the d = 2 Ising
model (v= 1, o. =0, 6=15, and &i= -,') and by the d=3
spherical model (v= 1, n= —1, 6=5, and @=0).
However, numerical calculations for other model
systems (such as the d= 3 Ising and d= 3 Heisen-
berg models) revealed a small but not easily ig-
norable failure of (4. 24), the left-hand sides being
1-2% larger than the right-hand sides. Also nu-
merous experiments have led to results for which

the predictions of (4. 24) are outside experimental
error. Attempts have been made to explain the
breakdown of (4. 24) by suggesting that logarithmic
terms might contribute or by introducing a second
length. .ss

One reason for the fact that historically there
has been concern over the breakdown of Eqs.
(4. 24) is that the initial arguments~'3 favoring
(4. 24) were appealing. A second reason is that
Eqs. (4. 24) correspond, respectively, to the
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Josephson' and the Buckingham-Qunton-Stell~ in-
equalities taken as equalities. The QHF hypothesis
for thermodynamic functions led to scaling laws
that corresponded to rigorous exponent inequalities
with the ~ sign replaced by an = sign, and the
same was anticipated here.

The purpose of this section is first, to demon-
strate clearly that relations (4. 24) do not follow
from making the GHF hypothesis (3.2); and sec-
ond, to show that our formulation results in (4. 24)
only if a second assumption-in addition to Eq.
(3. 2)—is made. If it is not made, then we will find
correction terms which change the relations (4. 24)
back into standard thermodynamic equalities (scal-
ing laws), and hence without the second assump-
tion, (4. 24) are not valid.

a. Why Eqs. (4. 24) do not arise from the GHF
assumption. In general we would expect that the
elimination of the three powers b„b~, and b„ to
lead to relations among any four of the exponents,
with at least two of these exponents being correla-
tion-function exponents [see, e. g. , Eq. (4. 21)].
Since two thermodynamic exponents can often be
expressed in terms of a third as in the example
(2 -q) v= P(5 —1)= y, we expect to find four- or
three-exponent equalities, but never relations in-
volving only two exponents, and therefore relations
(4. 24) can not be expected from the outset.

b. How Eqs. (4. 24) do arise if a "second as-
sumption" is made. Our formulation (3. 2) can be
made equivalent to the early work if we make a
second assumption [in addition to Eq. (3. 2)], name-
ly, that the pair correlation function

C2(r, H, r) =- (so s;) —(so)'

should have the same scaling power as the square
of the magnetization, M2O-(so)3 [cf. Eq. (3. 1)].
The second term in the definition of C~ does indeed
behave like Ms. However since lim„„C2(0, 0, r)
=0, this behavior must be exactly cancelled by a
term in (sos;). Hence there is no a priori reason
why C~ should have the scaling properties of M
and in fact it is our contention that it need not.

Mathematically this second assumption would
lead one to conclude that when & - y~e &, H y'&H,
then C& and M should transform with the same
power of A. ; that is to say

b~+ b g db„2b~ —1

ag
(4. 27)

where we have used Table II and Eqs. (4. 9) and

(4. 26). If 5„=—,', then (4. 24a) follows directly
from (4. 27) on using (4. 15a). If, on the other
hand, we do not make this second assumption then
we find on combining P = 5„/5, and (4. 20c) with
(4. 27) that

dv=2 —&+X
q

where

X—= (d —2+ q) v —2P

is a "correction term. " One can show that'

X~O,

so that the Josephson inequality

(4. 28)

(4. 29)

(4. 30a)

dp&2 —g (4. 30b)

is consistent with the QHF assumption. The fact
that violations of (4. 24a) are consistent with (4.30b)
supports the GHF hypothesis (3.2).

Note also that (4. 28) can be combined with
(4. 22a) to yield

2-u=2P+y,
which is just the Rushbrooke equality (cf. Table
III), a consequence of thermodynamic scaling. The
validity of (4. 31) further supports the scaling
hypothesis.

The second problematic equality is (4. 24b), and
so we inspect (5 —1)/(5+ 1), using 5 = a„/a„(cf.
Table I) and Eqs. (4. 9) and (4. 26),

C -1 b, —b„1+db„
5+ 1 bg+ b~ 1+db„+ 2' (4. 32)

and Eq. (4. 5a),

bM 1 + dbms
+ bH '

Hence the exponents p, , v, and q can be related in
additional fashions. The additional relations are
Eqs. (4. 24); these are the Josephson and Bucking-
ham-Qunton-Stell inequalities taken as equalities.
To prove this assertion, we consider (4. 24a) and

(4. 24b) seriatum.
First we evaluate the right-hand side of (4. 24a}:

C, (X" e, X'& H, X'& r )

= y"uM'(~, H), (4. 25a)

= XC,(e, H, r )—M'(y"~ c, y'& H)
Now the second assumption, b„=—,', leads to I+2b~
= —2db„ from (4. 26) and thence to (4. 24b) on using
(4. 20c). When the analysis of (4. 32) is carried
through fully, we obtain

where

(4. 25b)

6 —1 2-g y
5+ 1 2P5/v —2+ g 2P5 —y

(4. 33)

thereby eliminating one of original three undeter
mined scaling parameters, since from theorem 3,

Multiplying this out gives the Widom equality

P(5 1) =y- (4. 34)
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+H Sq
lk

q 7

properties as M(v, H), providing we let a&/-I&„,

a,- b„and a~- b„ in our analysis of Sec. IIIC
(cf. Table V).

For S(7, H, q), however, we have three indepen-
dent variables. The appropriate scaling functions
are now functions of two scaled variables and data
are predicted to collapse onto a surface rather than
onto a single curve (cf. Figs. 1 —3).~ Applying
theorem 3 successively to each variable in

S(r, H, q), we obtain

S i H
sA~ l~

g
~& ~b///0~ [& [b /bz

(4. 35a~

[H[ s '// '( (H(»// ' )H( // I

(4. 35b)

(
q I

bS/b& E I q I
b&/b+

H
~

b///5+

(4. 35c)
where, from theorem 4 and Egs. (4. 3) and (4. 20c),

I&s =- I&„= 1 —db, = I —d/(d —2+ &i) . (4. 38)

FIG. 3. Coordinate systems which can be used to test
the validity of the scaling hypothesis (4.2) for the static
correlation function. If data are found to collapse onto a
single surface in any of the three coordinate systems,
then it follows from theorem 3 that (4. 2) is valid. The
surface will appear as a line in any two-dimensional sec-
tion of the space [e.g. , H=O in (a)]. (a)-(c) denote scal-
ing of the structure factor S(v, JI, q) with respect to v,
H, and q, respectively [cf. Eqs. (4.37)]. The surfaces
are described by the functions g+ (H„q,), g' (rH, q&),
and g'3~(7, H,); these functions, as well as the scaled
variables H~, q~, etc. , are defined in Table V, part (b).
Calculation of the scaling functions is underway (Ref. 66).

and its validity (cf. Table III) supports the validity
of the GHF hypotheses (3. 2) and (4. 2).

C. Scaling Functions for Static Correlation Function

According to theorem 3, any QHF can be scaled
with respect to any of its arguments. In this sec-
tion we have seen that the pair correlation function

Cs(~, H, x), its spatial Fourier transform S{v,H, q),
and its normalized /th moment ge(v, H) are all
GHFs according to the scaling hypothesis. Of
these three functions, the structure factor S(r, H, q)
is probably the most directly measurable, as it is
proportional to the total scattering cross section.

Before discussing the scaling properties of the
structure factor, we remark that the generalized
correlation length ge(r, H) has the same scaling

Equations (4. 35) may be written in the form

S,=S(sgn~, H„q,)=9 &', &,(H„q, ),
Ss=S(ws I, qs)= g"'(~s, q-s),

S,= S(r„H, , 1)-=Q ' ' (r, , H, ),

(4. 37a)

(4. 37b)

(4. 37c)

where

S,-=S/( r ('s'" =S/[ ~(-",

S„=S/(H (""s=-s/( H )-"",

S, -=S/f q f""=S/f q
f-"'"

(4. 38a)

(4. 38b)

(4. 38c)

V. DYNAMIC CORRELATION FUNCTIONS

In this section we formulate the scaling hy-
pothesis for the dynamic pair correlation function,

or, equivalently, for the dynamic structure factor.
We shall demonstrate that the hypothesis pre-
sented here implies the scaling hypotheses pre-
sented in Secs. III and IV. Throughout this sec-
tion, H refers to the ordering field; this is a mag-
netic field for a ferromagnet and a staggered mag-
netic field for an antiferromagnet.

represent the structure factor scaled, respectively,
with respect to the variables 7, II, and q. The in-
dependent variables H, and v„are defined in (3. 17a)
and (3. 25b), while the remaining variables q„q//,
v, , and H, are all defined in Table V, part (b).

Experimental data of Smith et al. are being
analyzeds to test the predictions of Egs. (4. 37) and

calculation of the appropriate scaling functions
g' &, 9' ', and 9' ' is underway. ss
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A. GHF Hypothesis for the Dynamic Pair-Correlation
Function

1. Statement

f„", s (7, H, q, (u) de = —,
' f" 3 (r, H, q, ~)d(u

(5. 5)
Equivalently, on multiplying both sides of (5. 5) by

The dynamic pair correlation function is de-
fined in analogy to (4. 1),

~(bl -b &/bg ~(1-&bq-2bf4I)/bgQ
y

we have

(5. 8)

Cs(r, H, r, t)= (so(t=-0)s;(t)) —(so(0))(s",(t)) .
(5. 1)

The dynamic scaling hypothesis still takes the
same form: Close to the critical Point, and for
large ~ri and t, the dynamic pair correlation func
tion Ca(r, H, r, t) is asymptotically a GHF; i.e. ,
one can find four numbers b„b&, b„, and b, such
that, for all positive &,

Cs(&"r, X'"H, X'& r, A t) = X Ca(r, H, r, t) . (5. 2)

f; s (1, H„q„(u,) d(u, = ,' f-I (I,H„q„(o,)d&u, ,

(5. 7)
where

(5.8)
By inspection of (5. 7) we see that ~', depends on
the variables K, and q, and therefore it is a func-
tion of them:

The 5's introduced in (5. 2) are the same as the
b's of Sec. IV, since

(o', =(o'/iri" '"=(u',(H„q,) . (5.9)

A large number of experimental quantities are
directly expressible in terms of the dynamic struc-
ture factor, which is the Fourier transform in
space and in time of the pair correlation function,

I (r, H, q, u)—= f dr f"dtCz(r, H, r, t)e " ' "".
(5. 3)

According to theorem 4 of Sec. IID, homogeneity
statements about (5. 1) or (5. 3) are equivalent, and
so the dynamic structure factor is a GHF,

&(& '7', ~'"H, X 'q X'" v)

= X' ~~ '~ S (r, H, -q, (u),
where h, = —b„as in Eq. (4. 3b) and

b„=—b&

(5.4a)

(5.4b)

B. Recovery of Halperin-Hohenberg Hypotheses,
when H= 0

We can easily obtain from (5. 2)—or, equivalent-
ly, from (5.4)—both of the dynamic scaling hy-
potheses proposed by Halperin and Hohenberg. Let
us assume that the dependence of the dynamic
structure factor is dominated as the critical point
is approached by a large central peak (about &u = 0).
Then a parameter of significance is the half-width
~', which becomes zero at the critical point. This
is defined as the frequency such that half the area
under a curve of structure factor versus fre-
quency lies between —&' and +~',

C,(r, H, r) = C (2 r, H, r, t = 0)

[cf. the definitions (4. 1) and (5. 1)], and indeed the
validity of (5. 2) implies the validity of (4. 2),
which in turn implies the validity of (3.2). Thus,
dynamic scaling leads to all of static scaling.

2. Equivalent Statement in Terms ofStructure Factor

Using the corollary to theorem 3, it follows from
(5. 9) that cu' is a GHF of the same scaling power
as (dy

~'(&"r, X'"H, &'~ q) = &'" &u'(r, H, q) (5. 10)

On setting H = 0 in (5. 10), and changing variables
from temperature v to inverse correlation length
& =

I v I
~ '&= v ", we have

&u'(X ~ e, 0, A. e q) = X "uP(v, 0, q) (5. 11)

Equation (5. 11) explicitly shows that &u' is a
homogeneous function of & and q, which is the first
of the two dynamic scaling hypotheses of Ref. 31.

To obtain the second statement proposed as a
hypothesis in Ref. 31, we define the shape function
E(x) as a sort of "normalized" dynamic structure
factor in which the total area is unity and the char-
acteristic frequency co' corresponds to an argument
of unity,

F((o/(u')=-(u'8 (r, H, q, (o)/f S(r, H, q, (u)d(u

= (o', s (1,H„q„(u,)/f I (1,H„q„(u,)d(u, .
(5. 12)

From (5. 12) we see that f"„F(Q)dQ= 1, where
0-=~/+'. Equation (5. 12) shows that for H=0, E
depends on q and ~ again only in the invariant form
proposed previously: it depends on q, 7 only as
q/&. We can again extend this form of the hypoth-
esis to nonzero H: q and H enter in-and only in-
the invariant combinations q„H, .

C. Critical-Point Exponents and Scaling Functions

A quantity of special experimental interest is the
characteristic frequency aP defined in (5. 5). This
is a function of the three variables v, H, and q.
The scaling functions in this case arethereforetobe
formed and treated analogously to the scaling func-
tions in Sec. IV. This means that (if we restrict our-
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C
(dT z -=b„/b, . (5. 14c)

(b)

+H
c

(dq
)i

= Hq

selves to scaling with respect to intensive varia-
bles) we will have three possible three-dimensional
plots. These will have principal axis triads (cf.
Fig. 4) (&u'„H„)q, (&u'„, r„, q„), and (&u,', v, , H, ),
where oP, = u&'/ir I'~ '~, etc. From Eq. (5. 10) it
is seen that

FIG. 4. Coordinate systems which can be used to test
the validity of the scaling hypothesis (5.2) for the dynam-

I

ic correlation function jstrictly speaking, the character-
istic frequency defined in Eq. (5.5)]. If data are found
to collapse upon a surface, then (5.2) must be valid.
(a)-(c) denote scaling of the characteristic frequency
&'(v, H, q) with respect to v, H, . and q, respectively [cf.
Eqs. (5.13)j. The surfaces described are the functions
defined in Table V, part (c). In particular, the data of
Ref. 67 correspond to a H =0 section of (a), and accord-
ingly the data are found to collapse upon a single line.

These new exponents x, y, z of the characteris-
tic frequency are related by scaling laws. Being
for the same function, these scaling laws are of
the type given by Eq. (2. 12a). They are

(5. 15a)x/y = b„/b, = ~,
y/z = bq/bz (5. 15b)

(5. 15c)x/z=b, /b, = v.
Care has to be taken in applying these, because

in experimental determinations of z for T & T„
log~o&' is usually plotted against log&07. . Often
this is disguised as a plot of log&o~' against log&0~
= p log&07. The slope of these graphs is then used
to evaluate z. In fact, the slope is given by x/v
and this is only equal to z if scaling is valid and

(5. 15c) holds. The point is that in checking the
equalities (5. 15) care must be taken to determine
the precise nature of the exponent data.

In Sec. IVD values of b„are discussed for vari-
ous models. These values can be used in conjunc-
tion with (5. 14) and (5. 15) to find the values of the
other exponents in these models.

Equation (5. 13a) has been studied in zero-
ordering field (H= 0) for the antiferromagnet MnF2
by Schulhof, Heller, Nathans, and Linz, 6'who
plot (v~ =—(d~/T ~ ~—:(d~/K vs q~ = q/T a & = q/K.
They found data collapsing onto two curves; one
for T &T, and the other for T &T,(sgn~=+I).

D. Values of New Scaling Parameter b for
Various Systems

The original way of expressing the characteris-
tic frequency was to write cu'(q) =q'f(q/z), where
q is the wave vector and z is the inverse corre-
lation length, and z =b /b, from (5. 14c). Detailed
analyses of various models" predict values for z
and thereby enable one to eliminate b„ in particular
cases. Since these values of z are different for
different systems, there is no system-independent
value for b„.

For liquid-helium and isotropic antiferromagnets
the predictions of the hydrodynamic theories are
thatz=-,' or

(o', -=(o'/~7 ~' " = (u'(sgnv, H„q,),
(d —= (d/iHi ~ =(d (T, 1, q ),

/Iql " = &u'(r, , H, , 1) .

(5. 13a)

(5. 13b)

(5. 13c)

3b„= gb, . (5. 16)

This has been confirmed by experiments on MnF2.
For ferromagnets, previous work predicts

z = —3P/v. Using (5. 14c) and Tables II and III, we
have

x -=b„/b, ,

S -=b„/b„,
(5. 14a)

(5. 14b)

From Eqs. (5. 13a)-(5.13c)we have three new
scaling functions [cf. Table V, part (c) and Fig. 4]
and three new critical-point exponents:

b„= Sb, —b~. (5. IV)

Using (4. 26), (5. IV) becomes

b = (3+d)b, —1 —b„.i (5. 18)

Now if the "second assumption, " Eq. (4. 25b), that
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2b„=1 is valid, then (5. 18) and (4. 26) imply that
for d=3

b„= b~. (5. 19)

The reader should note that the well-known equa-
tion

g = ~(d+2 —q) (5. 20)

follows from (4. 26) and (5. 18) only if the "second
assumption, " Eq. (4. 25b), is made.

For gas-liquid critical points the hydrodynamic
prediction" is

z = 2+ (y —a)/ v, (5. 21)

where a is the thermal-conductivity exponent. The
mode-mode coupling7 hypothesis predicts (y —a)
= v for d = 3 and so in this case we obtain s = 3.
Thus, for fluid systems the prediction of hydro-
dynamics and mode-mode coupling is

b„= 3b, . (5. 22)

VI. GENERALIZED HOMOGENEOUS FUNCTIONS AND
UNIVERSALITY HYPOTHESIS

The universality hypothesis has arisen from at-
tempts to answer the question: "On what features
of an interaction Hamiltonian do critical-point
exponents depend'P" A universal class is a set of
models of systems for which the critical-point
exponents are equal. Recent studies have been
made on model Hamiltonians containing parameters
chosen such that, by varying the parameter, the
universal class can be altered; these studies have
led workers to conclude that a second kind of
scaling hypothesis is possible, namely, one for
which these parameters are also scaled. ' 7 The
main results of this second kind of hypothesis are
discussed in Secs. VIA-VIC, and contact with
previous work is made where appropriate. %e
shall see that (i) there exists a consistency con-
dition on the variation of critical temperature with
the parameter, and (ii) it is possible to apply
theorem 3 of Sec. .IIC to each GHF hypothesis
successively (if appropriate conditions are satis-
fied), and determine the power law behavior of iwo
variables, one of which is the new parameter.

A. Dependence of T, upon a Parameter

To illustrate point (i) above, let us consider a
magnetic system with independent variables 1', H,
and some parameter R. Although the arguments
we shall present are quite general, the reader may
find it convenient, for the sake of concreteness,
to consider a specific system, for example, the
Ising Hamiltonian with lattice anisotropy (different
coupling strengths in different lattice directions),

+lat»»is + J»Sf S»J ~ J»Sf SJ
«g) (&y&

7'o-=T —T (R=0), (6. 2b)

then this function, call it 6, is a GHF —i. e. , we
can find three numbers a„a~, and N~ such that for
all positive ~,

G(& 'ro, &'eH, &'&R) = XG (ro, H, R). (6.3b)

It is important to emphasize that the scaling
powers a„a„ofEq. (6. 3a) are not the same as

= —J„,(Q Sl'S)+RQ SlS)), (6. 1)
(~g& &fg)

where R -=J,/J„,. In Eq. (6. 1), the first summa-
tion is over pairs of nearest-neighbor sites i and

j whose relative displacement vector r, &
has no z

component, while the second summation is over all
other pairs of nearest-neighbor sites. Thus, when

R = 0, this system is a simple quadratic lattice of
dimensionality d= 2, while for any finite value of
R & 0, it is a lattice of dimensionality d = 3.

Series expansions have recently been calculated'6
for arbitrary values of R, and their analysis sup-
ports the predictions of the universality hypoth-
esisv' that critical-point exponents change dis-
continuously from their d=2 values for R=0 (e.g. ,
y= f) to their d=3 values for R&0 (e. g. , y=+).
For small nonzero values of R, although the
limiting values of the exponents are three dimen-
sional, the region over which the three-dimen-
sional behavior is valid shrinks as R becomes
smaller. ~~ The critical temperature T,(R) was also
found to depend on R in a singular fashion.

These findings are all interpretable in terms of
simple statements about GHFs, and that is the
purpose of the present section. We emphasize
that the arguments of this section are more gen-
eral than the Hamiltonian (6. 1), and that we believe
our discussion is somewhat more general and
more simple than previous treatments.

For a system described by a Hamiltonian of
the form of (6. 1), we expect that the critical tem-
perature T, will be a continuous function of the
parameter R -=J,/J„,. Hence if we were to apply
the treatment of Secs. III-V to a real system with
a fixed value of R, we would be making the various
GHF hypotheses in the temperature variable

(6.2a)

For example, Eq. (3.2) is a GHF hypothesis in the
variables v'~ and II,

G(y" r„, X'eH; R)=XG(vn, H;R). (6.3a)

We shall show below [cf. Eq. (6. 21)J that (6.3a) is
useful only for v'~ and II in a restricted range.

A natural question is: "Can the parameter R
scale as well?" We make the hypothesis thatif we:
express the Gibbs potential as a function of the
temperature variable
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the barred scaling powers g, g„of (6.Sb). In
fact, they are not even proportional to one another,
for if they were proportional then certain critical
point exponents (e. g. , b) would of necessity be
equal. Indeed, for our lattice-anisotropy example
of Eq. (6. 1), the exponents derived from (6. Sa)
(i.e. , from the unbarred scaling powers) should
be those appropriate to a 8= 3 (three-dimensional)
lattice, while those exponents derived from (6.3b)
(i. e. , from the barred scaling powers) should be
those appropriate to a d= 2 lattice. The latter
statement follows from setting R = 0 in Eq. (6.Sb),
whereupon the potential G (r„H, 0) denotes the
Gibbs potential of a d = 2 lattice. "

Now we show that the simultaneous validity of
(6.3a) and (6.Sb) results in a relation between the
new scaling powers a„, a, ;and the variation of

T, (R) with R. This relation can be obtained by ap-
plying theorem 3 successively to the magnetization
functions

M(~„, e; R) -=, G(~„, a; R)
8

and

M (~„e, R) = , G(-~„—e, R).
8—

We obtain, followihg Sec. IIC, the result that, in
zero field,

and

M(&g, 0; R) = T„~M(1, 0; R) (6.4a)

M (&0, 0, R) = &0~ M (1, 0, R/ ro ~), (6, 4b)

where P= (1 —a„}/a„P= (1 —a„}/a„and

+ =os/+r ~ (6. 5)

Now both magnetization functions are zero at 7
= T,(R)-i.e. , both (6.4a) and (6.4b) must be zero.
If R eO, then the critical point is at T= T,(R) and

r„=0. Hence either (i) ra=0, implying that T,(R)
= T, (0) for all R, or else (ii) the function R (1, 0, R/
I 70 I "), of (6.4b) must have a zero for some fixed
value of R-call it Ro. Possibility (ii} is physically
interesting and yields a condition for the simul-
taneous validity of Eqs. (6. Sa) and (6.3b), namely,

R/~;~"=R, [T=T,(R)], (6.6a)

which implies that

T,(R) T, (0) =R R""—, (6.6b)

where the constant K is defined by K =-Bo' ". Equa-
tion (6.6b) is also a necessary condition for the
simultaneous validity of Eqs. (6. Sa) and (6.3b)
because the possibility (i) corresponds to simply
K= 0.

Note that (6.6b) provides a condition on the sign
of the new scaling power a„. Equation (6.6b}
implies that

y -=a„/a, &0, (6.7a)

and since a, & 0 also (cf. Appendix C), we have

a~& 0. (6.7b)

Condition (6.7) on y and az seems to have been
overlooked by some authors. 's

We now provide a simple geometric argument
that leads to (6.6b). Consider the coordinate
system shown in Fig. 5(a), where the abscissa
denotes v'' '& and the ordinate denotes 8' '&. Sup-
pose that we have a system characterized by a
parameter R„as shown by the horizontal dashed
line in Fig. 5(a). Lowering the temperature cor-
responds to moving to the left along the dashed
line. At a point Q we reach the critical tempera-
ture T,(R) for this system. Now from (6.4) we see
that the Gibbs potential in zero field is a homoge-
neous function of the variables plotted on the
abscissa and ordinate of Fig, 5(a), and therefore
if any thermodynamic function is singular at point

Q, it is singular along the entire line that passes
through the origin and point Q. Accordingly, it
fol.laws that

T, (R) —T,(0) ~R~'s,

where the exponent in (6.8) is just y on account
of the definition (6. 5). Note that (6.8) again il-
lustrates the corollary to theorem 3 that an ex-
ponent is simply the ratio of the scaling power of
the function to the scaling power of the variable
that is approaching zero.

(6.8)

B. Power-Law Behavior in Two Variables

x. (x'"~„x'"a;R) =x'"x, (~„,a;R) (6.8)

X,(x"~„X'"R,X "R)= X "X,(~„R,R), (6.10)

where ax = 1 —2aH and ax = 1 —2a„.
Next we apply theorem 3 of Sec. II C to (6.9) and

(6.10), with the results

a
Xr(~R~+i R)

) ~R( XT 1~
I

IaH/aq

(6. 11)

In this section we study how functions vary when

both ~ and 8 approach zero. The GHF approach
gives, in a simple fashion, the double power law
behavior originally suggested for spin anisotropy. +

Again, we treat for the sake of specificity, the
lattice-anisotropy Hamiltonian of Eq. (6.1), and
we make the scaling hypotheses (6. 2) and (6.3).
Consider, e.g. , the susceptibility function, for
which (6. 2) and (6. 3) imply, respectively, the re-
lations
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R1/g R

(o) p

v, (R)

Tc(R) . , ~ (R)

T 1/aT
0

xr(1 0.R/ I~01') = l~ol'«o-«'")" »(' "R) .
(6. 13)

This functional equation demands that the right-
hand side be a function of R/ l i, l

" only, and there-
by determines the functional form of both Xr (1, 0; R)
and gr(1, 0, R/17'01'). To see this latter state-
ment, we rewrite (6. 13), in the form

x.(1, 0 ~ )= l~ol" (1-«) "x,(1, 0;R), (6. i4)

where we have introduced the notatio~

u-=R'"/l7,
l

. (6. iS)

(b) 0-
0 T oR~oT0

Then, since the right-hand side of (6. 14) is a func-
tion of u, we have

y (1 OR)=R'" (6. 16)

R i& T,(R) T'„(R)

&.."-&p

Rp
(c)

T„(R~} Y„(R&)

FIG. 5. Important regions in scaling with a parameter.
(a) A plot of R~ I& vs &0 +. Note that the line of critical
points ~~(R) which is determined by scaling is straight in
this plot due to Zq. (6.3b). ISince the barred functions
are homogeneous functions of the fully scaled variables,
if a system is singular at a point Q, it will be singular
along the entire ray labeled v = v~(R}.] The shaded region
to the left of this line is a coexistence surface. (b) R vs
HOR ~~; this is exactly analogous to Halperin-Hohenberg
diagram (Ref. 31), where there q is plotted vs y

Note that we include the crossover line ~„(R)
which is also straight. A2 is the region where two scal-
ing hypotheses hold IEqs. (6.3a) and (6.3b)] and R&0 be-
havior is predicted. Ao is the region where only the hy-
pothesis about v =0, R =0 is valid [Eq. (6.3(b)] and hence
R =0 behavior is predicted. (c) R vs v, assuming that
a~ &a~. In this case there is a relatively large region of
A2 (R &0 behavior) as T, (R) is approached along R~ and
R2. This would not be the case if a, &aR. In general
y&l so az&a~. For lattice anisotropy, system 1 (with
R=R() might correspond to jRb2NiF4 and system 2 (with
R =R&) t;o K2NiF4, with ~„(R2) being below the limits of ex-
perimental resolution. For spin anisotropy, system 1
might be FeF2 and system 2, MnF2.

and, on using (6. 16) in (6. 14),

gg(1, O, u')=u '"~'(1-Ku) (6. 1V)

(6. 18)

and this equation predicts singular behavior as
8- 0 even for 7o& 0, which is absurd because y
for R =0 should be singular only for 70= 0. The
best way to circumvent this and to make the hy-
pothesis internally consistent is to restrict the
range of validity of Eq. (6.3a). Vfe therefore in-
troduce a "crossover temperature" r„(R) defined
such that the condition

~R & ~„(R) (6. 19)

determines the limit of validity for the sealing
hypothesis (6. 3a). Of course, this v„(R) is not
precisely defined, and one should speak of a
crossover region. But by the same argument as
led to (6.8), we can see that v„(R)

~„(R)-R"'R . (6. 20)

Hence we expect the range of validity of (6. 3a) to
be subject to the condition

7„'«const&&R ~'&, (6. 21)

This double-power-law analysis can be carried
out for any function. However, its utility is in a
sense limited, because we cannot expect (6.16) to
be valid for arbitrarily small R. If we combine
(6.12), (6. 13), and (6. 16), we find

q, (i„O,R)=(~, -fcR"")"R '" """

and we indicate this by region Aa in Fig. 5(b).
Condition (6. 21) means that (6.18) is not valid

for R arbitrarily small and we do not arrive at the
previous inconsistency. %'e have therefore dem-
onstrated that condition (6.21), which was previous-
ly introduced simply on physical grounds, is
necessary for the internal consistency of the the-
ory.

At temperatures closer to the critical tempera-
ture than 7„(R), we therefore expect the system

(6. i2)
where —y-=a„/a, and -7=-a„/a, but yr and yr are
equal at equal values of v, H, and R. If we choose
H= 0 and express (6.Gb) as 7„=vo —KR~~', then
equating the right-hand sides of (6.12) and (6. 11)
gives

a~.&~D, , ~&= 1~0~1" x. I,
, „;„„,„„;„,., ), —-

R
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described by (6. 1) to behave as a three-dimension-
al system (d = 3), whereas further away the system
will display two-dimensional behavior [see Fig.
5(c)]. Although v„(R) is strictly a region, rather
than a well-defined temperature, we can identify
7„(R) with the center of the region [cf. Fig. 5(b}].
In practice, this region is rather narrow. This
prediction of scaling analysis is consistent with
two very recent findings:

(i) Series expansions (numerical experiments)~
for three-dimensional lattices with arbitrar y
R(=8, /J„—,) indicate two-dimensional exponents far
from T,(R) and three-dimensional exponents close
to T, (R), with the region of three-dimensional be-
havior shrinking as R- 0 in accordance zoith the
predictions of (6.21). This represents the first
detailed confirmation of (6. 21), since we can vary
R freely.

(ii) Experimentsso on layered magnetic com-
pounds with extremely small values of R indicate
what might well be interpreted as a crossover from
two- to three-dimensional exponents as T- T,(R).
Unlike the case of the numerical experiments de-
scribed in (i), one cannot vary R at will in the
laboratory, though perhaps with pressure one could
vary R over enough of a range to test the explicit
predictions of (6.21).

C. Comparison between Change of Lattice Dimensionality
and Change of Spin Symmetry

The principal features of an interaction Hamil-
tonian —with reasonable short-range interactions-
which determine critical behavior are thought to
be lattice dimensionality d and spin dimensionality
(or symmetry) D. In the previous sections we dis-
cussed in some detail the problem of change of lat-
tice dimensionality as a means of illustrating the
general principles of scaling with a parameter. In
this section we consider very briefly the problem
of changing the spin symmetry. ' Thus, instead of
the Hamiltonian (6. 1) with lattice anisotropy, we
consider a Hamiltonian with spin anisotropy,

K = —Q Z, q
[S";S) + S'; S) + (1 -R)S(Sg ], (6. 22)

kj

where the spins are unit vectors [(S";)~+(S'; )
+ (S;)~= 1] so that the limiting case R = 0 corre-
sponds to D = 3, the classical Heisenberg model,
while R = 1 corresponds to D = 2, the classical
planar or plane-rotator model. The reader can
generalize (6. 22) to more complicated systems if
he wishes.

In discussing the scaling properties of (6. 22),
we must be very careful about which components
of the magnetic field scale. If 8= 0, there is full

xyz symmetry and all components of II should
scale. However, if R~ 0, then the x, y interactions
are stronger than the g interactions and near the

critical point the spins will tend to be in the xy
plane. Hence there will only be critical fluctua-
tions in the x aqd y components of the magnetiza-
tion. Therefore, we expect that X and X»
diverge, but not X„, where

kg
Xog =

Q

(6. 23)

(6.aS)
where i = x, y, or z. The behavior of v~ and the
double-power-law scaling can now be obtained for
the appropriate functions by following the, 'proce-
dure iQustrated for lattice anisotropy in Secs.
VIA and VIB.

Note that we have made the scaling hypotheses
(6. 24} and (6. 25) for the correlation function
rather than for the Gibbs potential. This is possi-
ble because of theorem 4 and the relation y" = fC2"

x (v, H, r) dr and the arguments presented in Appen-
dix B that scaling for the susceptibility implies
scaling for the Gibbs potential. "

It is interesting to contrast the two cases of lat-
tice anisotropy (change of lattice dimension) and

spin anisotropy (change of spin symmetry), and
this is shown schematically in Table VI. In the
former, the higher dimensional symmetry domi-
nates, because the dimension of interacting blocks
of spins is the dominating factor, while in the lat-
ter case the lower dimensional spin symmetry
dominates, because the fluctuating spin vectors
are constrained to a lower dimensional symmetry.

VII. SUMMARY AND CONCLUSIONS

By stating the scaling hypotheses in aQ situations
in terms of GHFs, and by precisely stating the rele-
vant properties of these functions, the possibili-
ties and limitations of the scaling hypotheses are
clearly defined and their consequences can be
easily found. For example, in Sec. VI we found

that the restrictions on the scaling parameter 2„
and the limited range of validity of one of the scal-
ing hypotheses were consequences of the GHF hy-
potheses alone (and require no other pseudophysi-
cal arguments}.

We will therefore assume that for fixed nonzero R,
only the x and y components of magnetic field scale
and hence we shall find that derivatives with re-
spect to H, of the Gibbs potential-such as M, and

X„-do not scale.
Thus, the scaling hypothesis analogous to (6.3a)

and (6.3b) are

C ~'(X ' v„, X "Hy, X
"r; R) = X C 2'(v„, H;, r; R),

(6. 24)
where i, j =x or y, and
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B=o
8~0, 7&v„(R)
B~O, ~&7„(R)

Change of lattice Change of spin
dimension symmetry

two dimensional three dimensional
two dimensional three dimensional
three dimensional two dimensional

TABLE Vl. Comparison of the lattice anisotropy
(change of lattice dimension) and spin anisotropy (change
of spin symmetry) cases.
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A principal advantage of the present approach is
that the same formalism may be used in an ex-
tremely wide variety of cases.

(i) The treatment of thermodynamic scaling (with
two independent variables) went over immediately
to the treatment of static correlation-function
scaling (with three independent variables) and to
the scaling of the dynamic correlation functions
(with four independent variables). In particular,
for the case of static correlation functions, it was
seen that additional ' 0' ' ' ~ assumptions (besides
homogeneity) are avoided, while for the dynamic
correlation functions, the two hypotheses of
Halperin and Hohenberg" are reduced to a single
GHF statement.

(ii) For more complex systems (than simple
magnets), 43 the critical point becomes a critical
subspace, as in, e.g. , Sec VI, w.here T,=T,(R)
is a line in the ~-H-8 space. %e saw that the
GHF approach requires no generalization and

treatment of multicomponent systems is thus
straightforward. "

(iii) The problem arising when the critical sub-
spaces of (ii) intersect requires particular care,
but is nevertheless amenable to the GHF approach.
For example, at tricritical points the shapes of the
three intersecting critical lines are determined
by the GHF hypothesis, and this enables one to
establish scaling hypotheses on all three critical
lines, and at the tricritical point itself, in a fully
self-consistent fashion. The shapes of the bound-
aries between regions of different scaling behavior
can also be determined from scalingasinSec. VI. ~

In addition to the above conceptual advantages,
the GHF approach is of considerable practical
utility. For example, among the advantages (il-
lustrated at various places in the text) are the fol-
lowing:

(a) The GHF approach enables one to write down

by inspection a simple expression, a( ((„/a„,„,
for each critical-point exponent of an arbitrary
function.

(b) The GHF approach suggests further tests of
the scaling hypothesis by predicting plots of ap-
propriate scaled variables (cf. Figs. 1-5) since
a GHF may be scaled with respect to any of its
independent var iables.

APPENDIX A: PROOFS OF THEOREMS 1-4
OF SECTION II

%e demonstrate the proofs of theorems 1-4 for
a function of two variables f(x„xz). In all cases
the generalization to a function of n different
variables is straightforward. -

Theorem 1. If f (x„xz) is a GHF with scaling
power az, the partial derivative f ' '"'(x„xa) de-
fined in Eq. (2. 5) is also a GHF with scaling power

ay -Jag —kap ~

Proof. The defining equation of a GHF is Eq.
(2. 1),

(Al)y(V~ x„X').x,) = V~f(x„x2).
Differentiating each side, and using Eq. (2. 5) gives

f (g, l)) (ya( x ya& x ) g(ay-da)-))a2)f(j, k)(x )
(AS)

But this shows that f (~'~) is a GHF with scaling
power (a& —ja, —k~). @ED.

Theorem 2. Let f (x„x2) be a GHF with scaling
power a&, then the Legendre transform f (x„xa)
defined in Eq. (2.7) is also a GHF with scaling
power a&. The scaling power of the transformed
variable is a& = a&- a&.

Proof. By theorem 1, x&=- (sf/ex&) obeys the
equation

x)(~ 'x) &'& x))) = ~')' '( x, (x„x~),

so we have

(A4)

a&=a&- a~.

Scaling both sides of Eq. (2. 7) gives

f[x) (X ) x(, )( ax~), X x~]

=j'()('(x„)('2x ) —x, (&')x„)('))x,)A.'(x„(A6)
and using (A4), (A5), and (Al) this becomes

f (Z'(x„)')" x,) = &'~[f(x„x,) —x,x, j= &'~f (x„x,).
(A7)

Hence we can find consistent powers a„a for the
variables x), xz such that f(x„x),) obeys the defining
equation (A1) and is a GHF. @ED. This theorem

y(Ja&+).'a)) )f (J,k) (yap x ya2x ) —g ff (g, k) (x )
(A2)

which may be rewritten
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can be extended to treat a transform of a function

f (x„.. . , x„) with respect to any combination of its
variables.

Theorem 3. A function f(x„xz) is a GHF if and
only if there exists a function g, (u) such that

f(x„xp) = (x, ~'~~"g, (~/(x, ~' ') (A8)

that Eq. (2.4) implies that g, (A) = A" and g&(A) = X'&

is important because it precludes a generalization
of Eq. (2. 1) [or (Al)]. The proof is very simple:
If g, (X) possesses an inverse [which intuitively it
must since it is single valued and continuous], then

we can define the set of functions E', (X) -=g, 'Q~(X)}.
Equation (Al) becomes

or equally a function h, (u) such that f[Xx„E,'(X)x,] = E)(X)f(x„x,) . (A16)

(A9)

(Alo)

Proof. Iff(x~, xa) is aGHF, thentheparameter A

can be chosen to have any particular valuefor each
value of x, (or x~) and the defining equation will
still be true. In particular, we can let X")x&l =1
and Eq. (Al) becomes

f (~ 1, x,/~ x, (
'&"~) =

~
xg

~

"~"&f(x„xp)

This can be written in succession for X~X2, and

this gives

f[~2~2xls +2(~1)E2(~8)x21-E~(&~)+~(&2}f(x|y xa}

(A17)
For physical systems the scaling factors in these
equations should be unique. So writing ~= X&&z in
(A16) and comparing with (A17) yields

and so Ey(X&) E&(ya) = Ey(Xq Q) . (A18)

Qg = —Qg (A13)

This choice is entirely consistent with the point of
view that x& has a physical dimension inverse to
that of x~. We now find that Eq. (A12) transforms
as

f (Xt&x X'2x ) = ff (Z'&x X'mx, }e'"&'*&d'(X'&x,),
(A14)

and since we are integrating over all space, the
limits of the integrals do not matter. Equations
(Al) and (A13) make (A14) obey

f(Ax„~'2x,) = ~'~'"~f f(x„x,)e'"~ "~d"x,

=~'~ "~j(~, x,), (A16)

and this shows that we can find a scaling power
a, = —

a& such that f(x„x2) obeys an equation like
(Al). f is therefore a GHF with scaling power
a& —da&. QED.

Powers need no generalization. The statement

f(x~ x2}= Ix~1'~"'f(+I x2/lxil""&), (All)

which is exactly of the form (A8). Similarly, the
choice 1'al xai = 1 will yield (A9). The "if" part of
the statement is trivial to prove since the functions
defined by (A8) and (A9} clearly satisfy (Al) and are
therefore GHFs. QED.

Theorem 4. Letf(x~, xz) be a GHF of scaling power
a&. Then the Fourier transform f(x~, x~) defined in

Eq. (2. 13) is a GHF with scaling power a~=a&-da, .
The scaling power of the transformed variable is
Qg'= —Qg

Proof. Consider Eq. (2. 13),

f(x&, xq) -=f f(x~, xq)e'"~'*&d"x~ . (A12)

The right-hand side of (A12) will only be.a GHF if
we choose e'"~'"~ to be invariant under the transfor-
matlon xg ~ xgy xg A xg, Hence w'e choose

But the solutions of the functional equation (A18)
are known to be

E)(X)= X~I (A19)

APPENDIX B: RELATIONS BET%PEEN SCALING
HYPOTHESES FOR DIFFERENT FUNCTIONS

Legendre Transform Theorem for Variables. Not
Tending to Zero at the Critical Point

All GHFs tend to zero or infinity at the zero of
their arguments. The thermodynamic potentials
remain finite at the critical point, because the
extensive quantities, their first derivatives, re-
main finite. Hence the part which satisfies scaling
must go to zero. Since G„, is not zero at the
critical point we divide G„, into regular and singu-
lar parts. If symmetry is to be maintained, the
same should be done for all thermodynamic poten-
tials.

For a Legendre transform with respect to a
variable which is zero at the critical point (e. g. ,
M or H), theorem 2 is directly applicable. How-

ever, the variables entropy and temperature tend
to nonzero values (T, and S,) and we have to make
allowances for this. We will consider the trans-
formation between Gibbs potential and enthalpy to
illustrate the modified theorem; it can equally well
be stated for the Helmho1. tz potential and the in-
ternal energy.

The Gibbs potential G„,(T, H} assumes a value

G~ = G~,q(T„O) (ala)

at the critical point. We can define the regular
part of the Gibbs potential to be

for some power P&. Equation (A16) is therefore
really of the form (Al) and our assertion is demon-
strated.
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G...(T, H)=G, -S,~, (82a)

where S, is the value of the entropy at the critical
point and

7 T T (83a)

E,=Z...(S„O) . (8lb)

In particular E,= G, + T, S, . The regular part of
the enthalpy is similarly defined to be

E„,I (S, H) = E + T g, (82b)

Equations (82a) and (83a) are consistent with the
definition of entropy S=- —(BG/BT)„. Similarly, if
we consider the total enthalpy E„„it must as-
sume a finite value at the critical point given by

form with respect to the scaling variables v and 0.
Theorem 2 is now applicable.

Theorem 2A, as emphasized above, is absolutely
self-consistent. However, it cannot be exactly
applied to a physical system, and certain equations
must be regarded as approximations, the validity
of which improves as the critical point is approached.
For a particular class of cases, which are treated
below, the approximations are not valid, and no
Legendre transform theorem exists.

Precisely, if the scaling hypothesis is true for
the Gibbs potential, and Eqs. (Bla), (83a), and
(84a) are valid, then it is natural to define the
singular part of the entropy as in (86a). Alter-
natively,

where T, is the value of the temperature at the
critical point and Hs (BV)

O=S —S, . (83b)

G, = G„,(T, H) —G„,g(T, H), (84a)

is related by Legendre transform with respect to
the scaling variables v and a to the singular part
of the enthalpy, defined as the difference between

Etot and Ereg~

E,= E„,(s, H) ——E„~(s,H) . (84b)

Considering G, as a function of v and H, and E,
as a function of 0 and 8, we have

G,(~, H) =E,—o,-',BE, (85a)

E,(g, H) =G, —y
BGs (85b)

The proof of theorem 2A is absolutely straightfor-
ward, since it follows directly from the identifica-
tion of E„,as the Legendre transform of G„, (with
respect to T) and vice versa The only .trick is
that o, 7 must be identified as the first derivatives
of G, and E„re pse tcivel y(this is essential to get
the right scaling behavior of these variables),

BGs
g

B1
(86a)

BEs
BQ'

(86b)

The important point of the theorem is that although
G and E are related by transforms with respect
to the physical variables T and S, the singular
parts G, and E, are related by a Legendre trans-

Equations (82b) and (83b) are consistent with the
definition T = (BE/ss)„-.

The following theorem is now rigorously true.
Theorem 2A. The singular part of the Gibbs

potential G,(7, H), defined as the difference between
G „,(T, H) and G„,(T, H),

where CH, is the singular part of the constant-field
specific heat. The derivative of Eq. (84a) with
respect to T now gives

I'BG„,—S= —o+i
e

(86)

S=s,+C„,v+A~7 ~~ /(1 —o.). (89)

The singular part of the entropy is now a function
of both entropy and temperature. It proves im-
possible to separate those potentials which depend
on the entropy (enthalpy and internal energy) into
a regular part and a singular part which depends

If Eq. (83b) is now assumed, and o is identified as
(S —S,), Eq. (82a) follows from (86) and the usual
assumption that the magnetization function M(T, H)
has no regular part. Equations (Bl)-(84) and (86)
are therefore overcomplete, though fully self-con-
sistent.

If the specific heat diverges at the critical point,
then Eq. (83b) is valid. Indeed Eq. (83b) may be
regarded as an approximate statement, which is
better the closer one is to the critical point, and
this is entirely in the spirit of the definition of the
critical point exponents as representing the behavior
of the leading terms of series at the critical point.
Equations (82a) and (82b) may be similarly re-
garded as the first two terms of expansions, and
therefore as approximations to the regular parts
of the functions G„,(T, H) and E„,(S,H) at the criti-
cal point. With these provisos theorem 2A can be
applied.

The particular class of cases for which Eq. (83b)
is definitely not valid is those models for which
the specific heat tends to a finite value at the crit-
ical point with a cusp singularity. For these cases
the specific heat may be written C~= C~~+A7
where n & 0. The entropy is therefore approximate-
ly
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in a GHF fashion on the singular part of the entropy.
Theorem 2A cannot be proved and these potentials
will not be GHFs although the scaling hypothesis
is valid for the Gibbs and Helmholtz potentials.
(Of course, all derivatives of G and A are GHFs. )

In summary, theorem 2A will be valid unless
«0 and C~, 0. In systems for which this is the
case we cannot relate the GHF properties of the
Gibbs and Helmholtz potentials to those of the en-
thalpy and internal energy.

Correlation Function Scaling Implies Thermodynamic Scaling

If we postulate that the structure factor S(7, H, q)
is a GHF at small values of its arguments, then
it automatically follows that the susceptibility

y(r, H)= S(r, H, -q=0)=G" "(r,H)

is a GHF. However, this does not immediately
imply that G(r, H) is a GHF, because to obtain G

from X a double integration is needed, and this
introduces two functions of temperature as constants
of integration A(r) and B(r), where

G(r, H) = 1 J )((r, H")dH'dH"

+A(r)H+B(r) . (810)

Now A(r) and B(r) depend on the lower limit of in-
tegration that is chosen in (810). Since A(r) is in-
troduced for G ' '"(r, H) = M(r, H), it-s value is de-
termined by matching the magnetization and the
first integral of y,. B(r) contributes to the entropy
and specific heat and can be determined by similar
matching.

It is now possible to prove that G(r, H) defined in

(810) has a singular part which is a GHF. The
proof depends on the observation that the singularity',
structure of G(r, H) is very simple in the Res, ReH
plane. There is certainly a singularity at the crit-
ical point and discontinuities in derivatives on the
v axis for T & T„but there are no singularities at
points for H40.

This has simple consequences on the functions
A(r) and B(r) since, being functions of r only, a
singularity in A(r) or B(r) would produce a line of
singularities at constant r inthe (r, H) plane. There
are therefore two possibilities: Either the functions
A(r) and B(r) are regular in r or else the singulari-
ties in them are exactly cancelled at nonzero values
of H by contributions from the double integral.
(An example of each of these two types of behavior
is given below. )

To be precise, we must choose the lower limits
of the integral in (810). Here we consider two

cases.
Case (i): tLower limit is H= 0 and A(r), B(r) are

singular. Nowthe integralis exactlyaGHF if X is a
GHF (converse to theorem 1), but the integral gives
zero contribution on the temperature axis at H = 0.

Therefore, the functions A(r) and d B/dr are the
zero-field magnetization and specific heat, re-
spectively. These are singular at the critical
point and A(r) and B(r) both give a line of singulari-
ties in the (r, H) plane at r = 0 [with singular M(0, H),
Cs(O, H) all along this line]. This line of singulari-
ties must therefore be exactly cancelled by con-
tributions from the integral. This is only possible
if the scaling powers of the integral exactly match
the behavior of the zero-field magnetization and of
the specific heat. This implies that the whole
singular part of G(r, H), as defined in (810), is a
GHF.

Case (ii): Lower limit is H = —~ (and H, H' & 0)
and A(r), B(r) are regular N.ow A(r) and (B B/Br )
are the infinite-field magnetization and specific
heat, respectively, and these are regular. The
integral can be broken into two parts I(r, H)
—I(r, —~), where

l(r, H)= +J„J„,-X(r, H")dH dH" . (811)

Now I(r, H) is a GHF and the analogous singularities
to those discussed in case (i) are contained in
I(r —~), the same arguments apply, andwe conclude
that despite the arbitrary functions A(r), B(r), the

singular part of G(r, H) is a GHF and the GHF
hypothesis for Z(r, H) implies a GHF hypothesis for
G(r, H).

I

~

(1-a1&/s1
Iex~

(CI)

close to the critical point. If the extensive variable
does not %verge, then neither can its scaling part
(BG/Bx, ). Therefore, this must go to zero at the

critical point and its exponent must be positive:

(1 —a1)/a1 & 0

which may be rewritten

0&a&& 3.

for every scaling power a& corresponding to an in-
dependent variable x&.

The scaling powers a corresponding to a strongly4~

fluctuating quantity (BG/B x,) have a str onger condi-
tion. This arises because the corresponding sus-
ceptibility y,=—(B G/Bxs) diverges as the critical
point is approached. The scaling power a„ is there-

APPENDIX C: INEQUALITIES OBEYED BY SCALING
POVKRS

The scaling powers a, of the intensive variables
x& obey some simple inequalities. These are re-
quired because of the physical condition that the
extensive variables remain finite at the critical
point. The extensive variables are first-order
derivatives of the Gibbs function; these obey the
equations
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fore necessarily negative. But

a„= (1 —2a,)

and so (CS) becomes

(c5)

for strong directions of approach to the critical
point.

No similar inequality holds for weakly fluctuating
variables. But considerations of Appendix 8 show
that theorem 2 on Legendre transforms is only
useful when Eg. (C5) holds for the scaling powers
corresponding to the weak variables, since we need
a, = (1-2a„) & 0.

APPENDIX D: SYSTEMS WHICH SATISFY SCALING
HYPOTHESIS AND SYSTEMS WHICH DO NOT

There are relatively few exactly soluble model
systems on which we can test the scaling hypothesis
of Sec. IIIA l-indeed, even the well-known d=2
Ising model is solved only for zero field.

Perhaps the simplest exactly soluble system is
the mean field theory (mft) which actually corre-
sponds to a magnetic system in which each moment
interacts with every other moment in the system
with an equal interaction energy. The Helmholtz
potential for the mft is 3

A "(T,M) =NkT —In2+ —,
' ln(1 —M~)

Isa,

+ —,'M ln — — ', (Dl)
1+% M T,

where M denotes the relative magnetization M(T, H)/
M(0, 0). Now it is evident from (Dl) that at the crit-
ical point (T= T„M=0), A, =A(T, , 0) = —NkT, ln2.
We form A„l=—A, -S,7 (as in Appendix B) and A, =A
—A,. Expanding the logarithms in (Dl) about
M = 0, we see that

A, "(r, M) =Nk(2M r+~g2M T)+ ~ ~ ~ . (D2)

+ (ea~ sinh'k+ e '~)'/~] (D4)

where h is the magnetic field in dimensionless
units and g =J/kT, w-ith J the nearest-neighbor ex-
change energy and k the Boltzmann constant. In-
deed, the zero-field susceptibility gz(T, H = 0) = G'o'~ '

(T, H = 0) for the d = 1 Ising model varies as T 'e ~/ "r,

and this essential singularity is not a power law

singularity. " Hence by theorem 1 and the corollary
to theorem 3, the Gibbs potential cannot be a GHF.

Similarly, the two-dimensional six-vertex or
"KDP" (potassium dihydrogen phosphate) models
treated by Lich and others in recent years also
involve essential singularities and do not satisfy
the scaling hypothesis.

Most systems in nature are not described well
by any of the exactly soluble models described
above (the mft, the d=S spherical model, the d=1
Ising model, the d=2 KDP models). However, the
critical behavior of a wide class of real systems
is well described by the hierarchy of classical spin
Hamiltonians

From inspection of (D2) we see that close to the
cr itical point

Am! t
( Pl/2 & y14M) ~mft(& M) (DS)

so that a, = —,
' and a„= —,

' (thus af"= —,'). Hence
the sealing hypothesis would appear to be valid for
the mft.

One can similarly show that the three-dimensional.
(d= 2) spherical model" satisfies the static scaling
hypothesis, 6 with fz„= 3 and a+=+6. ~

However, not all model systems satisfy the scal-
ing hypothesis, as one can see by examining the
Gibbs potential for the d = 1 Ising model'

G(T, H) = —NkT 1n[ e~ coshk

TABLE VII. Numerical values of the scaling powers a„aH for thermodynamic functions, and b„b~, and b„ for
static correlation functions, for some model systems thought to obey the scaling hypotheses. The notation =indicates
that the number is based upon numerical approximation methods. Only three of the four scaling powers b„are indepen-
dent-e. g. , b~ is related to b~, b„by Eq. (4.26). Note that 2b~ is almost unity for D-dimensional spins situated on a
d-dimensional lattice (D finite), so that the "two-exponent relations" (4. 24a) and (4. 24b) are almost valid.

Model

Mean field theory {mft)

d=2 Ising model (D=l)

d=3 Ising model (D=1)
{taking v =0.638 and q=0. 041)

d=3 plane rotator model (D=2)
(taking v =0.680, g = 0.040)

d =3 classical Heisenberg model (D =3)
(v=0. 717, g =0.040, y=l. 405, 6=1.77)

d=3 spherical model N=~)

8
15

-2

io
=2i

aH

3

is
i6

5

6

= l. 506

-1.414

= l.341

i5
2

—2.3526

—2.3567

= 2.3736

b„

= —0.9606

--0.9615

= —0.9615

—0.4708

—0.4721

= 0.4891
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TABLE VIII. Estimates for critical-point exponents for a three-dimensional lattice (d =3) for different values of spin

dimensionality D. Shown in the last column is the prediction of the bilinear form hypothesis ef. 92).

Exponent D =1 (Ising) D =2 (planar) D =3 (Heisenberg) D = ~ (spherical) Bilinear hypo thesis

8
15

10
~ eo

2i
1 7+6

1
S

hv
6

Pbl ~ ~ I~ ~

rv 0 ~ ~~O ~ ~

f6 3
7

g ~ ~
20

~ ~ ~
5

~ ~ o 5(1)

~ ~ ~
4

~ (D& gQ Q g (8} S( 3D

where J is the nearest™neighbor exchange potential
and the spins S~ ' and S'„6 are isotropically inter-
action D-dimensional unit vectors situated on neigh-
boring sites i and i+ 6 of a lattice. (Note that here
D denotes the dimensionality of the spin space,
while d is the lattice dimensionality. ) The hierarchy
of models described by the Hamiltonian (D5) cannot
be solved exactly except in the l.imit D- ~, in which
case the solution becomes essentially identical to
that for the spherical model. ~ However, for finite
D, very realistic approximation procedures have

been derived, and it has recently been verified
numerically that the scaling hypothesis (S.Sa) is
valid for both D= 1 and D= 3, corresponding to the
Ising and classical Heisenberg models, respec-
tively. ~'3~ Hence it is likel. y that scaling hypothesis
is valid for a large class of real experimental
systems, and indeed the detailed predictions of
Eg. (S.Sa) are borne out by a wide variety of ex-
perimental measurements.

The scaling parameters a, and aH for systems
thought to obey the scaling hypothesis are given in

Table VII and a bilinear «rm hypothesis describ-
ing the variation of scaling powers and exponents
with D is displayed in Table VIII.
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