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Measurement and Analysis of the Isotope-Induced One-Phonon Infrared Absorption in LiF
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Measurements of the far-infrared isotope-induced one-phonon absorption in single-crystal
natural lithium fluoride at approximately 10'K axe reported. The main feature observed
shows a decrease in the frequency of the 1100] transverse acoustic (TA) branch at X& of
(2-3)% compared with the room-temperature value measured by inelastic neutron scattering.
The measured absorption constant agrees poorly with that predicted using the modified defor-
mation-dipole data, of Karo and Hardy, but agrees very well with that predicted by the shell
model fitted to the measured dispersion curves. An intensity discrepancy, as the feature
due to X5 is approached, indicates an error, however, in t;he shell-model lithium-ion
eigenvectors along the f100] TA direction of up to (15 +5)% The shell-model data have also
been used to calculate the contribution of the isotope-induced one-phonon processes to the
measured conductivity above the reststrahlen frequency. It is seen that this contribution may
explain some of the minor features observed in that region.

I. INTRODUCTION

Infrared absorption by single phonons in pure
alkali halides is l.imited by momentum conserva-
tion to the strong "reststrahlen" absorption by
the transverse optic (TO) branch near zero wave
vector k. Two-phonon sum and difference
processes with near-zero resultant wave vector
are observed, with less intensity, on either side
of the reststrahlen peak, as also are very weak
higher-order-phonon processes satisfying the
momentum requirements. The introduction of
monovalent impurities into the lattice destroys
the lattice periodicity and relaxes the condition
of momentum conservation by the lattice phonons.
Qne-phonon band absorption reflecting the density
of phonon states may then be directly observed,
as well as possible local modes and in-band
resonances, depending on the impurity. Chemi-
cal impurities experience a potential appreciably
different from that of the replaced host ion, so
that complex force models must be used to cal-
culate the single-phonon absorption. ' Isotopic
impurities, however, act as weakly perturbing
mass def ects which if present in sufficient con-
centration produce in the far infrared a mea-
surab1. e one-phonon absorption band which is
directly proportional to the weighted density of
states of the isotope ion. This absorption falls
off in a I orentzian fashion away from the
reststrahlen frequency, since the transverse optic
mode (4 = 0) is the mode driven by the radiation.
Macdonald, Klein, and Martina measured the
far-infrared absorption produced by monovalent
impurities in sodium chloride, including the
natural C1~7 (24. 5%) isotope. The comparison of
the isotopic-impurity absorption with theory,
using a shell model to generate the host lattice
phonons, was excellent and they were able to

suggest probable critical-point assignments to the
two main features. Their main adjustable param-
eter appeared to be the effective charge associ-
ated with the host-ion motions. No mention was
made, however, of the possible errors in the Cl
eigenvectors which are used to weight the Cl-ion
density of states. Recently, Reid~ has shown
that different lattice-dynamical models, which
fit neutron-measured dispersion curves well,
can differ appreciably in the ratio of the separate
ion eigenvectors in symmetry directions. Mea-
surements to 1% accuracy of the inelastic single-
phonon scattering of x rays are predicted to be
capable of discriminating between these models.
If, however, the effective charge is known well,
then the isotope-induced one-phonon infrared
absorption should be able to measure more easily
the eigenvectors of the isotope ion, which auto-
matically gives the eigenvector for the other ion.
This will be possible for only a few symmetry
points, for which absorption is not forbidden by
symmetry, and which have frequencies not too
much below the reststrahlen frequency, so that
the intensity is not too weak.

Measurements have therefore been made and are
here presented of the one-phonon absorption in
natural LiF induced by the Li6 isotope (7. 5'%%u~),

from 140 to 300 cm-'. The absorption has been
compared with the theory from Ref. 2 using both
the modified deformation-dipole data of Karo and
Hardy and the I i-ion weighted density of states
(frequency distribution curves) obtained by Doliing
et a/. ' from their shell model fitted to dispersion
curves which had been measured by inelastic
neutron scattering. The deformation-dipole model
deviates somewhat from the measured dispersion
curves and has already been found by the author'
to predict two-phonon absorption peaks away from
experimental points. Consequently, the agree-
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ment with the neutron-fitted data is superior and
is in fact generally excellent. The discrepancy
in one region, however, is thought to be outside
experimental error and to be due to errors in the
eigenvectors near the zone boundary. The absorp-
tion measurements have been used to calculate
the low-frequency Li-ion density of states.

Both the measurements reported here and in
Ref. 2 were performed at low temperatures so
that the two-phonon difference absorption which
occurs predominantly below the reststrahlen
frequency is negligible. The two-phonon summa-
tion absorption remains finite and indeed very
strong at l.ow temperatures, so that it has been
thought to obscure any weak isotope-induced
absorption above the reststrahlen peak. Using the
Dolling density of I.i states, however, a calcula-
tion of the isotope-induced conductivity has been
made in the high-frequency region. Although this
one-phonon contribution rapidly falls to a very
small fraction of the total as the frequency is in-
creased, it is thought to be responsible for some
of the features in the measured conductivity spec-
trum.

II. EXPERIMENTAL PROCEDURE AND RESULTS

The measurements were performed with an RIIC
FS 720 Fourier spectrophotometer, with a step
drive and Golay detector. The noise from the
detector put a limit on the resolution obtainable
in the high-frequency region, just below the
reststrahlen frequency of 318 cm ', where the
absorption was rising rapidly. It also contributed
to the large error bars in the low-frequency region
where the absorption was very small. Black
polyethylene and a thick GsI filter (with a 6- p,

Mylar beam splitter) were used to restrict the
spectral range for measurements near 300 cm '.
A Beckman filter No. 2. (cutoff at 220 cm ') with
a 12- p, beam splitter was used for measurements
near 150 cm-'. The resolution was approximately
6 cm ' after apodization (which considerably re-
duced the noise). The samples were attached to a
copper cold finger, which was cooled by liquid heli-
um, and could be rotated to insert one of two sam-
ples in the beam or allow the beam to pass unatten-
uated (the "reference" spectrum). Gollimating slits
to reduce divergence effects and to ensure that the
beam size was the same for the reference and
sample runs were positioned on the nitrogen
jacket surrounding the samples. There are two
effects resulting from the use of a converging or
diverging beam. One is that the extreme rays
travel further than the thickness d of the sample.
The other is a shift in the focus. The first effect
is to give larger values of + than the true value.
The second effect works in the same direction if
the detector is set at the focus. In the present

case, however, the focus is normally in the center
of the sample chamber some distance from the
detector, which is fitted with a black polyethylene
lens to converge the beam into a light pipe. The
samples on the cold finger could be placed just
before or just after the focus (both of which posi-
tions shift the focus, real in the first case, ap-
parent in the second, towards the detector), and
thus the measured n wouM be below the true
value. Therefore no measurements or correc-
tions were made: The divergence was reduced
by the slits and the effects were presumed to be
small and to partially cancel each other. The
temperature of the samples was approximately
10 'K.

The natural LiF single crystals were obtained
from Harshaw Chemical Company, cut with a
diamond saw, mechanically polished with alumina
on a Nylon cloth with alumina sizes diminishing
to 0.3 p. , and finally ultrasonically cleaned. The
final sample size was approximately 1&2„5 cm
with approximate thicknesses of 0.8, 0. 1, and
Q. 02 cm.

Even though the temperature was low enough to
reduce the two-phonon absorption to a negligible
amount, it was not known how far into the low-
energy region the two-phonon summation processes
extended. Earlier calculations' with the deforma-
tion-dipole data of Karo and Hardy had indicated
appreciable absorption down to 250 cm-'. Samples
of isotopically pure LivF were therefore purchased
from Harshaw, with thicknesses close to those
above, but having been already polished. A ratio
was made of the intensities transmitted through
both the pure and impure samples with the refer-
ence intensity Ip, in order to calculate both of
the absorption coefficients u,„„and n, , These
were obtained from the following equation:

where d is the sample thickness and B is the
power reflectance, given for normal incidence
by

Z = ( —I)'/(n+ I)'

the extinction coefficient is small, which was
the case. The refractive index n was calculated
from the classical disper sion formula

(e, -e„)
n = &w+ ~(~ ~

The values for & 6'p and cop at 2 K were taken
from Lowndes and Martin and may be seen in
Table I. Equation (I) assumes an averaging of the
multiple internal reflections, which was ensured
by making the samples slightly wedge shaped.
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TABLE I. Constants used to calculate the absorption
constant n and reflectance A.

Resonant absorption frequency'
at2 K

Static dielectric constant qp 8.5
at 2'K

High-frequency dielectric constanP q„1.933
at 2 K
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FIG. i. Solid line represents the reflectance of LiF
calculated as in the text. The open circles are the
7.O'K experimental results of Jasperse et al.

After n,„and e, , have been calculated from
Eg. (1), the absorption coefficient o.„,due to the
isotope-induced one-phonon processes may be ob-
tained by subtracting e,„ from &, , This is
more accurate than the common practice of cal-
culating e„,from the l.ogarithmic ratio of the
intensities transmitted by equal-thickness pure
and impure samples. This latter ignores the
denominator in E&l. (1), whichf, or example (in
the case of I iF at 250 cm ' where 8 -0.4,
o,„„-0,and o.',„,d is the optimum value of 1),
gives a 14/o error in o.„, (It .is also not clear
whether in Ref. 2 an isotopically pure sample
was used to give the two-phonon summation back-
ground, which could be appreciable by 160 cm '
in NaC1. )

The reflectance calculated from E&ls. (2) and

(3) may been seen in Fig. 1, where the 7. 5 'K
measurements of Jasperse et al. ' are inct. uded
for comparison. Deviations up to 4% may be
obsel ved.

The solid lines in Fig. 2 are the measured
values of o,'„, and o,„(the latter are included
for interest) plotted on a logarithmic scale. The
main feature in n, , which stands out more
ci.early on a linear plot, is the peak at {253+1)
cm '. A much small. er but definite feature was
found at {282+1) cm '. Despite the large uncer-
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FIG. 2. Curve (a): predicted absorption using the
deformation-dipole data of Karo and Hardy. Curve (b):
predicted absorption using the shell-model data of
Boiling et al. Curve (c}:experimental values of the
isotope-induced one-phonon absorption in natural LiF.
The arrows mark the main features. Curve (d):
expe

'xperimental values of the low-energy tail of the two-
' ~ 7phonon sum processes in pure Li F.

tainty in the high- & measurements around
300 cm ', resulting from the poor resolution and
signal-to-noise ratio, an indication of a change
in slope in that region was also obtained. (At

300 cm ' the reflectance is 0. 6, mhich reduces
the signal to a maximum of 25/o of the incident

-1intensity. ) The error bars at 282 and 253 cm
resulted from two sources. The first and minor
one was a 2%%uo error assigned to &f from the sample
medge shape and alignment accuracy. The second
and larger source of error stemmed from the
ref lectances. If the ref lectances from the pure
and impure samples had been the same but dif-
fered from the calculated value by a few percent,
as in Fig. 1, then the method used to calculate

mould have reduced the resulting error ini 80

n to a, very small per centage. However, evi-i80
dence was found, from matching ~„,obtained from
different thickness samples, that the ref lectances
from the pure- and impure-sample surfaces dif-
fered in some regions by as much as 5%. This
is presumably due to the different polishing pro-
cedures. An error of 5% in It affects I and there-
fore 8 ~ by approximately 10%%uo, giving an error
of +0. 1 in nd. The optimum value of &d for the
best signal-to-noise ratio may be shown to be 1.0,
giving a, 19,.~ error in a. For lower wave num

bers, however, where nd for the thickest sample
approached 0. 1, the same error in A mould pro-
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The theory outlined by Macdonald et al.~ for the
absorption produced by a large concentration of
weakly perturbing isotopic mass defects predicts
for the absorption constant

n(&)eM', v(~20 —(')~ ' (4)

where e,* is the macroscopic effective charge as-
sociated with the transverse optic mode near
k=O, taken as

e,*= —,'e*(n +2), (5)

where e* is the Szigeti effective charge, n is the
refractive index, c is the velocity of light, vis
the volume of the unit cell containing two atoms,
M, is the average mass of the Li ions in the crys-
tal, AM, is the deviation at a particular site of the
Li-ion mass from M„and p'(& ) is the phonon
density of states for the Li sublattice, given by

where m'(k, j) is the eigenvector of the Li ion as-
sociated with the phonon of wave vector k and

branch index j. p'((u) is normalized such that

f, p'(~)d~=l. (7

The absorption constant n was calculated from
Eq. (4) using, first of all, the eigendata, kindly
supplied by Karo and Hardy, obtained from a
modified deformation-dipole model. The eigen-
data were supplied with a wave-vector grid cor-
responding to 64000 k vectors per zone and the
resulting o(a!}values were smoothed by convoluting
with a 25-point least-squares function' which gave
a resolution of about 10 cm '. The values of the
constants used in Eq. (4) may be seen in Table I.
As has been found previously, ' this model for LiF
produces frequencies which differ appreciably
from the neutron-measured values in some direc-
tions and the agreement with a in Fig. 2 may be
seen to be poor.

Dolling et al. ' generated weighted densities of
state (frequency distribution curves) for the Li
and F ions from their shell model, fitted to neu-
tron-measured dispersion curves. Figure 6(b)
of their paper shows a plot of p'(u) as defined in

Eq. (6) but normalized so that the area equals
1/2M, amu . This plot is reproduced in Fig. 3,
where the p'(~) units are cm instead of tera Hz '.
The deformation-dipole density is included
for comparison. Using the low-wave-number
Dolling values from Fig. 3, the absorption con-

duce a 100% error in n. In these regions the noise
was also about 50%%uo of the signal.

III. THEORY AND CALCULATIONS

stant was again calculated and may be seen in
Fig. 2. The over-all agreement appears to be
extemely good, including the feature near 250 cm '
and the change of slope near 300 cm-'. There is,
however, a discrepancy in intensity near 250 cm '
and no predicted feature near 280 cm '. Owing
to the frequency shifting and distortion effect on
maxima of the powerful &u4/(co~ —H)~ term, the
measured & values were converted to weighted
Li-ion-phonon densities and may be seen together
with the low-frequency region of Dolling's in
Fig. 4.

The maximum at 251 + 1 cm ' (as opposed to
253 cm ' in Fig. 2) is due to the transverse acous-
tic (TA) phonons at X, shifted down from the
measured' room-temperature value of 257 ~ 3 cm '
for Li'F. (The shell-model curve in Fig. 4 has
its X, peak at 246 cm '. ) A downward frequency
shift, in this case 2-3%, with decreasing tempera-
ture is unusual but not unheard of.' The effect of
the lighter-isotope impurity would also have been
expected to increase, although admittedly onl. y by
a very small amount, rather than decrease the
frequencies. The frequencies measured by Mac-
donald et al. in NaC1 by this method were some-
what higher than the neutron values.

The small feature at 282 cm ' is difficult to
assign. The next-highest major symmetry point
after X, is 8'„which is forbidden by symmetry'
because of the zero motion of the Li ion at that
point. [Likewise I,, and I.s are forbidden, which
explains the lack of any feature nea, r 207 cm (mea-
sured L~ wave number). j Possibly some flat
region near Q or Z may be responsible, which
did not exist in the shell-model calculation. [The
Karo-Hardy combination of Wa (380 cm ') + W,
(290 cm ') equal to 670 cm ' seemed to fare better
than the shell-model combination (379 cm '+ 271
cm ') equal to 650 cm ' in comparison with a 670-
cm ' feature in the two-phonon conductivity. ']
Certainly al.ong the branch joining the forbidden
points L, to 8", the eigenvectors change to allow
absorption and this may be the reason for the
feature.

The weighted density of states predicted by the
shell model appears to quickly deviate by up to
30%%uo as the X, feature is approached. This implies
a discrepancy of (15+ 5}% in the shell-model acous-
tic lithium eigenvectors near the zone boundary.
Such a discrepancy is not unusual, since Reid has
found a variation from 0.7 to 1.1 in the quantity I'
defined by

I'= Im'(k») IM'-"/Im (»~) IMl" (8)

predicted by various models at the point X, for
NaC1, with the variation increasing rapidly as the
zone boundary is approached from a common value
of 1 at the origin. The two eigenvectors at X, are



J. E. E L DB IDG E

(~IQ )
IOO

IOO 200 300 400
WAVE NUMBER (cm )

h

g \

/

/
'll /j
500

!

600

FIG. 3. Lithium-ion-
phonon density of states
predicted by the shell model
of Dol.ling et al. (solid line)
and by the modified deforma-
tion-dipole model of Karo
and Hardy (dashed line).
The area under each curve

Units of p'() are cm.

parallel, perpendicular to the wave vector, and
are normalized such that

m'(k, j) + m (k, j) = 1.
Thus the variation found corresponds to a per-

centage variation of approximately 30%%uq in the Na'
eigenvector m' (k, j). Unfortunately, the peak
values near 250 cm ' in Fig. 4 cannot be used to
calculate exactly the eigenvectors for the [1GO]
TA mode at X, since there are contributions from
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FIG. 5. Measured Lip conductivity above the rest-
strahlen frequency (dashed curve) with the calculated
isotope-induced one-phonon contribution to the conduc-
tivity (solid curve).

other acoustic modes at that wave number, and the
precise shape and height of the peaks depend on

the shape of the dispersion curve. Nevertheless,
by considering the Karo-Hardy eigenvectors at
X, , which agree fairly well with the approximate
shell-model. values calculated from the peaks in
the Li and F phonon density curves, and by using
Eq. (9), it is found that a 15% error in m'(X, )
leads to only about a 3% error in m (X,).

The effect of temperature is not certain but the
Karo-Hardy data predict a small decxeuse of nz'

(X, ) going from 0 'K to room temperature for LiF,
as also does the 1FRSM model for NaCl. 3 Another
uncertain factor, the Szigeti effective charge, has
been taken as 0.8 as used by Karo and Hardy, "
in agreement with the value of 0.81 found by
Martin. ' This would seem to be reasonable con-
sidering the excellent agreement from 140 to 220
cm

IV. CONDUCTIVITY ABOVE RESTSTRAHLEN
FREQUENCY

Since the agreement between the measured
absorption constant n and that calculated from
the shell-model data below the reststrahlen fre-
quency 0 was very good, it was decided to use
the theoretical data above &o to calculate the
contribution of the isotope-induced one-phonon
processes to the conductivity measured by Smart,
Wilkinson, Karo, and Hardy. 3 In Ref. 13 the
conductivity was assumed to be due totally to two-
phonon (or possibly multiphonon) summation pro-
cesses, and a comparison was made with a cal.-

culated combined-density-of-states curve. Re-
cently this author' used the same Karo-Hardy data
as have been used here, and a more detailed theory
to calculate the two-phonon- summation conductivity.
The theory included cubic coupling coefficients
which coupled the TO mode near k = 0 to two other
modes with equal but opposite wave vectors. By
considering three simple criteria involving dis-
persion-curve slope matching, eigenvector polar-
ization, and a sine-modulation term, it was found

possible to assign all of the major and some of the
minor features to specific phonon pairs. The fre-
quencies of these pairs were taken from the neu-

tron measurements. One feature at 400 cm-',
reported in Ref. 13 but so small as not to be seen
in the published curve, could not be explained.
In Fig. 5 may be seen this published curve to-
gether with the value of 2o [equal to no.'/2v, thus
canceling the n, which cannot be calculated from
a classical formula above ~„ in Eq. (4)] calculated
using the weighted lithium-ion density-of-states
values of Dolling et al.

The feature near 360 cm ', marked A in the one-
phonon curve, presumably due to Xz [longitudinal
acoustic (LA)] and X, (TO), constitutes just under

10'Pq of the measured curve and may be responsible
for the slight change in slope just discernible in

the published experimental curve of 2a. Likewise,
the feature seen at 400 cm ' may be due to the
change in slope of the one-phonon curve marked B,
as L,„aforbidden point, is approached. Thirty
percent of the measured n at that point may be
due to one-phonon processes. At C, a peak cor-
responding to X~ [longitudinal optic (LO)], is about

10% of the measured 2o and may be causing the

slight mound labeled C, The one-phonon intensity
at 620 cm ' just before the steep dropoff constitutes
only about 6% of the measured curve and may
therefore be difficult to observe.

V. CONCLUSION

The far-infrared isotope-induced one-phonon ab-

sorption in natural lithium fluoride has been mea-

sured with fair accuracy. This latter could be

greatly improved with the use of a more sensitive
detector, which would increase the signal-to-noise
ratio where the absorption is weak and the resolu-
tion where the absorption is sharply rising. A

better detector mould also allow narrower collima-

ting slits, thus reducing any possible divergence
effects which may occur with the thick samples.
Greater accuracy in the reflectance values for both

the pure and impure samples would also be required.
Agreement with the theory given by Macdonald

eI, al. , using the shell-model lattice-dynamical
data of Dolling et al. ,

' &s «er-all excellent but

indicates a possible discrepancy of (15+ 5)% in the

lithium-ion eigenvectors near the zone boundary of
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the [100] TA mode. This would imply only a 3%
error or so in the corresponding fluorine-ion eigen-
vectors. As a method for checking these eigenvec-
tors, isotope-induced absorption is very sensitive
but allows access to only a few modes. Others are
forbidden by symmetry or swamped by two-phonon
summation absorption.

The frequency of the X, symmetry point has been
found to decrease by 2-3% from the room-tempera-
ture value measured in Li F, opposite to the shift
direction normally expected.

Finally, by using the shell-model data in the

region above the reststrahlen frequency, it has
been shown that the isotope-induced absorption may
be responsible for some of the small features in
the high values of conductivity measured by other
authors.
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Thomas —Fermi Calculation of the Interlayer Force in Graphite*

Emilio Santos and Antonio Villagra
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A model of a graphite crystal is proposed in which planar layers of positive charge are con-
sidered instead of the point charges of nuclei. The interlayer electronic density is calculated
integrating both the Thomas-Fermi and the Thomas —Fermi-Dirac equations. From these
densities, the total energy of the electrons is calculated including corrections for inhomogene-
ity in the form of Weizsacker and Kirzhnits. The influence of the different corrections is
studied with the result that the best method is to calculate the density from the Thomas-.
Fermi-Dirac equation and to take into account the inhomogeneity corrections in the form of
Kirzhnits.

I. INTRODUCTION

The method of Thomas —Fermi-Dirac (TFD)
gives the energy of an electron system by means
of the integral'

3&2@2 3 't2j'3 E2 3 2 3 )1/3
U= dv —

I
p' '+ —— —

I pIr

2 2
~

2
5f 3

~
e

~ ~ ~ I 3

10m n) 8p 4 7t )
(l)

where 5 is the reduced Planck constant, m is the
electron mass and —e its charge, p is the number
of electrons per unit volume, and R is the electric

field. The first term of the integral gives the ki-
netic energy of the electrons, the second one gives
the potential energy, and the last one gives the ex-
change energy. The potential energy is given in
terms of the electric field for later convenience.
The integral (l) must be a minimum subject to the
following conditions: the Poisson equation, which
relates the electrostatic potential to the charge
density, the normalization of the density, and the
boundary conditions. The latter are usually stated
by giving the positions of the external charges or


