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A formulation is given for calculating magnetic-single-site density of states for a completely
random dilute Heisenberg ferromagnet, with isotropic nearest-neighbor exchange, in the limit
of very low temperatures. In conformity with Kohn’s suggestion that the dynamics of suffi-
ciently random many-body systems may be approximated by that of typical small neighborhoods,
a consistent hierarchy of truncation schemes for the spatial matrix elements of the 7 matrix
is described. The case of a drastically truncated Kohn neighborhood, consisting only of two
neighboring sites, is worked out indetail. Itis shownthat for lattices without nearest-neighbor tri-
angles, the given density of states exactly preserves the first four frequency moments. More-
over, for Bravais lattices with z nearest neighbors, all frequency moments of the density of
states are given exactly to the two leading orders in z-!. By analyzing the renormalization of
the K— 0 spin-wave energy, estimates for the critical temperature are obtained. In the pres-

ent approximation,

the magnetic long-range order cannot occur for magnetic concentrations

which are =2/z. For the simple-cubic lattice, numerical computations of the magnetic-single-
site density of states and the real and imaginary parts of the coherent exchange are given for

several concentrations.

I. INTRODUCTION

The ground state of a dense Heisenberg ferro-
magnet is exactly known. However, as soon as
finite concentrations of nonmagnetic impurities are
introduced, the system becomes a random coupled
many -body system which cannot be solved exactly
in arbitrary dimensionality. Brout! seems to have
been the first one to seriously address himself to
the question of the behavior of such a dilute Heisen-
berg ferromagnet as a function of the dilution. His
analysis was rather formal, and although no pre-
cise results were recorded, a qualitative picture
of the dependence of the Curie temperature T (m)
as a function of the magnetic concentration m was
predicted. In the limit that the exchange interac-
tions are extremely long ranged, the dependence of
Tc(m) on m was conjectured to be linear. For fi-
nite-range interactions, the linear dependence was
conjectured to be confined to the concentrated re-

gion, while in the vicinity of a certain nonzero
critical concentration m, [m, is the highest relative
concentration of magnetic ions fcr which magnetic
long-range order (LRO) does not occur] the be-
havior was expected to be more complicated.

The problem was later studied by Elliott? and
Smart.? Elliott? used the constant-coupling two-
particle cluster approximation of Kasteleijn and
van Kranendonk.* For spin S and coordination
number z, he estimated the critical concentration
m, as

my=(S+1)/S(z - 1) . (1. 1)

Smart® generalized the Bethe-Peierls-Weiss meth-
od for application to the classical spin® case (i.e.,
S~ =) and found the same result.

Charap® argued that because of the neglect of
concentration fluctuations in the environment of the
nearest-neighbor shell, the physics of the problem
had been inadequately represented in this® treat-
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ment. Assuming that any magnetic atom ¢ in the
first shell is also subject to a fluctuating molecular
field, being proportional to the number of its mag-
netic neighbors z; in the given configuration,
Charap® estimated that for nearest-neighbor iso-
tropic Heisenberg exchange interactions, critical
magnetic concentrations were 0. 33 and 0. 24, re-
spectively, for the (simple cubic) sc and the bce
lattices.

Elliott” and Heap™® studied the behavior of the
paramagnetic susceptibility xy of the system as a
power series in the concentration m. In two such
analyses, critical temperatures were estimated by
fixing the temperature 7T and finding the concentra-
tion m(T) for which the susceptibility diverged.
The results of these analyses confirmed Brout’s
conjecture: For concentrations near the dense
limit, the results for 7. were largely linear but
the extrapolation to the critical concentration limit
was susceptible to large errors.

Perhaps, mention should also be made of the
Elliott®-Rushbrooke’ assertion that the magnitude
of the “critical concentration is a topological prop-
erty of the lattice and is the same in the Heisen-
berg and the Ising models and is independent of
the spin S.” Even though there are good physical
reasons to be skeptical of this assertion, ®112 the
Ising model®®*** and the related studies on the clus-
ter size distributions in the percolation theory of
the site problem, %' predict the magnitude of the
results in three dimensions to be roughly the same
as those given by Charap. &

Excepting the work of Murray, 12 a1l the foregoing
works!=1113-16 have made use of static formalisms.
In other words, these works have not dealt with the
dynamics of the problem. Murray’s work attempts
to compute the spin-wave energy Egz(m) as a func-
tion of the concentration » in the limit of long
wavelengths, i.e., K-~ 0. Because magnetic LRO
implies the existence of these spin waves, Murray
has computed the concentration dependence of the
transition temperature by equating T,(m)/T (1)
to the corresponding ratio of the spin-wave ener-
gies Eg(m)/Ez(l). This treatment has predicted
results for m, which are much higher than those
given by the earlier theories. !=1:13-16 However,
because the validity of the variational principle
used by Murray is not entirely beyond doubt, !’ the
actual magnitude of the discrepancy between the
earlier results for m, and those given by Murray
cannot be given too much importance.

Recently, two dynamical theories of the dilute
ferromagnet have appeared in the literature. !
Based on the cumulant decoupling-diagram method
of Matsubara et al., * expressions for the K-depen-
dent equilibrium Green’s function were obtained.
Following Murray, '2 the renormalization of the
long-wavelength spin wave was used to predict the

concentration dependence of the Curie tempera-
ture To(m).

These careful works have computed the depen-
dence of T.(m) on m by using a series expansion
for Ez(m) in powers of (1-m). Computing the first
two leading terms in this series exactly and the
third term, i.e., O(1-m)? approximately, they have
predicted a largely linear dependence of T,(m) on
m. Extrapolating their results down to the critical
region, they have also estimated the magnitude of
the critical concentration m,. For the sc lattice,
their estimates for m,, i.e., 0.329 (Kaneyoshi)
and 0. 362 (Edwards and Jones), seem to lie close
to the results of the various static theories,!-10-13-16

In the present work we use a different approach
to the solution of the dynamical problem. By in-
terpreting the ideas of Kohn® rather loosely, we
formulate a hierarchy of approximations based on
the size of what we shall call proper “Kohn neigh-
borhoods.” We make the idea of these neighbor-
hoods precise and completely work out the results
obtained by the use of a drastically truncated ver-
sion of the smallest such proper Kohn neighbor-
hood.

The results of our analysis are shown to contain
all the first-order corrections, in a 2t power ex-
pansion, to the mean-field theory, which itself is
correct to the dominant term in such a series ex-
pansion.

For the case of a sc lattice, we compute the
magnetic single-site density of states for several
different concentrations. This density of states is
shown to conserve the first four frequency mo-
ments exactly. All higher-order moments are, of
course, given correctly only to the two leading
orders in z™%

Using our results for the magnetic single-site
Green’s function, we compute the renormalization
of the long-wavelength spin-wave energy Ez as a
function of the magnetic concentration. Following
Murray, % we interpret it to be the same as the re-
normalization of the Curie temperature T.(m).
Moreover, we plot a graph showing the variation
of the real and the imaginary parts of the coherent
exchange integral as a function of the frequency for
several different concentrations. We also discuss
how, from these results, the energy and the width
of spin waves of arbitrary wave vector K may

“readily be obtained.

II. FORMULATION

We consider a randomly dilute Heisenberg ferro-
magnet with nearest-neighbor isotropic exchange
interaction acting between magnetic atoms and with
vanishingly small external field. The external
field is needed only to break the rotational sym-
metry of the ground state. Once a preferred di-
rection, e.g., the direction of the z axis, has been
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established, we proceed to the limit of zero field.

As mentioned earlier, in the dense limit the
ground state is exactly known. a Moreover, in
this limit the system thermodynamics is largely
that of a gas of noninteracting harmonic-oscillator -
like excitations as long as the system temperature
T is much smaller than a characteristic Curie
temperature T, for which the Boltzmann random-
izing energy kg T is of the same order of magni-
tude as the aligning energy caused by exchange in-
teraction between a given atom and its surround-
ings.

Unlike the dense case, the physics of dilute
ferromagnets is not straightforward. Indeed,
since the ground state depends upon the precise
configuration in which Nm magnetic spins are dis-
tributed over a total of N available sites, the com-
putation of the system thermodynamics for the
case m<1 is far from simple.

The object of the present study is to investigate
the properties of the system in the limit of very
low temperatures but arbitrary concentration of
the magnetic atoms, i.e., 1=2m>m,. Here m,is
defined as the largest possible concentration of
magnetic atoms for which ferromagnetic ground
state with long-range magnetic order does not ob-
tain. .

Making the usual assumption that the exchange
interaction between any pair of magnetic atoms is
independent of the presence of other atoms and as
such the effective exchange integral between mag-
netic atoms is not a function of the concentration
m, we can write the Hamiltonian for the given con-
figuration as

5= - 20 S5-20" T I(fr, £ 84, 8y, -
f f1 f

(2.1)

As stated earlier, we shall consider the limit for
which the Zeeman energy term is vanishing, i.e.,

(2. 2a)

Since the exchange integral I(fy, fz) acts only be-
tween a pair of magnetic atoms at f; and f;, the
primed lattice sums in Eq. (2. 1) are taken only
over magnetic atoms. It is convenient to introduce
magnetic occupation operators Ofyr Ofys whereby

1(f1, fa) =1(fz, f1)=J(fif2) 04 0%, - (2. 2p)

The o/ s are idempotent operators with eigenvalues
+1 and 0. The eigenvalue +1 occurs only if a mag-
netic atom is sitting on the position f. Otherwise,
the eigenvalue of o, is zero. The c-number func-
tion J (fifs) is defined as follows:

J (fy f2) =J (fs f1)=dJ if f; and f, are neighboring
lattice sites

uw=+0.

(2.2c¢)
Note that in the definition of J (f; f,) we have made

=0 otherwise .

no reference to the species of the atoms sitting on

the positions f; and f,. Therefore, in the expres-

sion for the configurational Hamiltonian the primed
sums over the magnetic sites f;, f, can now be re-
placed by free sums over the entire lattice, i.e.,

3=~ Z J(flfz)O'fl O‘fa §f1'§f2 . (2.3)
.fl’fz
Following Holstein and Primakoff, % we define
boson spin-deviation creation and destruction op-
erators a}, a,, where

la,, a/).=[a},a}].=0, [a,,a}].=5,,;, (2.4)

via the transformation

S;=(28)2(1 - n, /285)" 2, ,
S;=(29)/2 aj (1 -n, /25)"/%
Si=S-n,, (2.5)
where

n

e @

» (2.6)

(4

Because we intend to consider the spin dynamics
at very low temperatures, we ignore interactions
between the boson excitations by putting

(1-n,/25)"%~1. (2.7

In this so-called noninteracting spin-wave approxi-
mation, the magnetic Hamiltonian (2. 1) reduces to
the following, involving a set of harmonic-oscil-
lator-like excitations distributed over a lattice con-
taining N sites, i.e.,

5°=28 22 J(fy f2) 0y, 05, (ny, = a}l afz) +const.

fy0fa

(2.8)
Note that even though we have not placed any site
restrictions on the boson operators, because of
the presence of the magnetic occupation operators
Ofs Oty this causes no confusion and only those
terms can contribute to 3¢° which actually refer to
magnetic atoms., While the physical content of the
problem is not violated in any way, this freedom
of interpretation of the role of the boson operators
greatly facilitates the algebraic manipulations to
be described in the following sections.

III. GREEN’S FUNCTION

It is convenient to introduce a temperature- and
configuration-dependent double-time retarded
Green’s function with explicit reference to two
given sites g and g', i. e,

Gl et t)==2mi0(t —1t") ([a,(t) , alu(t)].)s .
3.1)
Here ©(f —t') is the usual Heaviside unit step func-
tion

O(x)=+1 for x>0



|o»

=0 for x<0; (3.2)

the time dependence of the operators a, and a} is
in the Heisenberg representation with Dirac units
n=1, i.e., '

Q(t) = &% Q(0) e7*°

and the pointed brackets denote a partial configura-
tion-dependent canonical average, i.e.,

B Tr(e®°...)
(e '>c“ Tr (e-8%°)

Note that the trace in Eq. (3.4) is taken over all
those states which are consistent with the given
configuration in which Nm magnetic and N(1 - m)
nonmagnetic atoms have been distributed over the
N lattice sites. Because no summation over states
referring to other configurations occurs, the aver-
age (- +.), is not the fully thermodynamic aver-
age. '®

Note that the system is not subject to time vary-
ing external fields, i.e., 3°(f) commutes with
5¢%(t'). Consequently, the Green’s function (3. 1)
displays translational invariance with respect to
the time difference (¢ -¢'), i.e.,

Gp(t,t')= GE pu(t—t").

This property enables us to make use of the Four-
ier transformation:

G:.g’(t’ tl)= fG:",:(E) eTiEC-t) gp

(3.3)

(3.4)

(3. 5a)

(3. 5b)

In contrast with its dependence on time, the de-
pendence of G¢,,.(¢, ¢') on the locations g and g’ is
not subject to translational invariance. Rather,
for any given configuration, the dependence of the
Green’s function on the locations g and g’ is spe-
cific. Consequently, an appropriate Fourier trans-
formation is

Ge®=(3) T T o

(3.6)
Because of the regularity of the crystal lattice
(note this refers only to the spatial locations of the
N sites in the lattice), ‘the sums over f{. and ﬁ' are
restricted to the first Brillouin zone which contains
a total of N allowed values for each of the inverse

lattice vectors K and K.
Let us now study the equation of motion of this

Green’s function. Because
ida,(t)
+— =[a,,5c].

|
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=2S[§ 0,0, (gN] ag =282 0,0, (gf)a,
f

3.17)
and

do(t-1¢)

w1 [ .
& =6(t—t)=2—ﬂ-f dE e™'E¢-t" (3 8)

we readily find

EGS (E)=0, .+ zs[%) 0,04 J(gf)] G, o (E)

—2s[§o,afJ(gf)1G;,,.(E>. (3.9)

Note that the terms on the right-hand side of Eq.
(3. 9) are explicitly dependent upon the magnetic
configuration. For example, if we should be look-
ing at a Green’s function for which, say, the site
g is known not to be occupied by a magnetic atom,
then the last two terms on the right-hand side
would be equal to zero and the solution of the
Green’s function would simply be that for a gas of
noninteracting boson excitations of zero energy.
Only when the site g is magnetic, the Green’s func-
tion would have a chance of yielding a nontrivial
result.

The Green’s-function equation given in Eq. (3. 9)
describes a set of N? simultaneous linear equa-
tions. Even though the only nontrivial Green’s
functions are those for which both the sites g and
g’ have magnetic atoms, their exact solution for
any macroscopically relevant random situation is
completely impractical via the well-known ele-
mentary algebraic procedures used for solving
simultaneous linear equations. Therefore, we
have to devise some approximation procedure
based upon suitable physical insight.

IV. MATHEMATICAL PRELIMINARIES
Adding a set of terms A(E),

A(E)= - zs? I &) (&f) GE, o (E)

+2S ? Je, (8f) GEp(E),  (4.1)

where j(E) (gf) is for the present to be considered
an arbitrary function of E with a simple dependence
on the physical separation between sites g and f,
i.e,

j(E)(gf)=j(E) (|g_f‘ )

to both sides of Eq. (3. 9) we get

(4.2)

EGS, .(E) - zs[Zf) J &, (gf)] G2, . (E)+2S ? J &)(8f) GE g (E) = 64, 0

=ZSZf) [T (gf) 040, =T &,(g)] G, o (E) —ZSZf) [ (gf)os0,~J5)(2f)] G5, (E) .

(4.3)
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This equation is identical to and contains exactly
the same information as Eq. (3.9). Our objective
in writing it in the given form, however, is to
evolve a procedure which can be used for the cal-
culation of magnetic single-site Green’s function
in thermal equilibrium. As we shall show later,
this can be achieved by the device of making the
right-hand side of Eq. (4. 3) appropriately small
for the case of thermal equilibrium. It is hoped
that this would in turn lead to some self-consistent
physical criteria for the choice of the function
J(E) (fl fz)'

To this end, let us begin by using the following
compact notation:

Ve o(E)=0,,,2S ? [T (gf)o,00=d &) gf)]

-25[J(gp) 0,0, ~J &, (gp)] . (4.4)
With this notation, Eq. (4.3) becomes

EG: .(E) —zs@ J 5y(2f)] G, o+(E)

+2S Z; j(E)(gf) G?,('(E)_ éhl'
f
=21 V&(E)GE . (E) . (4.5)
»

Like G¢,,/(E) the dependence of V¢ P(E) is specific
to sites g and p. On the other hand J(E)(gf) and
8,,¢ are functions only of the separation |g -fl.
Therefore an appropriate Fourier transformation
is as follows:

Ve(E) ( ) 22 VEL8,(B) ot Eyeken)

Ry K,
. (4.6)
(E)(gp _N Z) J(E) (K i G ’ (4.7)
K
Ses=7 Z)e“‘ @ 4.8)

[Compare Eqs. (3.6) and (4.6).]
Introducing the transformations (3.6), (4.6)-
(4. 8), into Eq. (4.5) we get

Gf'il,ia(E) [E -25] ,(0)+ 28] 5,(Ky)] - Nbg,,-&,

== Z_) V;{'1 %EGE:z SE) -
Upon multiplying both sides of this equation by
N3YE- ZSJ(E)(0)+ZS](E)(K1)] 141 RyeKae') and sum-
ming over all the inverse lattice vectors Kl , Kg
contained within the first Brillouin zone, we get
GC

£,8

(E)=T,, ,.(E) +§r,, () V§ ,(E) G,, (E) ,

(4. 9)
where

o

1 E eiﬁ(e-:ﬂ
N § E-2574)0)+2874,K)
(4. 10)

The significance of this equation lies in the fact
that while G ,.(E) is a Green’s function which de-
pends explicitly on the given configuration in which
Nm magnetic atoms and N(1 - m) nonmagnetic
atoms are distributed over the N lattice sites, the
Green’s function T, ,.(E) has no such dependence
on the configuration. Rather, it depends on the
vector separation (g —g') and is a function only of
the quantity J (E)( f1fe) which is still arbitrary. The
entire configurational dependence of G, .(E) has
thus been transferred to V§ ,(E) which appears on
the right-hand side of Eq. (4. 9).

[Note that although the development of this sec-
tion is somewhat parallel to that used in the co-
herent potential approximation theories®'# for
studying the dynamics of electronic disorder, the
one-to-one correspondence of the on-site poten-
tials with the off-diagonal hopping interactions
that occurs in Eq. (4. 4) is unique to the isotropic
Heisenberg spin systems.]

r, .(E)=

& &

V. TMATRIX

We are now in a position to describe the scatter-
ing T matrix. Let us first introduce a set of three
space- and energy-dependent matrices, i.e.,

G(E)=[Gs ,(B)],
VE)=[V{ (B)],

r(E)=[T, ,(E)] . (5.1)

The matrix elements of these E-dependent matrices
are taken with respect to the two lattice positions,
for example, iandj. Therefore, these are NXN
square matrices.

With this notation, Eq. (4. 9) becomes an arbi-
trary matrix element of the following matrix equa-
tion:

GY(E)=T(E)+T(E) V(E) G°(E) . (5.2)

Now, if we define a new NX N square matrix in the
same, lattice-site index, notation through the re-
lationship

V(E) GXE)=T*(E)T(E) , (5. 3)
then Eq. (5. 2) becomes
G(E)=T(E)+T(E)T(E)T(E), (5. 4)

and, moreover, the matrix T(E) satisfies the equa-
tion

TYE)=V°(E)+ VY(E)T(E) T°(E) . (5.5)

[To derive Eq. (5.5), multiply both sides of Eq.
(4. 12) from the left with the matrix V°(E) and re-
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place V¢(E) G°(E) by T°(E)T'(E) on its right-hand
side. Because I'(E) is arbitrary, the resultant
equation leads to Eq. (5. 5).]

It should be emphasized here that the introduc-
tion of the T matrix has by itself not brought us any
closer to the exact solution of the Green’s function
because the full configurational complexity has
merely been transferred to the T matrix from the
scattering potential matrix V°(E). On the other
hand, inasmuch as the 7' matrix scatters approxi-
mately renormalized excitations propagated by
I'(E), it is more susceptible to approximation pro-
cedures based upon the use of physical insight into
the structure of the many-body dynamics than is
the configurational Green’s function itself.

Kohn® has argued that the dynamical properties
of a sufficiently random many-body system are
well approximated by the actual situation prevailing
in small neighborhoods. Loosely stated, his as-
sertion is that for any given frequency w, if the size
of a typical small neighborhood is characterized by
a length R, then the errors involved in equating the
dynamical properties of the large thermodynamic
system with those of the typical small neighbor-
hood decrease exponentially with the increase in
the ratio R/x(w). Here x(w) is some typical mean
free path for frequency w.

In this paper we intend to make use of this com-
pelling physical argument to derive an approxima-
tion procedure for computing the magnetic self-
Green’s function. To this end, let us assume that
a reasonable approximation to the system dynam-
ics, over much of the frequency range, would be
obtained if we equated its properties with that of
a small Kohn neighborhood whose size is typified
by a length R, (where R, is equal to the distance
between nth nearest neighbors in the lattice). To
examine the consequences of such an assumption,
let us take matrix elements of the two sides of
Eq. (5. 5) between a site ¢ and an arbitrary central
site 0, i.e.,

T8 o(E) = V' o(E) + [V(E) T(E) T(E)], 0 . (5.6)

Then, according to Kohn’s philosophy, if j lies
within a distance R, to the site 0, then it would be
considered to be a member of the neighborhood and
should as such be taken into account explicitly.
However, if { lies farther than R,, then its influ-
ence on the system properties should be consid-
ered negligible.

We extend these ideas by proposing a somewhat
different, and in our view more meaningful, opera-
tional routine. This routine asserts that all those
matrix elements of the 7°(E) matrix, as well as
those of the renormalized translationally invari-
‘ant Green’s-function matrix I'(E) (for which the
mutual separation of the two lattice sites that the
matrix elements refer to is larger than R,) are

to be ignored in comparison with those for which

‘the corresponding separation is shorter than R,.

The system dynamics within this truncation proce-
dure, in analogy with Kohn’s philosophy, is then
expected to approximate the dynamics of the large
thermodynamic system to an accuracy which can
be made systematically greater by increasing the
range R, .

With this assumption the simultaneous linear
equations for T§4(E), given in Eq. (5.6), truncate
and form a closed set. Their solution is, there-
fore, elementary, albeit very tedious, depending
upon the crystal structure and the spatial range
R, of the matrix elements of T7°(E) and I'(E).

After the various matrix elements T§ ((E) have
thus been determined from the solution of Eq.

(5. 6), our job would be to compute the Green’s
function. Clearly, the Green’s function of inter-
est is not the configuration-dependent Green’s
function Gj, ,.(E), but rather the thermodynamic
average of these Green’s functions over all pos-
sible configurations, i.e., G, +(E), where

Tr[GS ,.(E)]

En:'(E)=—T§.'[‘1‘]_‘—

The traces in Eq. (5.7) are taken over all possible
configurations. 1# [Note that the thermodynamic
Green’s function, unlike G¢ ,.(E), will show trans-
lational invariance, i.e., it will be a function only
of the vector separation (g -g'), because in ther-
modynamic equilibrium all sites are equivalent. ]
The computation of 5,, ¢(E) can now proceed

straightforwardly. Taking matrix elements of Eq.
(5. 4) with respect to positions g and g', and taking
the trace over all configurations we find

(5.7)

az,z'(E): F,,,:(E) + 2 FI.I(E) —T—I, 1+(E) rl'.z’(E) .
L1
(5. 8)
If we could now arrange to make the term contain-
ing T,,,+(E), occurring on the right-hand side of
Eq. (5.8), to be vanishingly small, i.e.,

T,.(E)=0 for |1-1'| <R,, (5. 9a)
then subject to the errors inherent in the re-
stricted-range assumption, i.e.,

T, (E)~0 for |I-1I'| >R, , (5. 9b)
we would have

G o (E)~T, (E). (5. 10)

Because the choice of the function J & (f1fe) is
still open, the second term on the right-hand side
of Eq. (5. 8) can therefore be made to vanish by a
suitable choice of this function.

It is worthwhile here to point out that the theory
presented so far applies with minor modifications
to the case of electronic alloys with random off-
diagonal hopping or to the case whgre the external
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magnetic field u is also present. However, when
we specialize to spin systems for the simple case
of =0, we can make use of an exact sum rule.
To derive this sum rule, let us sum the matrix
elements V§ ,(E) given in Eq. (4.4) over all the
sites g in the lattice, or over all the sites p in the
lattice. We get

L VELNE)=2VE (E)=0. (5.11)
4 ?

Now if we sum both sides of Eq. (5. 6) over all the
sites 7 in the lattice, we get

? Tf,o(E)-:Z‘; V?,O(E)@ [? V¢ (E)]
x[Z Ty, (B) TS o(B)] . (5.12)
l'

Using (5. 11) in (5. 12), we get the relevant sum
rule

27 TS,4(E)=0. (5.13)
i

As a consequence of this sum rule, we have a
total of only » unknowns for the case where the

T§,0(E)= =T o(E)—--- =TS o(E)

range of the matrix elements of 7°(E) and I'(E) is
supposed to be equal to the separation of »th near-
est neighbors in the lattice. These unknowns are
determined through the choice of f(E)(lg -pl):

‘g—p1=Rv, v=l,2,...,n (5. 14)
such that the following » equations are satisfied:
T, o(E)=0 for |i-0|<R,. (5.15)

VI. NEAREST-NEIGHBOR CLUSTER

The theory presented in Sec. V was rather gen-
eral. A clearer understanding of the mechanics of
the present approximation procedure is achieved
by considering a specific-sized Kohn neighborhood.
Let us, to begin with, inquire into what happens if
we were to limit the spatial range of the matrix
elements of T°(E) and I'(E) to the separation of
nearest neighbors. In this case, "the operational
routine would first be to put 7§ ((E) ~0 whenever
the separation of i and 0 exceeded the nearest-
neighbor distance. Then Egs. (5. 6) and (5. 13)
would be used to give

= V§,0(E)+[V(E) T(E)o T§,0(E) + [V E) T(E) oy T5,0(E) + - 4+ [VU(E) T(E)]o, TS,0(E) , (6.1)

T50(E)= V5o (B) + [V E) T(E) ] pn T50+ [V (BT (E)o T5,0(E) + 20 [V(E) T(E)],, T £,0(E) (6.2)

The matrix elements T;(E), T, ,(E) denote ma-
trix elements between the site 0 and the site »n or
p. Here n and p are any of the z nearest neighbors
of the site 0. Note that only after the configura-
tional average of the matrix elements like Tj, o(E)
has been taken can we expect these matrix ele-
ments to be equal. Without such averaging, they
are in general all different, being explicitly depen-
dent upon the composition of an environment of the
site 0 that we shall now describe.

For a one-dimensional lattice, Egs. (6.1) and
(6. 2) reduce to two equations in the unknowns

T{(E) and T§(E). (Here 1 and 2 denote the near-

est neighbors of the site 0.) Solving these two
simultaneous linear equations gives us T{(E) and
T$,0(E), in terms of the properties of a set of five
lattice sites labeled 0, 1, 2, 3, 4 [see Fig. 1(a)].
By fulfilling the requirement that the configura-
tional average T, (E) is vanishing, i.e.,

Ty,0=Tr[T$,(E)]/Tr[1] , (6.3)
we automatically ensure that

i3'0=0 ’ EO,O(E)z -T—I,D(E)+T2,0(E)=0 . (6.4)

[Note that the trace in Eq. (6. 3) need only be taken
over the occupation states of the sites 0—-4.] Thus,

P#0; p#n

there is only one unknown to be determined here
which we shall simply call j(E) , and it is deter-
mined by Eq. (6.3). Note that since Eq. (6. 3) takes
a configurational average over the occupation
states of five sites, it contains a total of (2)°
terms.

In a two-dimensional square lattice [see Fig.
1(b)], Egs. (6. 1) and (6. 2) involve four unknowns
Ti0, T%0, T5,, and 75 ,. Obtaining the solution
for any one of these, say T{,, and using the re-
quirement that its configurational average be van-
ishing, ensures that the configurational averages of
all the five matrix elements 7§, T%,..., TS0
will be zero. Note that this time the configura-
tional averaging is more tedious because it explic-
itly involves 13 sites and as such has (2)® terms in
it.

In a simple three-dimensional lattice (i. e., sim-
ple cubic), Egs. (6.1) and (6. 2) lead to six coupled
equations for T{,, T5,, etc. The solution for
T30, and the subsequent imposition of the require-
ment that its configurational average be vanishing
would ensure that the configurational average of all
seven matrix elements 7§ ,, Ti,,-..., 74,0 is van-
ishing. Unfortunately, however, any of these ma-
trix elements, e.g., T{,, contains explicit refer-
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FIG. 1. (a) and (b) Proper nearest-neighbor Kohn neighborhoods, centered around a site 0, in linear and quadratic
square lattices. (c) Renormalization of the K— 0 spin-wave energy as a function of the magnetic concentration for cubic

lattices.

ence to 25 sites, and therefore, the equation de-
scribing the configurational average of T, will
contain a maximum of (2)% terms.

Assuming that the foregoing procedure has been
followed and due to an appropriate choice of J 4, ,
the configurational averages of the nearest-neigh-
bor matrix elements, e.g., T,,D(E), have been
self-consistently equated to zero, then, subject to
the accuracy of the given Kohn neighborhood ap-
proximation [i.e., whereby matrix elements
T$,,(E) and T';,,(E) are assumed to be vanishingly
small whenever the separation of ¢ and j is greater
than the nearest-neighbor distance] we get

Gpp(E)=T,, (E)+ E: T, (E)T, .(E)T,. (E)
l’ .

~T, o(E) for |g—-g'| <R,

~0 for |g-g'| >R, . (6.5)

Before we conclude this section, it is helpful to
get a feel for the accuracy that the nearest-neigh-
bor Kohn-cluster solution outlined here would
have. In self-consistent theories, the preserva-

tion of the first several frequency moments of the
dynamical spectral function is traditionally con-
sidered to be a useful guide to their inherent ac-
curacy. * As will be described in Sec. VIII, the
exact computation of the first several frequency
moments is straightforward and upon examining
their structure it is possible to predict the number
of frequency moments the nearest-neighbor cluster
will preserve. These considerations lead us to be-
lieve that in lattices without nearest-neighbor tri-
angles the self-consistent solution to the nearest-
neighbor cluster theory outlined here will exactly
preserve the first six moments, M, to M;, of

the average single-site density of states p(w),
where

M= [ plw) o’ dw (6. 6)
P =g [ e, )] dmms et a1

1 —
=-= ImG,, . (w +1i€) , €~+0. (6.7)

Note that in Eq. (6.7), g is any arbitrary site in the
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lattice. Moreover, it should be noted that the av-
erage single-site density of states p(w) is related
to the magnetic site density of states p,,(w) and the
nonmagnetic site density of states p,, ,(w) through
the following relation which obtains for complete
substitutional disorder:

p(w)=m pu(w)+ (1 =m)p,. m(w) . (6. 8)

(The significance of the absence of the bar on the
magnetic and the nonmagnetic densities of states
will be made clear in Sec. VIIL.)

VII. A PAIR APPROXIMATION

In three dimensions, the self-consistent deter-
mination of J @& in the nearest-neighbor cluster
approximation described in Sec. VI, would require
the use of Eq. (6.4) which can have a maximum of
(2)® terms. This is clearly too tedious a calcula-
tion to be undertaken analytically. The develop-
ment of a computer program for generating, clas-
sifying, and summing these (2)® terms is current-
ly underway and will be described at some future
date.? For the present, we content ourselves with
a truncated nearest-neighbor approximation involv-
ing only two neighboring sites. Because such an
approximation refers explicitly only to two sites,
the relevant configurational average involves a
maximum of only four terms.

Consider two arbitrary neighboring sites labeled
0 and 1, and ignore the presence of all other sites
in the nearest-neighbor Kohn neighborhood de-
scribed in Sec. VI. Let us write the truncated
version of Eqs. (6. 1) and (6. 2), referring to such
a two-site neighborhood. We have

T§ o(E)[1 = V§,o(E) Tg,o(E) = V§,1(E) Ty 4(E)]
= V§,0(E)+[V§,0(E) Ty, 1(E)
+ Vi (E)T11(B)] T,0(B),  (7.1)
$0B)[1-V§1(E)T1,4(E) - V§,(E) Ty, (E)]
= V§,0(B)+[V1,0(E) Ty,0(E)
+ V§1(BE)T1,0(E)] T6,0(E) . (7.2)

Because the Green’s function I'; ;(E) is symmetric
with respect to spatial inversions and translations
(note it only depends on J &), we have

I"O'O(E)=F1'1(E)EF(O)(E) ) (7. 3)

Ty, 1(E)=T1,0(E)=TV(E) . (7.4)

Moreover, from Eq. (4.4) it follows that for such
a truncated two-site neighborhood

VEA(E)=VS,o(B)=-2S(0p 0y =T (5, (7.5)

V§,0(E) =V (E)=-V§,(E) . (7.6)

Using Eqgs. (7.3)-(7.6), Egs. (7.1) and (7. 2)
readily yield the result

T§0(E)=V§o(E) {1 -2 V¢ o(E)[TO(E) -T (B}

=T9,1(E) = = T{,o(E) = - T§,1(E) . (7.7)

Having thus determined all the matrix elements
for the two-site neighborhood, our next task is to
invent a suitable averaging procedure such that it
leads to a reasonable choice for the function J(E) .
However, before we attempt this, we must keep in
mind the fact that the thermodynamic averaging
procedure described in Sec. VI is designed to work
only when a consistent choice for the Kohn neigh-
borhood is made. Because the two-site truncation
contained in Egs. (7. 1)-(7.7) is not consistent in
the sense made explicit in Sec. VI, the following
procedure is more accurate to use here.

Instead of working with the thermodynamic
Green’s function G,,,(E), let us make use of the
magnetic Green’s function Gy (E). This Green’s
function is defined by using the conditional average:

Go,o(E) = Tr[0y G§ o(E)]/Tr(0p) - (7.8)

[Note the absence of the superscript ¢ and the bar
from Gy ,(E).] Although the trace in Eq. (7.8) is
taken over all configurations, the presence of the
magnetic occupation operator ensures that only
those terms contribute which are consistent with
the presence of a magnetic atom on the site 0.
Because

G§o(E)=T4,o(E)+[T(E) TYE)T(B)lg,o,  (7.9)

for the truncated neighborhood consisting only of
sites 0 and 1 we have

Go,o(E)=T@(E) +[T ©(E)]* Ty,0(E) + T ©(E)
XTO(E)[Ty,0(E) + Ty, 1(E))

+[TDE)PT,4(E), (7.10)

where the absence of any superscript on Gy q(E)
and the matrix elements of T(E) indicates a condi-
tional averaging over the truncated neighborhood,
i.e., for sites =0, 1and j=0, 1,

Q,,4(E) = Tr[o, 9§, ,(E)]/Tr{o,) . (7.11)

All other notation in Egs. (7. 9)-(7.11) is the same
as that used in Eqgs. (7.3) and (7. 4).
In Eq. (7. 10), if we now require that for all E,

Ty,0(E)=0, (7.12)
which in turn ensures that
Ty,1(E)=0= =Ty o(E)= =Ty 1(E) , . (7.13)

then we get
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1

Go,o(E)=T(°’(E)=(—) T 1

E-2S2dg,(1-vg) ’
(7. 14a)
where y; is equal to coskK, for the linear lattice,
z(cosK, + cosK,) for the quadratic lattice, and for
three-dimensional cubic lattices

N

vz=7% (COSK, +cCosK, +cosK,) sc
=cos(3K,)cos(z K,) cos(zK,) bce
= 3[cosi(K, - K,) +cos3(K, - K,)

(7. 14b)

Note that the requirement (7. 12) makes use of a
conditional average of the Green’s function G§ (E),
and as such is much more stringent than the cor-
responding requirement discussed in Sec. VI
[compare Egs. (6.3) and (6.4), which are relevant
to one dimension, with Eq. (7. 12) which refers to
general lattice dimensionality]. The reason for
this is that the two-site neighborhood is a consid-
erably truncated version of the full Kohn neighbor -
hood. While the stronger condition requiring the
vanishing of the conditionally averaged matrix
elements of T(E) cannot be used in the case of the
full nearest-neighbor Kohn neighborhood for the
reason that it does not cause the vanishing of the
terms [I'(E) T(E)T(E)]y,0, it is applicable to the
truncated two-site neighborhood being discussed in
this section. [See Egs. (7.9) and (7.10).] Note
that for this neighborhood, the weaker require-
ment of the form given in Egs. (6. 3) and (6.4) can
also be used, but we anticipate that unlike in the
case of the full nearest-neighbor Kohn neighbor-
hood, the use of the weaker requirement will lead
to unacceptably large errors in the results for the
density of states.

To write Eq. (7. 12) more explicitly, we remind
ourselves that because the site 0 is occupied by a
magnetic atom, the conditional averaging is only
taken over the two occupational states of the site 1.
Therefore, inserting Eq. (7.7) into (7. 12) gives

28(J = J p,)m
1-4S(J -J ) [T O(E) -TD(E)]

+cosz(K,-K,)] fcc.

+ ZS(—j(E))(l"m)
1-48(-J &, [T O(B) -T P (E)]
The first term on the left-hand side of Eq. (7. 15)
is contributed by the magnetic occupation of site 1,
whereas the second term is contributed by the non-
magnetic occupation of site 1. Because

=0. (7.15)

roE)=< 2 o
NF E-252d4 (1 -vg)
ET9(E) -1
roy g B &) -2
POE) - =g (7. 16)
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Eq. (7.15) reduces~ to an implicit transcendental
equation relating J 5, to T ®(E). For three di-
mensions, its solution can only be obtained nu-
merically as long as E#0. For E=+:0, how-
ever, its solution is straightforward as shown be-
low.

From Eq. (7. 16) we have

lim [[O(E) -T V(E)] = - (282 4,)!, E=+i0

(7.17)
therefore, Eq. (7.15) gives

J 4oy =J(mz -2)/(z -2) . (7.18)
This is an important result in that it expresses

the renormalization of the exchange integral for
excitations of infinitely long wavelength. This in-
terpretation is based on the fact that the structure
of the self-Green’s function for E - +70 must de-
scribe the behavior of excitations of vanishingly
small energy. In other words, for infintesimal
wave vectors the spin-wave energy Ejz is

lim Ez=% SzJ ;0,K 2,

K-0. (7.19)

[Here the nearest-neighbor distance is chosen to
be the unit of length.] Because the existence of
long-wavelength spin waves indicates the presence
of magnetic long-range order, *? from Eqs. (7.18)
and (7. 19) it follows that when the concentration of
magnetic atoms reaches a minimum critical value
Me,

(7.20)

then the magnetic long-range order disappears. In
cubic lattices the condition (7. 19) gives

mc:Z/Z ’

m,=0.33 sc; 0.25 bece; 0.17 fcc. (7.21)

These estimates for the critical concentrations

are in good agreement with those given by reliable.
static theories.!=1'+1%1¢ Moreover, for the simple-
cubic case, where dynamical estimates for m,,
i.e., m,=0.34 and 0. 36, are also available, '® our
result 0. 33 is in good agreement with them. In-
deed, our result (7. 18) giving the renormalization
of J(m) with the magnetic concentration is, in gen-
eral, in fairly good agreement with the correspond-
ing results given by these theories for much of the
range 1=>m>m,. Minor discrepancies between
our results [plotted in Fig. 1(c)] and those given by
the static theories, however, arise in the neighbor-
hood of the critical concentration m,., whereas the
dynamical-theory results for the simple-cubic case
remain essentially identical, i.e., to within 3% or
so, with ours throughout the ferromagnetic region.
[Note that the plot in Fig. 1(c) makes the usual as-
sumption? that the ratio of the Curie temperatures
of the dilute and the dense system, i.e., To(m)/
T(1), is proportional to the ratio J o, /J.]
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VIII. MAGNETIC SITE DENSITY OF STATE AND
SPIN-WAVE SPECTRUM

For arbitrary energies E the transcendental re-
lationship (7. 15), which determines J(E) , cannot be
solved by analytical means for three-dimensional
lattices. We have, therefore, used a numerical
procedure to compute J & for a simple-cubic lat-
tice. This procedure makes use of the well-
known® representation of I'®(E) in terms of the
Bessel function of zero order, Jy(¢), i.e.,

~-3i ® 3
r(O)(E)z( m) j; dt [Jo(1)]

X exp[—it(lZSj(E) —E)/4s J(E)] ’ (8 1)
and solves for J &) through the use of Newton-
Raphson iteration procedure such that the absolute
value of the left-hand side of Eq. (7. 15) becomes
self-consistently small, i.e., <107, Now using
this result for J g into the right-hand side of Eq.
(7. 14a) for E=w +iec and proceeding to the limit
€< 10" we get a numerical estimate for the mag-
netic single-site density of states p,(w),

Pmlw) = —‘11; ImGy,o(w +i€) lim €~+0

o~ —1—17 ImI'®(E) for E=w+i107 .
(8.2)
Before we describe this density of states, it is in-
teresting to introduce the concept of magnetic
single-site spin-wave spectrum with energy Eﬁ(w)
and width $;(w) through the relations

Ez(w)= Re[25J i, (1 =7g)], €~+0  (8.3)
wi(U)) = —Im[ZSj(w+ie) (1 - YE)] y €—=+10, (8' 4)

Because the resultant ﬁ—dependent spectral inten-
sity p,(K,w),

1 .
PulK, w) = - ImGg(w +i€) €~+0

-1 ¥z (w)
"7 [w-E ]+ [Ig@F (8.5)
where
Ggz(E)=[E -2Sz2J g, (1 —vx)]™, (8. 6)
1 -
A== 20 paK, w), (8.7)
P (w) N = P w

is-a peaked function of frequency w or the wave
vector K near the points

(8.8)

it is useful to call Ez(Eg) the spin-wave energy and
yz(Eg) its width. We emphasize that these mag-
netic single-site spin waves are not identical to
the actual K-dependent boson quasiparticles of the

(.U~E-i (w) ’

dilute ferromagnet. [The latter can be determined
only when the Green’s function G,, ,.(E) has been
solved for arbitrary separations (g —g’).] Never-
theless, since in a dense ferromagnet the proper
elementary excitations coincide with the magnetic
single-site spin waves, and because in the present
study we have only been able to determine the
magnetic single-site Green’s function, it is inter-
esting to examine the structure of these spin waves
here.

Because j(E) is complex for all E except for E
=0, therefore, from Eq. (7. 24) it follows that the
poles of the Green’s function Gz(E) occur for com-
plex values of E for all K values except that which
self-consistently refers to the case E=+i0, i.e.,
for all K except for K=0. The important conse-
quence of this circumstance is that even at abso-
lute zero the spin waves are not exact normal
modes (except for K=0) when the magnetic concen-
tration m is different from unity. To illustrate
this situation, in Fig. 2 we have plotted the real
and the imaginary parts of the coherent exchange
integral J®, for several different concentrations,
as a function of the energy. The examination of
the imaginary part shows that in the long-wave-
length limit, i.e., for small energy, the spin
waves are good normal modes. The region of K
for which this is true, however, continues to
shrink as m decreases toward m,. For m=m,+0,
only the K=+0 mode is undamped. The widths are
seen to be largest at some intermediate value of
energy which, say, corresponds to the length of
wave vector equal to K. As m decreases toward
m,, K, also recedes towards +0. In the opposite
limit, i.e., K~1I, the contribution of the single-
site spin waves to the density of states p,(w) de-
creases rapidly. (The displayed curves have been
terminated at those values of the energy for which
this contribution has become effectively zero.)
Moreover, because the present calculation exactly
preserves only the first few frequency moments
of p,,(w), its relative accuracy for larger values of
w can be expected to be poor. Both these consider-
ations lead us to expect greatly increased errors
in the results for Ez(w) and yz(w) for large values
of K and w. As such, we should like to caution
ourselves against taking the results that would fol-
low from the given values of Re J®’ and Im J®) for
Eg(i‘;{) and ‘PE(ER) too seriously beyond about K
~K,.

To conclude this section, we describe the mag-
netic site density of states p,(w) as a function of
the concentration. In Fig. 3 we have plotted sev-
eral of these curves. The general trend is clear.
As the magnetic dilution increases, the center of
gravity of the density of states shifts towards
smaller frequencies. Moreover, the cutoff fre-
quency w, beyond which p,(w) is effectively zero
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decreases with the increases of dilution.

IX. REMARKS ON ACCURACY

The truncated two-site neighborhood approxima-
tion studied in Secs. VII and VIII is subject to
two different categories of errors. First there
are the errors involved in the truncation of the
neighborhood, i.e., from the full crystal size to
a pair of neighboring atoms. Second, the com-
putation used for the evaluation of j(E), and conse-
quently the magnetic single-site spin-wave spec-
trum and the density of states p,(w), is also subject
to numerical errors. The latter category of errors
is, naturally, the easier one to estimate, and we
shall describe it first.

The curves shown in Figs. 2 and 3 were com-
puted by self-consistently requiring the absolute

2819

value of the left-hand side of Eq. (7. 15) to be less
than 107, Moreover, the integral (8. 1) was evalu-
ated such that for the worst cases, i.e., small
frequencies, the results for I' ©(E) were accurate
to within about 2. 5%.

By increasing the number of Newton-Raphson it-
eration cycles several fold, the absolute value of
the left-hand side of Eq. (7. 15) can be made sensi-
bly vanishing, i.e., <10, Moreover, the accu-
racy of the numerical integration can be consider-
ably increased by increasing the number of points
used within the range 7, as well as the range 7 it-
self, for the computation of the integral (8. 1).
[Here 7 replaces the upper limit of © as an approx-
imation.] Incorporating these changes changed
J®) and p,,(E) by about 2-2.5%. Because of the
approximate nature of the present theory (due to

03
0.24
0.8

0.2

(E)

0.06}

‘ — E= (w/2SzJ)
o 1

FIG. 2. (a) Negative imag-
inary part of the coherent ex-
change, —Im( ®/J), as a
function of the frequency for
various values of the magnetic
concentration in a simple-
cubic lattice. The corre-
sponding values of Re( ‘E?/J)
are plotted in (b). Note that
the absolute size of the imag-
inary part of the coherent

1
0.3 06 09

exchange increases rapidly,

relative to the real part, as

)

the magnetic concentration

Re(Y/ )

1 —1 ]

m is reduced towards the
critical concentration .
Note also that in this figure
the notation J‘€? is used to
denote the nearest-neighbor
coherent exchange integral

J(E)'

0.3 0.6 0.9
— E = (w/252zJ)
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the drastic truncation of the Kohn neighborhood)
this computational accuracy was not considered
warranted. So the computational inaccuracy of the
given numerical results in Figs. 2 and 3 can be
assumed to be about 2. 5%.

The estimate of the level of inaccuracy inherent
in the truncation of the Kohn neighborhood to only
two neighboring sites is much harder to obtain.
Customarily, a reasonable gauge of the accuracy
of self-consistent theories is considered to be pro-
vided by the number of frequency moments that
are conserved exactly. ®'# In our case, this -
means that we compare the exact results for the
first several frequency moments of the density-
of -states function p,(w) with those given by the
approximate spectral function obtained from the
Green’s function G, o(E) given in Eq. (7. 4a).

The computation of the exact moments is carried
out as follows: Assuming the presence of a mag-
netic atom on the site g, i.e., putting 0,=1, and
writing

(la, ), &t = [ omlw) e ¢V dw ,  (9.1)

o

we have
un((12) i) )

=f prlw)w’dow=M,. (9.2)

[The suffix » under the right-hand pointed bracket
denoting thermodynamic averaging indicates that
the averaging in Egs. (9. 1) and (9. 2) is condition-
al, being subject to the condition that a magnetic
atom is known to be present on site g.]

The time derivatives of a,(t) are determined in
the usual fashion by working out repeated commu-
tators of a, with 3¢ (subject to the condition 0,= 1).
Next, the commutator of these derivatives with
a:(t) is worked out. The only unknown quantity in
the resultant expressidn is a correlation function
of the form

(ofl...c,n)mEL,(fl,...,f,,). (9.3)

Because of the assumed spatial randomness of the
substituted magnetic atoms, such correlation func-

50
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FIG. 3. For various magnetic concentrations m we show the magnetic-single-site density of states mp,,(w/2Js2).
Curves a, b, ¢, d, and e, respectively, correspond to the magnetic concentration equal to 1.0, 0.8, 0.7, 0.6, and 0.5.
For concentrations below 0.5, the curves peak much more rapidly, and at even lower frequencies. These results refer

to a simple~-cubic lattice.
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tions are in principle straightforward to compute.
In practice, their computation for v>>1 is quite
tedious. Below we record the results for the first
five moments calculated in this manner:

aA0)=1, (9.4a)
A()=m, (9. 4p)
A@2)=m?+(2m -m¥)/z , (9. 4c)

A@B)=m®+ (6m® -3m®)/z
L2 6+ dm - mP @)z, (0.4d)
A(4)=mt+ (12m3 - 6m*)/z +[11m* - 36m>
+25m%+ mPp (4) - 4m®p(3))/2*
+[-6m* +23m°
-23m%+6m+6¢(3) (m® —-m?)]/z*, (9.4e)

where
A(v)=(28Jz2)""M,, ,

p(v)=2* (%) % rg)" s

¢(3)=0 sc and bcce

=4, fcc (9. 4f)
¢4)=2.5 sc’

=3.375 Dbcc

=3.75, ,fcc.

The computation of the corresponding frequency
moments within our nearest-neighbor -pair approx-
imation of Sec. VII, is much simpler than the ex-
act computation recorded above. Let us first re-
cast Eqs. (7. 14a) and (7. 15) into a more convenient
form:

1

E-1(E) a®) ’ ©.5)

P‘“’(E)=Nl 2z
K

n(E)={mz -2[1 - ET®(E)]}
x{z-2[1-ET®(E)]}* , (9.6)

a(K)= (2872) (1 -vz) . (0.7

For |E|> 1 we can expand in inverse powers of E,
i.e.,

©

TO(E)=2, (25Jz)" A(v)/(E)**!, (9. 8)
v=0
n(E) =35 (2572)'n®/(E)" . (9. 9)
v=0

Similarly, expanding Eq. (9.6) we get

ETOE)=3 [n(E)]" (2872 F)/(®)", (9. 10)
n=0

where

F(n)=]% %(1—7;(‘)”. (9.11)
Solving Egs. (9. 8)-(9. 11) self-consistently in an
order-by-order series expansion, we can readily
calculate the frequency moments M,. The results
for the moments M,, M,, and M, are found to be
identical to the exact results given in Egs. (9.4a)-
(9.4f). For M,z and M, the results are

3, (6m? - 3m®) . [2m® — 6m®+4m - m®¢(3)]
3

A@B)=m ; 2 2 ’
(8.12)
A=t Q2 =6m)
=m p
. [12m* - 36m° + 24m®+ m*¢ (4) — 4m*p(3)]
z

z

3
+ (21') [-4m* +4m® - 8m®+ 8m + 8¢(3) (m* — m?)] .
(9.13)

Because ¢(3) is zero for the simple- and the body-
centered-cubic lattices, for these lattices the
present approximation exactly preserves the first
four moments of the density of states, i.e.,
My —-Msz. The errors that arise in M, are seen to
be of the order of (1/z)% of the dominant term.

Indeed, we have computed the two leading or-
ders in (1/z) for the exact and the approximate ex-
pressions for moments of arbitrary order, M,,
and they coincide. [See Appendix.] Because the
moments M, are dependent on the coefficients
n©®...5%Y [compare Eq. (9. 9)], this in turn
means that any arbitrary n® is determined ex-

actly in the first two leading orders in z™%, i.e.,
in an expansion of the form
=23 2", (9.14)

n=0

the terms nd*’ and n{*’ are given exactly by the
present approximation. Assuming the convergence
of the expansion (9. 9) for all E in the upper half
of the complex energy plane, the reasonableness
of the 1/z expansion given in Eq. (9. 14) is very
much a function of the size of z. For infinite z,
the terms retained in Eq. (9. 14) will continue to
be a very accurate representation of n® even for
large v. However, for finite z, the convergence
of the series (9. 14) becomes extremely doubtful
for v2z. To our knowledge, this point seems not
to have been emphasized in the literature dealing
with 1/z expansions.

The foregoing considerations lead us to expect
our results to be good in the limit z> 1. Indeed,
for this case we can also give a heuristic interpre-
tation for the magnitude of the critical concentra-
tion, i.e., m,=2/z. Let us consider an arbitrary
site g in the lattice which happens to have a mag-
netic atom on it. Then around g there occurs a
nearest-neighbor shell of z atoms with which this
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magnetic atom can interact via the exchange in-
teraction, that is, whenever any of these atoms
happens to be magnetic. Because the system is
substitutionally random, on the average mz of
these z atoms (surrounding the magnetic atom g)
will be magnetic. Here we should remember that
if z is large enough, the statistical fluctuation in
the number of magnetic atoms surrounding g will
be very small compared with mz, i.e., if 2> 1,
then (z)/2<«<z. Now, the highest value of mz for
which the magnetic atoms will not form a three-
dimensional network is equal to 2. To see this,
imagine mz being equal to 2, Then for z -~ « two
and only two of the nearest neighbors of g will be
magnetic. Moreover, since each of these will have
only two nearest neighbors which will be magnetic,
and since one of them is g, with m=2/z the mag-
netic atoms will form linear chains. (Note these
chains will not necessarily be straight.) And be-
cause linear Heisenberg spin chains cannot have
magnetic long-range order, ¥ the system will be
nonmagnetic for m<2/z. On the other hand, when
m>2/z, the magnetic atoms will begin to develop
additional dimensionality. This dimensionality of
the magnetic lattice will, however, not be two but
rather it will be three. As three-dimensional
Heisenberg spin lattices can sustain long-range
magnetic order, we expect that our estimate for
the critical magnetic concentration, being equal to
"2/z, is not unreasonable for z ~ «,

Because of the extremely large statistical fluctua -
tion in the number of magnetic nearest neighbors
when z is as small as about 10, the foregoing argu-
ment cannot be used very convincingly for esti-
mating the critical concentration for cubic lattices.
Indeed, even the statement that the relative magni-
tude of the fluctuations will be proportional to
(2)"*%is no longer meaningful, for z~10 is not a
large number in the statistical sense. It is, how-
ever, reasonable to suspect that for such noninfi-
nite z, the estimate of 2/z for the critical concen-
tration indicates a certain lower bound. This con-
clusion follows from the reasoning that for finite
z, fluctuations in the magnetic occupancy of the
nearest-neighbor shell become large and conse-
quently when m~2/z, submacroscopic spatial re-
gions, with average magnetic occupancy per near-
est-neighbor shell much less or much more than
mz, can exist. Under these circumstances the
long interconnecting network of nearest-neighbor
exchange coupled links necessary for the establish-
ment of the long-range order breaks down even
when m slightly exceeds the value 2/z. Only when
m is sufficiently larger than 2/z would the mag-
netic long-range order occur for finite z. As a
very crude estimate for the amount by which the
figure of 2/z may be an underestimate for m,, the
order of several times (1/z2) seems plausible. For
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the worst case in three dimensions, i.e., z=6,
this means that m, may be expected to be 0. 33
+§g ay, where, as a convenient guess, we may take
1<a<4.

It is interesting next to compare our results for
small impurity concentrations with those given by
Murray, ' Kaneyoshi, !* and Edwards and Jones. 18
These authors agree on the result for the first-
order correction to the spin-wave energy arising
from the presence of a small concentration of non-
magnetic impurities, i.e.,

Jaoy/J= 1=ty (L=m)+0(1 =m)?, 1-m<m .
(9. 15)
For large z the coefficient b, can be readily
evaluated from the expressions given by these
authors, and one finds

bo=1+2/2+0(1/2%) .

This result is clearly reproduced by our theory.

For z=6, these authors have estimated the coef-
ficient b, to be ~1.532. Our theory, on the other
hand, gives b,= 1.5 for the simple-cubic lattice.
This discrepancy is expected because our theory is
justified as a z! expansion scheme. However,
while subject to the z™! criterion, our theory may
be expected to have some validity [unlike the per-
turbation schemes which expand in powers of the
small parameter (1 —m)] even for large impurity
concentrations, i.e., when (1 —m)~m.

In the light of the foregoing analysis, it is rea-
sonable to expect that a procedure which makes use
of a proper nearest-neighbor Kohn neighborhood
would yield even more accurate results than the
severely truncated two-atom neighborhood used in
the present calculations. First, upon examining
the structure of the frequency moments of the mag-
netic single-site density of states p,(w) (see for
example the discussion given in the Appendix), we
can reliably estimate that such a result for p,(w)
will exactly conserve the moments M, to M;.
Moreover, because the neighborhood seems to in-
clude the influence of all the second-neighbor sites
on the central site [see Figs. 1(a) and 1(b), for
example], we might expect that it may well yield
results which are exact to the first three dominant
orders in 1/z. In any event, this more detailed
calculation is now being attempted and will be re-
ported at a future date. %

Before concluding, it should be noted that a sen-
sible application of a mean-field virtual-crystal-
like approximation would have lead us to the result

(9.17)

(9. 16)

J gy —— md forall E ,
mean field
This then would have given a density of states
whose frequency moments would be exact only to
the leading term in the z™! expansion. In this
sense, the present approximation may be looked at
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as being the first-order correction to the mean-
field theory in a z°! hierarchy. Therefore, the
proper nearest-neighbor Kohn-neighborhood theory
may be conjectured to be in the nature of a second-
order correction.

X. SUMMARY AND COMMENTS

We have given a new, and seemingly very useful,
formulation of the small-neighborhood cluster -
averaged T-matrix approximation. The rationale
and the philosophy behind this approximation pro-
cedure is in some ways similar to that expounded
by Butler and Kohn® and others. ® However, the
details as well as the schematization are different.

Using a truncated version of this approximation
procedure, we have discussed the magnetic single-
site dynamics of a randomly dilute Heisenberg
ferromagnet. Our results are, a posteriori, justi-
fied in an inverse z-expansion scheme and as such
should have, for systems with 2> 1, validity for
larger values of the impurity concentration than
the previous dynamical theories which rely on ex-
pansion schemes involving the impurity concentra-
tion as a small parameter. Nonetheless, because
the accuracy of Kohn-like truncation schemes is in
some sense dependent on the existence of a short
intrinsic mean free path, our results for the ex-
change stiffness for extremely long-wavelength
spin waves can be expected not to be totally reli-
able, We emphasize that the region of small fre-
quencies is particularly vulnerable to inaccurate
representation in the present theory—first, be-
cause of the inherent inaccuracy of the Kohn-like
truncation for this region of long mean free paths
and, second, because of the relatively large com-
putational inaccuracy in this region.

In this regard the following comment may be
made. Far from the critical regime, i.e., m~1,
the changes in the real part of the coherent ex-
change, J &) » With the frequency E are not large.
Therefore, in this regime we may sensibly deal
with finite frequencies which have appropriately
short mean free paths and still extrapolate these
results to the E=0 limit with a fair degree of ac-
curacy. On the other hand, as m is decreased to-
ward the critical regime, i.e., m~m,, the damp-
ing at small but nonzero frequencies rises rapidly
and at the same time the rate of change of the real
part of J &) becomes relatively more drastic. The
net result of these competing processes, i.e., the
increase in the damping helping out on the relative
accuracy of the Kohn-like truncation procedure
but the rapid change in J 5, for small E making the
estimating of the Curie temperature more suspect,
is that the small-neighborhood results are more
reliable the farther from the critical concentration
one is.

In order to give a somewhat more concrete de-

scription of the effects described above we have
analyzed our numerical results for the simple-
cubic system and we find that for long wavelengths
the complex “normal-mode” dispersion relation
may be approximately represented by the relation

<_E_(Z’L)) _zm=-2 . Dim)K®
Ex(1) ) gaa 2-2 (m —m,)"
In this expression the parameter D(m) seems to

have a structure which for narrow intervals of con-
centration m can be usefully represented as

D(m)~Dy(1 =m)+0 (1 =m)?.

(10.1)

(10. 2)

Here the parameter D, is also concentration depen-
dent. We feel that Eq. (10. 2) could well be consis-
tent with a power expansion of the form

D(m)=Dy(1-m)+Dy(l =m)?+..., (10. 3)

where Dy, D,, etc., are independent of m.

In Eq. (10. 1), the value of d seems to lie some-
where between 2.0 and 3. 5, with possible inaccu-
racy of £0.75. Similarly, the value of » in Eq.
(10.1) is found to be somewhere near unity. Again
the inaccuracy here may be about 0. 5.

As a crude guess, therefore, let us represent
(10. 1) as follows:

Eg(m)= (”‘—’”12> 275K ?
1-m,

+iCm)(1-m)K*/(m-m,), (10.4)

where C(m) is concentration dependent through
factors of the form (1 — ). Such a normal mode
clearly changes character from a well-defined
mode to a poorly defined phenomenon for wave vec-
tor Kc(m), where

m-m 2 1—m> 5
(=) 2oz~ con) (722) k3, (0.5)

that is, where

Kc(m)~ (m - m=)2/3¢1/3/[c(m) Q —m)]1/3*1/6 .
(10.8)
As we recede from the m =1 limit, the transition
from the well-defined mode to poorly defined mode
occurs for shorter and shorter wave vectors. In-
deed, if we define a characteristic length 7,(m) such
that 7,(m) K (m)~ 1, then

Im)~(m -m) 23 CY3%m) 1 -m)¥. (10.7)

Therefore, when m is not close to unity and the
term (m —m,)"?/® dominates the behavior of the
mean free path, we may expect that a suitable size
of the Kohn neighborhood is going to have to in-
crease by roughly the factor (m —m,)?/® in order
to describe the dynamics of the randomly disor-
dered system reasonably. This leads us to the
most discouraging comment of this paper: For lat-
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tices with coordination z which is not > 1, we need
to consider an infinitely large neighborhood to ade-
quately describe the situation at the critical con-
centration!

Note added in prvoof. A more complete numeri-
cal analysis indicates that » in Eq. (10.1) is close
to zero. Consequently, the exponent of (m —m,) in
Eq. (10.7) is —3.

APPENDIX
In Sec. IX it was mentioned that the first two

terms in the frequency moments of the magnetic

single-site density of states, ordered in terms of
-1

a power expansion in z™, can be calculated. We
shall show below that these terms are
A(v)=(2SJz)™ M,

=m’+v(v-1)@m" -m")/2z+ R (2) .

(A1)
We recall from Eq. (9. 2) that
M,={[(D)" a,(t), a¥()].)m > (A2)
where
D= 4 , (A3)

dt

and where the conditional thermodynamic average
on the right-hand side of (A2) is taken over all con-
figurations subject to the condition that a magnetic
atom is present at the site g, i.e., 0,=1.

Under the Hamiltonian (2. 8), the right-hand side
of Eq. (A2) can be determined by repeated applica-
tion of the commutator,

Da,=282i0;J(gf)(a;—ay), (A4)
f

and finally the use of the commutation rule (2. 4).
The resultant expressions contain a unique term
B(v) involving a spatial correlation function of v
spatial locations, i.e.,

B(V)':(ZS)VZI;"'Z J(gl)"'J(gV)<01"'Uu>m °

(A5)
In this term none of the v sites, labeled 1 to v,
can coincide with the site g. Because of the as-
sumed randomness of the site locations of the mag-
netic lattice (except for the site g), the spatial cor-
relation contributes a factor " if all the v loca-
tions 1, ..., v are different. However, because
(ai)zz 0;, we must subtract from this the situations
where two or more of the sites are coincident. If
we think in terms of a series expansion in inverse
powers of z, then clearly the magnitude of the con-
tribution of the terms involving coincidence of two
or more sites to B(v) will be at least an order z™!
smaller. If we are interested only in retaining the
first two dominant powers of z, then B(v) of Eq.
(A5) is
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J o, mvlv-1)
B(v)=(2SJz) [m T
+m’t ———V(VZ; 1) + 0 (;—2):‘ . (A8)

Here the first term arises as a result of the com-
pletely unrestricted sum over sites 1,..., v, while
the second term subtracts from the first the con-
tribution arising from the coincident pairs that can
be formed out of the v sites. [Note that because in
this term the sum is taken over only (v - 1) free
indices it is of order z™! of the first term. More-
over, note that we do not subtract the contribution
that is given by the equality of three or more of the
v sites because these terms are formally of lower
order in z™! ]

The third term on the right-hand side describes
the situation that obtains when any two of the v
sites are coincident. Here, of course, we are add-
ing a contribution "~ because to the lowest or-
der in z7! the (v - 1)-site correlation gives m"™.
All remaining terms on the right-hand side of (A6)
are thus seen to be of order (1/z2) of the first
term.

Next we consider the remaining 2” - 1 terms.
First we notice that due to the occurrence of the
spatial Kronecker § function arising from the
commutators in Eq. (A2), these terms contain only
(v — 1)-site spatial correlations. (This is because
0,=1.) Second, we see that of these 2" -1 terms,
2""! are negative and 2! - 1 are positive. All the
negative terms contain closed polygons in a sche-
matic representation where J(f, f») is represented
by a line connecting the neighboring sites £, and f,.
[For example, the lowest-order closed polygon is
a triangle caused by the presence of a factor of the
form J(fy fa) J (f2 f3) I (f5 f1), etc.] Because all
terms containing closed polygons (note that these
polygons may have any number of open branches),
are at least an order (1/z) lower than those which
do not contain closed figures, to the order main-
tained in Eq. (A6) we can ignore these terms.

[Note that the leading order in all such 2” - 1 terms
can at most be of order (z)"! because there are
then only (v - 1) free spatial sums involved.] Out
of the 2” - 1 positive terms only 3[v(v - 1)] terms
do not contain polygons (this being the number
equal to the number of times only two of the v sites
coincide.) Therefore, their contribution in the
leading order in 1/z is

v=1
-1
cl)- (25Jz)"<ﬂz— -1 ,o aer) . (@
Adding B(v) and C(v) and multiplying both sides
(28Jz)™, we get the stated result given in Eq. (Al).
The remainder R®™ (z), in Eq. (Al), is clearly
a complicated function of v and z. Although, in an
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order by order expansion in z'l, it must only con-

tain terms proportional to 2™ with n > 2, we cannot
in general claim that for all v and z, R®”'(z) is
small compared with the terms retained. Indeed,
for finite z and infinite v, the remainder will con-
tain an infinite number of terms in each order of
2z™" and therefore the cumulative effect of these
‘terms could well vitiate the meaningfulness of z-*
expansion. For the opposite case, i.e., finite v
and infinite 2, the situation is, however, simple.
Here R (z) must clearly be vanishingly small
compared with the terms retained.

Let us next evaluate the equivalent leading terms
in M, through the use of the approximate density of
states p,(w) that the present approximation, using
a two- (neighboring-) site Kohn neighborhood,
gives. To this end we combine Eqgs. (9.6)~-(9.11)
and write

of2-2\ z2-2 N (28J2)"

n' )< z ) T2 ",El n K

+(n(°)+i (—Z-%I;Z—)i T)”’) ( 1+§ (28Jz)? ég—)—)

i=1

_zm s (282) () g
—z+jz=i EJ (])' ( )

Comparing coefficients of E™ on both sides of this
equation we get 7’ =m and

n-1
_zz_n(n)+mA(n) +‘Z=2 "D AG)=Am), n+0. (A9)

Because to the leading order in z%, A(n)~(m)",
according to Eq. (9. 14) we have

M =0, n#0
(A10)

m_ _2 (n
=== (m
m z (

Next, combining Eqgs. (9. 8) and (9. 10), noting that

F(n)=1+m2;;ﬁ+0(-z{>a, (A11)

comparing coefficients of (z/E)” and z-Y(z/E)”, and
using Eq. (A10) we get the desired result for A(v).
This result is identical to that given in (Al) to the
leading two orders in z*t. From our analysis of
the fifth moment M, we expect that the remainder
R™(z) given by the present approximation will not
be identical to the exact one and as such we do not
attempt to evaluate it here.
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