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The orthogonalized-plane-wave-pseudopotential formalism for an independent-particle model
is used in a first-order-perturbation-theory calculation of the interband contribution to the op-
tical conductivity in Na and K. Particular attention is given to the modifications to the transi-
tion matrix element that arise owing to the presence of the core. The core manifests itself in
two ways: as a direct "core contribution" and as a condition on the pseudopotential to ensure
orthogonality of the wave functions between which the interband transitions occur. These ef-
fects were found to be important. It is shown that the theory can be summarized by a modified
Wilson-Butcher formula utilizing an "effective optical pseudopotential" which incorporates the
core effects and depends on the pseudopotential coefficient (110). The theoretical results are
sensitive to the magnitude and sign of this coefficient and if one uses a magnitude consistent
with Fermi-surface data, the optical data enable one to determine the sign. For Na, Lee' s
value of +0.25 eV for the coefficient resulted in a good fit to the optical data. In the case of
K where the pseudopotential coefficient has not been well established from Fermi-surface mea-
surements the present theory used in conjunction with the optical data indicates a value of ap-
proximately —0. 16 eV. The results show that the interband optical conductivity can be under-
stood in terms of an independent-particle model which incorporates the Fermi-surface data
without introducing large many-body corrections.

I. INTRODUCTION

In the past decade the optical properties of the
alkali metals have been the object of considerable
experimental and theoretical interest. In spite of
this effort, because of experimental difficulties
and a divergence of views among theorists, a con-
sistent satisfactory description of the situation has
not emerged. It was in the hope of clarifying the
aspect relating to the theory of the interband con-
tribution to the optical absorption that the present
work was undertaken.

The recent measurements of the optical con-
stants of the alkali metals by Smith' have clarified
the experimental situation significantly and rees-
tablished the traditional view of the frequency de-
pendence of the optical conductivity. These mea-
surements do not show any unexpected peaks below
the interband threshold as observed by Mayer and
co-workers. Also, Smith's measurements cover
a wide enough photon-energy range (0.5-4. 0 eV)
so that the interband contribution to the optical
conductivity can be separated from the Drude-free-
electron (i. e. , intraband) contribution. Powells
has performed a detailed statistical analysis on
Smith's data and has found that the interband con-
tribution to the optical conductivity can be fit well
with a Wilson -Butcher' formula as long as the
pseudopotential coefficient (110) is treated as a
parameter. In particular, Powell found that for
Na the magnitude of the pseudopotential coefficient
required to fit Smith's optical data is considerably
larger than the corresponding pseudopotential coef-

ficient determined from the Fermi-surface data by
I ee.s In the case of K the situation is not clear
cut in that the magnitude of the pseudopotential co-
efficient required to fit Smith's optical data is
within the range of values suggested by various
investigators's~ 'o analyses of Fermi-surface data.
and band-structure calculations.

More recently, Palmer and Schnatterly ' have
measured the optical constants of Na and K over
the energy range 1.8-4.4 eV. Their results for
K are rather similar to those of Smith; however,
their results for Na are significantly different from
Smith's. Palmer' has suggested that the dis-
crepancy in Na may be due to the rougher surfaces
used in the Palmer-Schnatterly' experiments.
Yamaguchi and Hanyu 3 have measured the optical
constants of K in the range 2.07-6.20 eV and ob-
tained results similar to those of Smith. Since
the present work will be concerned with the inter-
band conductivity, the necessity of accurately
separating it from the total conductivity will limit
detailed comparison between theory and experi-
ment to the results of Smith' as analyzed by
Powell. 3

Most calculations of the interband conductivity
in metals and semiconductors' have used an inde-
pendent- or noninter acting-quasiparticle model
(I@PM): "independent" to denote that the basic
formula used to calculate the interband conductiv-
ity is one for a noninteracting system of electrons;
"quasiparticle" to signify that the band structure
and the single-particle wave functions used to cal-
culate the transition matrix element are deter-
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mined with the use of empirical information (e.g. ,
pseudopotential coefficients) which automatically
includes some effects of the electron-electron
interaction. In fact, one of the restrictions that
we impose on the IQPM is that the pseudopotentials
used to generate the pseudo-wave-functions must
be consistent with the Fermi-surface data. Since
Na and K are very good approximations to a nearly
free-electron metal, they are ideal to test the va-
lidity of the IQPM and to examine our over-all un-
derstanding of the theory of the interband contri-
butions to the dielectric functions in metals. In
particular their band structures are well known
within a few electron volts of the Fermi surface
and there is much evidence ' that their wave func-
tions can be accurately expanded in terms of a
small number of orthogonalized plane waves
(OPW's). Thus any discrepancy between calculated
and experimental values in Na and K reduces to the
following theoretical questions: (i) what is the im-
portance of the electron-electron interaction in
modifying the basic expression for the interband
conductivity in the IQPM; and (ii) what are the
modifications of the transition matrix element in
the IQPM that arise from the presence of the
core, e.g., the use of true wave functions vs pseudo-
wave-functions. Estimates of (i) have suggested
corrections of less than 15%%u~ to as high as 50/0. '
The present work will be concerned with (ii). The
ability of the IQPM to reproduce the experimental
results will allow some conclusions to be drawn
about (i).

With regard to the validity of the IQPM, a recent
reexamination of the experimental situation and new
calculations of the interband conductivity have
resolved a long standing discrepancy between the-
ory and experiment in aluminium ie, is-2o It was
found that the IQPM describes the experiments
well when used in conjunction with pseudopotential
coefficients determined from Fermi-surface data.
Beeferman and Ehrenreich' claim that modifica-
tions of the transition matrix elements due to the
presence of the core (i.e. , use of true wave func-
tions instead of pseudo-wave-functions) produced
negligible effects. This was not found to be the
case in the present work on Na and K.

There have been a number of calculations of the
interband conductivity in Na and K using the OPW-
pseudopotential formalism. 2'~' A careful exam-
ination of these works reveals that they are in er-
ror or inadequate. Appelbaum's calculation ' for
Na gives results for the interband conductivity that
are approximately a factor 3 smaller than the ex-
perimental results. 's It is not clear if this is due
to his use of nonorthogonal wave functions to cal-
culate the transition matrix element or to his
choice of values for the pseudopotential coefficient
(200) that now appears to be much too large, in the

light of the more recent work of Lee. Appelbaum's
work tends to leave one with the impression that
effects due to the presence of the core are unim-
portant. Our investigation shows that this is not

the case. Cutler and co-workers ' ' do not use the
pseudopotential according to its proper definition,
this the numerical values obtained for the interband
optical conductivity in their work are questionable.
Unfortunately, the work of Animalu and Harri-
son, 22 23 which has received wide attention, omits
an important core contribution and contains an er-
ror in mathematical analysis. As a result,
Animalu's ~ values of the interband conductivity are
unreliable and the Animalu-Harrison22 definition
of the optical pseudopotential is misleading. It
will be shown in the present work that the interband
conductivity can be expressed in terms of an "ef-
fective optical pseudopotential" which depends on
the pseudopotential coefficient (110)and various
terms arising from the presence of the core
which in some respects is similar to their optical
pseudopotential. This effective optical pseudo-
potential can be used to produce a modified Wilson-
Butcher formula that gives excellent agreement
between experiment and theory for Na and K. A

useful feature of this new formula is its sensi-
tivity to the sign of the pseudopotential coefficient
(110). Thus, when there is an ambiguity in the
sign of this pseudopotential coefficient as deter-
mined from Fermi-surface data, it is possible to
resolve this ambiguity by use of the interband con-
ductivity.

Section II contains a general outline of the theory
with emphasis on the effects due to the presence of
the core. Numerical results for the various terms
entering the general expression for the interband
conductivity are given in Sec. III with a discussion
of the distortion that can be produced when attempt-
ing to include the nonlocality of the pseudopotential.
The modified Wilson-Butcher formula is discussed
in Sec. IV.

II. THEORY

In the independent-particle approximation, the
real part of the frequency-dependent optical con-
ductivity for solids with cubic symmetry may be
written as

x 5 (Eg, —Ef —8'(u), (1)

where & is the frequency of the incident radiation;
0 is the volume of the system; and nf, is the Fermi
distribution function for electrons with single-
particle wave functions y„- and energies E-„, where
k labels the state in the extended-zone scheme.
The wave functions satisfy the single-particle
equation



CALCULATION OF THE INTERBAND OPTICAL. . . 2121

HI x~&=(1"+ l')I x~&=Er, l xf & (2)

where V is an effective single-particle potential,
periodic in the lattice, for a conduction electron.

To the order in perturbation theory thai will be
included, E; = con st+ &„-, where &f = I k /2m. For
a solid, the matrix element (X(;, lp I X(;& vanishes
unless k'=k+6, where G is a reciprocal-lattice
vector. Combining this condition with the con-
servation of energy, as expressed by the g func-
tion in Eq. (1), i.e. , &~, —&-„=K&d, for the energy
range S~ &4 eV, the G's are restricted to be of the
(2v/a~)(1, 1, 0) type with k (&k~) in the neighbor-
hood of k~. For the alkali metals and a G of this
type, G/k~ = 2. 28 so that nf. = 0. It can be easily
seen that k' and G are nearly parallel and approxi-
mately antiparallel to k. The magnitude of k',
because of energy conservation, lies in the range
1.Sk~ k'~ 1.Vk~. Taking the above into account
and converting the sum over k into an integral
over k in Eq. (1) yields

2 2.( ) =,"a'„(„)s~
I

dkl &x;.6lplx.-&l'
R& up

x 6(e&„6—e), —h(()), (la)

where the sum on G is restricted to the 12 recipro-
cal-lattice vectors of the (1, 1, 0) type.

We wish to evaluate the matrix element in Eq.
(1) by the OPW-pseudopotential perturbation theory.
Following the usual procedure" we express I x„-)
in terms of a pseudo-wave-function l(t)g):

Ix.-&=&;(1-P)le;&, (8)

where P is the core-state projection operator and

A~ is a normalization constant. We will assume
the core-state wave functions of a given ion do not
overlap neighboring ions so that P =P. To first
order in the pseudopotential W„-, the pseudo-wave-
function is given by

W„- is removed. As will be seen below, the optical
conductivity can be expressed in terms of a matrix
element of W„- whose magnitude is determined from
an analysis of the Fermi-surface data.

The matrix element of p in Eq. (1) can be ex-
pressed to first order in P and W„- by use of Eqs.
(3) and (4). The result for k'=k+Gvk is

a„=(1—(kl PIf)) "'. (sb)

The validity of this first-order expansion is depen-
dent on the matrix elements (k+G I W(;I k & for
reciprocal-lattice vectors G & (2v/a~)(2, 0, 0) not
being appreciably greater than the matrix ele-
ments for the G= (2v/a~)(1, 1, 0) type Ac.cording
to Lee's results this is certainly true for Na. ~ The
situation for K is not clear cut. However, the
analysis of Dresselhaus ef; aE. suggests that the
criterion is reasonably satisfied.

The terms in the square brackets of Eq. (6a) are
referred to as the "core contributions" ' since
they arise solely from the projection operator in

Eq. (3). The remainihg term of Eq. (sa) requires
special consideration because of the possible com-
plexity of Wg as defined in Eq. (5).

When calculating a matrix element for a transi-
tion probability it is essential that the states x„-

and yg, be orthogonal to the order in P and W„- in-
cluded. From Eqs. (3) and (4) we see that, to
first order in P and Wf„

&xf I xf &= ~~ ~f I6~~
—&k'I Plk &

-r~r~ ~&&~ I~~I~&-&~ Ipn~~l~&)) .

(sa)
where, to this order,

iy„-&= ik&+2' if+G')
&P &R+ 5'

where the primed summation indicates that G' = 0
is omitted.

As emphasized by Austin, Heine, and Sham, 2S

there is a great deal of arbitrariness in the form
of the pseudopotential when considering exact
solutions of the pseudoequation. Specifically, the
most general form is

(4)

W„-= V+PX„-,

where X„- is an arbitrary operator which may be
R dependent. We Sill not be primarily concerned
with a calculation of the yseudoyotential from first
principles. However, we will show that when

considering approximate solutions of the pseudo-
Schrodinger-equation some of the arbitrariness in

( )
(k'I')Fg —))'g Ik)) (~)

&f7'

Thus to ensure orthogonality, W& must be chosen
so that the second and third terms of Eq. (7) can-
cel. That is, from Eq. (5), for E'wk, we see that

&k'I w.-- w'; I&&= &k'l».--~; Plk&

=(~&- ~-„.) &O'I Plf & . (s)

Therefore, at this point in the calculation we see
that W„- and W„-, may not be chosen to be weak local
potentials. On the other hand, the commonly used
Phillips-Kleinman, Cohen-Heine, and Austin
forms of pseudopotentials do in fact satisfy Eq. (8).
Using this condition, Eq. (6a) becomes
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(9)

where we have grouped the terms in the square
brackets according to their sources. Although one
could simplify the expression we prefer to retain
the displayed form to facilitate its interpretation
and comparison with previous work. 3'~3 We have
written the result in terms of (k'

I W~ Ik) instead
of (k'

I Wf, Ik) since the former is the quantity which
enters in an analysis of the Fermi-surface data.
Although the above was derived by using pseudopo-
tentia1. theory, the identical result obtains from
solving the Schrodinger equation by perturbation
theory using OPW functions as the basis func-
tions.

The first square brackets in Eq. (9) give the mo-
mentum matrix element as calculated with the
pseudo-wave-functions by perturbation theory
taking into consideration Eq. (8). The second
square brackets give the (core) contribution to the
momentum matrix element from the projection
operator (1 —P) acting on the zeroth-order parts
of the pseudo-wave-functions. We may contrast
this result with the classic theory of Wilson and
Butcher' where the true wave function is expanded
in terms of plane waves by use of perturbation
theory. In their work only the term corresponding
to (k'I W-„Ik)/(a-„—q„-. ) would appear in Eq. (9),
since the potential in their theory is Hermitian
and k independent.

The expression given by Eq. (9) for the momen-
tum matrix element has previously been obtained
by Animalu and Harrison. However, they in-
correctly argue that the term (k'I PpPik) can be
neglected. We will demonstrate that this cannot
be done for Na and K. The omission of this term
plus an algebraic error results in an expression
for o (&u) involving their "optical pseudopotential. "
Due to the more complicated structure of this term
there has been some disagreement among various
authors' ' ' 3' about its magnitude. Appelbaum, '
for the case of Na, found it to be nearly the same
magnitude as the third term in Eq. (9). More re-
cently Beeferman and Ehrenreich'6 have stated
that there is an error of a factor of —.'- in Appel-
baum's Eq. (10). Because of this disagreement
we have made a thorough examination of this term.
We find Appelbaum's formula to be correct (see
Appendix) and the magnitudes of the terms
(k' I PpPI k ) and k(k'+k) (k'I Pl k ) to be approxi-
mately the same. Appelbaum found in his calcula-
tion for Na that these terms essentially cancel each
other. However, we find the degree of cancella-
tion is sensitive to the choice of the core wave
functions and the material considered. Thus, we
retain the entire "core contribution" in Eq. (9) for

our calculations.
It is important to note that even when there is

nearly complete cancellation between the terms of
the core contribution, the term kk(k'I Plk) in the
first square brackets of Eq. (9) remains. Recall
that in the pseudopotential theory this term arises
from the orthogonality requirement on the true
wave functions [Eqs. (7) and (8)]. Its magnitude in
Na and K is of the same order as the other term in
the first square brackets of Eq. (9). Therefore it
must be included. We will see in Sec. III that this
term makes a significant contribution to cr(~). For
example, in Na it can produce an increase of 0(~)
by - 50/p.

The relationship of the present work to that of
Appelbaum and Cutler and co-workers can only
be made on a qualitative basis, since they give the
numerical results for v(+) without intermediate
results for the momentum matrix element. Appel-
baum obtained the momentum matrix elements
from numerical solutions of the pseudo-wave-equa-
tion in a restricted subspace, using a local ap-
proximation for the pseudopotential. As he points
out such a procedure does not, in general, yield
true wave functions which are orthogonal. His
viewpoint is that the degree of nonorthogonality was
sufficiently small so that the momentum matrix
element could be calculated adequately. This is
not borne out by the present work; however, it
should be emphasized that Appelbaum solved a
rather different model. He included the (200)
pseudopotential coefficients with values, in the
light of the work of Lee, which were much too
large. Miskovsky and Cutler have attempted to
investigate the effect of imposing an orthogonality
condition on the true wave functions. They find
o (+) for Na to be larger than Appelbaum's by a
factor of 2. However, their results are question-
able because they have taken the effective single-
particle potential V in Eqs. (2) and (5) to be the
small pseudopotential instead of the W-„of Eq. (5),
which is inconsistent since they have used it in an
equation for the true wave function instead of the
equation for the pseudo-wave-function.

We now turn our attention to expressing o(&o),

Eq. (la), in terms of Eq. (9). Writing (see Appen-
dix)

(k'i PpPIk) = k(k'+k)S(k', k)+h(k' -k)B(k', k)

(1o)
and noting that k' =k+6, Eq. (9) becomes

(x-.al Ix.-)=&' A-
g+G
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+&k &k+GI Plk ),I+(«B(l&~+GI, Ikl )

+@(G+2k& [s(1k+GI, lk
I

&- &k+GIPlk &]]

(11)
The relative importance of the various terms in
Eq. (11) can readily be seen by expressing R in
terms of its components parallel and perpendicular
to G (k =k„+k,), and simultaneously noting that the

component of k parallel to G is fixed for a definite
I

I+ by the 6 function in Eq. (la), that is,

k ~ G/G = —,'(I'(f)/q6 —1),
and thus

(12a)

k= ~(8'&f)/(. 6 —1)G+k» (12b)

G+2k = (k(u/~6) G+2k, , (12c)

k, =k —(k G) /G =k ——,'(k+/q6 —1) G~ . (12d)

Using Eqs. (12a)-(12c) in Eq. (11)yields

(}('f.6 I p I }('f ) = —(A),.6A)-, /I~) I«[|)vo + 2(1 -@~/e6)t&oP~ —
@&GAB~- (k~/e6)h&u(s~ —Po )] kk-, [k&u(2' —Po)]],

(13)

where the matrix elements in Eq. (11)have been
evaluated in accordance with the g function in Eq.
(la) and abbreviated by 'W~, P~, SG, and B~, and
their k and w dependence is suppressed for con-
venience. They are to be regarded as functions of
4 for each value of ~, in particular,

~g (k; (1) ):—(k +6
I

w-„
I
k ), (14a)

P.(k; ~)-=&k+GIPIk&, (14b)

s, (k;~) ==s(lk+GI, Ikl &, (14c)

B,(k; ~) -=B(lk+Gl, Ikl ), (14d)

with

It+ 6l = k(1 + A(d/gg)

and

(14e)

dk —(Af, oA)-, ) M (k; (f)), (15)

where

k„= —,'G (1 —Iv/e6) & kz,

M (k; (f))=M „(k; (1))+M~(k; (o) f

M„(k; ~) =W~ +-,'(1+8&v/en)PE~P~

(16a)

(16b)

—k(u[B~ + (k(o/g6)SG], (16c)

M,(k; ~}=if~(2S, —P, )[(k' —k', )/G']"' . (16d)

This result for o(&u) differs from Animalu's Eq.

1/2
f os (k, 4+ 6) =

(1
— 1 +— . (141)

Their range of variation for each w are shown in
Figs. 1-4. It is worth noting that for h~ in the
range threshold to 4 eV, h&u/q6 ranges in value
from -0.12-0.25 in Na and -0.12-0.40 in K, Sub-
stituting Eq. (13) into Eq. (la) and noting the sym-
metry of the integrand, each 6 vector gives an
identical contribution. Therefore we replace the
sum on G by a factor of 12 and perform the angular
integrations to obtain

r
(2.9) (first paper of Ref. 23), in three respects:
(i) Equation (15) retains the normalization factors
A, from Eq. (6b); (ii) the contribution from the
(k'I PpP|k) term as indicated by So and Bo has
been included; (iii) we have corrected a mathe-
matical error in Animalu's analysis. In particular
he argues incorrectly that part of the integrand in

his Eq. (2. 8) cancels due to the symmetry of the

6 vectors, although he does retain this term when

deriving Eq. (2. 10) for a liquid metal.
A feature of Eq. (15) is its possibility of deter-

mining the sign of ~~ when its magnitude is known

from Fermi-surface data. The magnitude of this
quantity, at least in the case of Na, is claimed to
be well determined; however, its sign is ambigu-
ous. The remaining quantities in the expression
are well defined after some choice for core wave

functions is made. Therefore the effect on o(&u) of
constructive or destructive interference between
the terms in M„(k, ar) of Eq. (16c) may enable one

to deduce the appropriate sign for '%pa, as well as
providing one with an estimate of its magnitude.

The relationship of the expression for o(~) given
in Eqs. (15) and (16) to the Wilson-Butcher"
formula for cr(&u) deserves special attention be-
cause of the success the latter has had in fitting
the experimental results in the interband region. s

To obtain the w dependence given by the Wilson-
Butcher formula requires (A„-, 6A„-& M (k, co) to be
essentially constant. We first note that over the

w range of interest (A„-, dA„-) is, in fact, nearly
constant taking on the values 1.17 and 1.36 for Na

and K, respectively. The fact that the components

M, and M, of M depend on 4 and ~, both explicitly
and implicitly through P~, S~, and B~ [see Eqs.
(16b)-(16d)], does not preclude M(k; &g) remaining
relatively constant. We will see in Sec. III that
this does in fact occur for both Na and K so that

Eq. (15) is consistent with the Wilson-Butcher de-
pendence of cr on ~ observed. However, it must

be stressed that (A„-,6Af)M is not equal to the
pseudopotential determined from Fermi-surface
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0.06- Na

0.05-

0.04-
F(k, ~)

km

PGIk, cuI -. km

'k,

0.03-

0.02-
k,

k

O.OI-

data. On the basis of the k dependence obtained
from the numerical evaluation of ~~, P~, S~,
and B~ in Sec. III a modified Wilson-Butcher for-
mula for a(&u) will be derived in Sec. IV.

III; NUMERICAL RESULTS AND DISCUSSION

FIG. 1. Functions F(k, ), P(k, ), and Pq(k, (d) for
Na. The curves labeled kp and k locate the extremes of
the range of the function for fixed I.

We have calculated D(k; &o) and F(k; &o) using a
variety of core-state wave functions and have found

the results to be insensitive to the choice. In gen-
eral, for fixed co, D(k; x) and F(k; ~) vary mono-

tonically as k ranges from k„[see Eq. (16a)] to
Plots of D(k; +) and F(k; ~) for k =k and k= kz

are given in Figs. 1 and 2 and compared with

Pc,, (k; ur), the quantity which enters the Animalu-
Harrison theory. The Roothan-Hartree-Fock wave
functions~9 for the neutral atoms were used for the
core states. From the figures it is clear that

D(k, +) and F(k, ~) have a small fluctuation about

their mean value for each &. The magnitude of
D(k, ~) indicates the potential for it to interfere
with m~(k, (u) in M„(k, (o) =mG(k, (o)+8(oD(k, (u).
This should be compared with the optical pseudo-
potential of Animalu and Harrison, a ' i.e. ,
%G(k, ~)+h&uP~(k, ~). Since D(k, &u) is consider-
ably smaller than P~(k, ~), the degree for potential
interference is reduced; however, it remains very
important in interpreting the optical measure-
ments. The difference in the theories has two

sources: (a) They neglected the term which gives
rise to Bo and S~ in Eq. (1'7a); and (b) there is the

analytic error mentioned in Sec. II below Eq.
(16d). Inparticular in Na, So=Pal and IBG[~spPG
so that D =—,'PG and I" =PG. That is, the core con-
tribution [see Eqs. (6a) and (9)] is essentially zero
for Na. On the other hand in K, S~ =1.5 P~ and

)Bg I =y& P~ so that D& 2P~ and E =2P~, making

M, relatively more important than in Na. There-

The objective of this section is to obtain an un-
derstanding of the magnitude and the ~ dependence
of o produced by Eqs. (15) and (16) with particular
emphasis on the sensitivity of the final result to
the choice of form (i.e. , k dependence) and nu-
merical value of the pseudopotential factor
'Vv~(k; &u). Since all the quantities in the integrand
of Eq. (15) are well behaved, the integration over
k (numerical or otherwise) for a fixed & is trivial
given M (k, &u). (As noted previously, A.;,~-„is
essentially constant over the range of 4 and & under
consideration. ) Thus the problem is to investigate
the 4 dependence of ~~, P~, S~, and B~ due to
their dependence on the core wave function and en-
ergies. Given a set of core wave functions, P~,
S~, and B~ are straightforward to evaluate (see
Appendix). On the other hand, ~~, the most im-
portant quantity, is rather delicate and, as will be
seen later, requires special attention. From Eqs.
(16c) and (16d) we see that the relevant quantities
to evaluate are

0.150-

0.125-

O. IOO-

0.075-

0.050-

0.025-

0
0

D(k,a)

4
a~(eV)

—[BG(k; (u) + (I(u/~G)SG(k; ~)] (1Va)

(IVb)

FIG, 2. Functions E(k, &), D(k, ), and &G(k, ) «r K.
The curves labeled k~ and k~ locate the extremes of the
range of the function for fixed I.
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fore, the core contributions are more important
in K than in Na.

The quantity wG is extremely difficult to calcu-
late from first principles. Some appreciation for
the problem can be gained by noting that the Fou-
rier coefficient of the single-particle potential Vg
is ——3 eV, while the corresponding pseudopoten-
tial" is -2~0 I Vgl. Because of this, our viewpoint
is to obtain wG as far as possible from analyses
of Fermi-surface data such as given by de Haas-
van Alphen experiments. Since the pseudopoten-
tial that is obtained from fits of the Fermi surface
incorporates a number of many-body effects there
remains the question of whether these many-body
effects30 enter the optical absorption in precisely
the same way. Hopfields' showed that one major
difference was to screen the bare weak potential
with the dielectric function I q(G, &u) I instead of
q(G, 0). In the random-phase approximation, to
which the theory of Sec. II is equivalent, the dif-
ference between I q(G, &u) I and q(G, 0) is negligible
and since we are not considering higher-order
electron-electron corrections to o(~) we assume
that the pseudopotential including many-body cor-
rections that enters the optical absorption is the
same as determined from Fermi-surface studies.

For Na, Lee found that the Fermi-surface data

0.35

Na

0.30—
s.E(k,)

0,25- M-V(k, )

sE(I )

0.20- Har. (k )

O.I5- Har. (kf)

0.10

I 4

FIG. 3. gV~(k, u) as defined in Eqs. (14a) and (18) for
Na, with V equal to the semiempirical (S-E) or Hartree
(Har. ) potential and C adjusted so that (kz+GIW& ikz)s
= 0. 25 eV. In the curves labeled M-V, both V&&0 and C
were adjusted so that the backscattering matrix element
takes on the required value at 1~0 and the variation of
~G(kg, &) vs & is minimized.

-0, IO

-O.I5-

-0.20-

I(
s-E(l )f

M-V(k f)

s-E(k 3

M-Vtkm)

-0,25—

-0,30-

Ql

-0.35—
3

0 -0.40-

-0.45—

-0,50—

-0.55-

-0.60

FIG. 4. 'Ng(k, ~) as defined in Eqs. (14a) and (18) for
K. The same comments given for Fig. 3 hold here ex-
eePt that (k~+6 I iVtz ik~)s = —0. 16 ev.

could be fit with a local pseudopotential although
the data could not distinguish between the values

m»a = (+0.25 + 0.01) eV and 'vv»s = (- 0.21 + 0.01)
eV. However, for K the situation is less clear.
Lee and Falicov found that a local pseudopotential
was inadequate to account in detail for the mea-
sured Fermi surface and resorted to a nonlocal
pseudopotential with at least 87 plane waves
required in the pseudo-wave-function. Their re-
sult for ~»o is (0.05+0.05) eV. More recently,
Dresselhaus et gl. '0 have fit the measured Fermi
surface using only 19 plane waves in the pseudo-
wave-function and a k dependent pseudopotential.
For our purposes it is sufficient to note that their
value for m»s is 0. 196 eV for k~ in the (1, 1, 0)
direction, and for k's of interest in Eq. (15)~»e
deviates by at most —15k from this value. On

the other hand, there is evidence for negative val-
ues of &»0 of this magnitude. 3 Thus for K we
can only conclude that l~»ol 0. 20 eV and attempt
to obtain additional information on W, ~O from the
optical data.

On the basis of the Fermi-surface analyses it is
logical to assume that 'wo(k; +) is a constant and to
proceed to the calculation of o(~) by Etl. (15).
However, a theoretical justification is required for
the very weak k dependence we are advocating, be-
cause of the fact that 8'-„should satisfy the nonlo-
cality condition given in Etl. (6) which produces a
k dependence in ~o(k; &o) and because of previous
calculations which have included strong jg and w
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dependence in ~G(k; +). There are a number of
choices possible for W-„which satisfy Eq. (8).
Since the final physical result should not depend
on the particular choice made for W„-, we shall
follow Animalu 3 and take, in accordance with
Eq. (8),

where C may be regarded as a constant adjustable
parameter and II is the Hamiltonian of Eq. (2).
Animalu 3 took V to be the Hartree potential due to
the cores and assumed that the Herman-Skillman
atomic wave functions and energies produced an ad-
equate representation of the operators P and PH.
He then adjusted C so that the backward-scattering
matrix element (k~+6 I Wf~ I'kF ) with k„ in the
[IIO] direction takes on a prescribed value.
(Henceforth this particular matrix element will be
denoted by (k~+GI Wf Ik~)~. ) This completes
Animalu's definition of W„- and the corresponding
'W'~(k,' u) can be calculated from Eq. (14a) for the
k values required in Eq. (15) for each value of w.
It is worthwhile to point out that the general theo-
rem of Austin, Heine, and Sham 6 on the arbitrari-
ness of pseudopotentials [see Eq. (5)] is no guaran-
tee that Animalu's prescription will produce a lr

dependence for the matrix element (k+6! W~ lk)
by fitting it for a specific k =k~ without accurate
estimates of V»p and I'H. A more meaningful ap-
proach is to regard both V»p and C as adjustable
parameters and that their values be balanced so
that the k dependence of (k+6 l Wk Ik) be similar
to that indicated by the Fermi-surface data.

Our viewpoint that V»p and C should be taken
as adjustable parameters is based on the fact that
the single-particle potential V(r) is not known to
sufficient accuracy to obtain V»p to better than 5
to 10% even for Na and K where particularily good
potentials are available. This can be seen from
Table I where we tabulate V»p for the Hartree po-
tentials and the semiemyirical potentials33 3~ The
semiemyirical potentials are one-electron local
potentials determined by fitting atomic spectro-
scopic data. In a sense they include exchange and
correlation effects between the valence electron
and the core. Therefore they may be regarded as
the "best" local one-electron potentials available
for the problem at hand. Prom Table I we see
that the difference between the Hartree and semi-
empirical V»p s are -1 eV which is of order five
times ~»p! Thus to regard V»p as fixed, espe-
cially at the Hartree value, when attempting to ob-
tain (k+Gl W„-Ik) by prescribing it for a specific
k =k~ is not justified.

To illustrate the effect of allowing V»p to vary
we have calculated ~G(k; ~) for two sets of values
for V», and C. In the example labeled "Har. ,

"
the Animalu prescription of only adjusting C was

TPJ3LE I. Pseudopotential parameters.

Qg

Cy

IQ7~0
(kp. +6 IWIF Ik~)p
V„, {Bar.)
C {Har. )
V«, {semiempirica~)
C {semiempirical)
v&&0 {M-v)
C {M-V)

4. 295 ~
3.14 eV
2. 00 eV
0. 25 eV

-2. 31 eV
-48.37 eV
—3.15 BV

2. 20 eV
-3.81 eV
—9. 71 eV

5. 229 ~
2. 04 ev
1.30 eV

—0. 16 eV
—2. 76 eV

-49.46 eV
—3. 73 eV
-3.80 eV
-4.56 eV

—10.74 eV

followed. In the second example, referred to as
M-V, both V»p and Cwere adjusted so that
(k~+6 I W; Ik„)~ takes on a prescribed value and
the variation of (k~ +6 I W„- Ik~) as a function of the
orientation of k~ is minimized. The latter condi-
tion is equivalent to minimizing the variation of
wG(k~; &u) as a function of ~. In both Har. and
M-V, Clementi's neutral-atom results were used
for the core-state wave functions and energies in
constructing I' andP H. The results for wo(k; u&),

4=4~ and 4, are shown in Figs. 3 and 4 and the
values of the parameters V»p and C are given in
Table I. It was found that wo(k m) varies mono-
tonically with P for fixed &. For Na, Lee's value
of 0. 25 eV for the back-scattering matrix element
was used. The value —0. 16 eV used for K was de-
duced from fitting the optical data (see below).
From Fig. 8 we see that vvG(kF, ~) for Har. varies
considerably outside of the limits Lee put on the
Na matrix element, i. e. , (0. 25+0. 01) eV. The
situation in K is even more irregular in that
'VV~(k~, ~) for Har. varies by a factor of -5 in the
& range of interest. There is no justification for
a variation of this magnitude. It should be em-
phasized that this large variation in &~(k&,' &u) that
occurs in K is characteristic of the Har. value for
V»p and is not dependent on the choice of —Q. 16
eV for the back-scattering matrix element. Simi-
lar variations occur for any value in the range
—0. 20 to +0. 20 eV for the back-scattering matrix
element with the Har. value for V»p. These re-
sults clearly establish that the Animalu prescrip-
tion for constructing W„- is not reliable. Also it
is seen that it is possible to construct a W-„which
satisfies Eq. (8) and produces essentially constant
values of wG(k~; +).

In the above calculations the operators I' and
I'II were constructed from neutral-atom core-
state wave functions and energies instead of those
appropriate to a solid. To put the whole theory on
a firmer foundation we have also calculated P and
I'H with core states and energies that are appro-
priate to the metal. ~~ In these calculations the
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single-particle potential V(r) consisted of two
parts: The conduction-electron-ion interactions
were represented by the semiempirical potentials;
and the effect of the electron-electron interaction
between conduction electrons was approximated by
a Hartree potential due to a uniform charge dis-
tribution. Since the semiempirical potential gives
an excellent representation of the electron-ion in-
teraction and the Hartree term gives the most im-
portant contribution to the single-particle potential
due to the conduction-electron-electron interac-
tions, this calculation should produce a reliable
picture of the true situation. This would be re-
flected in the results by C being a small number
(a few electron volts) when V»p is held fixed to the
value given by the semiempirical potential (i.e. ,
C is the only adjustable parameter in fitting
(k~+61 W„-~lk~)~). From Table I, we see that
this is indeed the case. Also from the curves
labeled S-E in Figs. 3 and 4 we see that the varia-
tion in ~o(k~; &u) over the &u range of interest is
less than 20'/p in both Na and K. This variation
could be reduced by making a small adjustment
(- 10/p) to the semiempirical value of V„p and re-
adjusting C accordingly.

To summarize, we have shown that is possible,
and in fact follows naturally from careful calcula-
tions with semiempirical potentials, to obtain rep-
resentations of (k+G I Wf I'k ) that satisfy Epi. (6)
and give values for (k~+G I Wr~ Ik~ ) for all orien-
tations of kz that are in accordance with Fermi-
surface data.

With the above results for D(k; e), F(k; e), and

~o(k; ~) it is straightforward to calculate a(&u)

from Eq. (15). We begin with Na, because the
possible values for the pseudopotential matrix ele-
ments are well established. The resulting o(~)'s
for (k„+Gl W»lk„)~=0. 25 eV are given in Fig.
5 for three 'Np(k; &o)'s: The Har. and S-E curves
correspond to those of Fig. 3 and const. corre-
sponds to wo(k; ~) = constant = 0. 25 eV. The agree-
ment between the theoretical curves S-E and const.
with the experimental results is very good, espe-
cially mhen one considers that Pomells allowed the
interband threshold to fall below 2 eV in his analy-
sis. This has the effect of making the experimen-
tal interband contribution for Ace & 2 eV smaller
than if the analysis had been done with the thresh-
old fixed at 2 eV. The resulting o(pp) for Animalu's
procedure (i.e. , Har. ) for obtaining ~o(k; ~) are
considerably below the experimental values. The
reason for this is clear from Fig. 3, where one
sees that wo(k; &p) —Har. falls off by -301o as h&u

goes from 2 to 4 eV. Calculations of o(~) for
(k~ + G I Wr~ I k~ )s = —0. 21 eV gave values which
were approximately a factor three times smaller
than those for +G. 25 eV. This is due to the dif-
ference in interference that occurs betmeen

Na
Const.
S-E

4- X&Ot3

xperiment

Ha r.

0
I 4 4 ~(eV',

FIG. 5. Interband contribution to the optical conductiv-
ity for Na. The theoretical curves are obtained by use
of semiempirical (S-E) and Hartree (Har. ) potentials,
along with those resulting from 'N &@,cu) = 0. 25 eV (const. ).
The experimental curve is from Smith (Ref. 1)a~ analyzed
by Powell (Ref. 3). It should be pointed out that Powell
treats the threshold energy as an adjustable parameter
when fitting the data with the Wilson-Butcher formula. .

'Wo(k; v) and h&uD(k; &u) in the two cases. From
Fig. 1 we see that h~D(k; ~) is of order of mag-
nitude 0. 05 eV; thus the ratio of the effective
matrix elements which enter Epi. (15) for the two
cases is approximately 1.8.

Recalling the discussion given above on the
analysis of the Fermi surface for K, we mere
forced to use the optical data to deduce a value of
(k~+6 I Wr~ I k„)p . Powell found that the inter-
band conductivity could be fit with a Wilson-Butcher
expression mith the magnitude of the matrix ele-
ment equal to 0. 15 eV. From an examination of
Eg. (15) and Fig. 2 it becomes clear that the ef-
fective matrix element Ag, oA„- M(k; &u) can reach a
value in this vicinity by —0. 15 eV 'No(k; ~)
~ —0. 20 eV and 0~no(k; ~)~ 0. 10 eV. Calculations
of o(~) for mo(k; ru) = constant in these ranges were
carried out. It was found that only &~ in the
range —0. 15 to —0. 16 eV fit the experimental re-
sults over the whole photon energy The.'wo(k; &u)

corresponding to the S-E and Har. were also tried.
The S-E wo(k; &u) gave a good fit for (k++6 I Wr~ I

xE~)~= —0.16 eV. On the other hand it was not
possible to fit the experimental results with any

~o(k; &u) calculated by the Har. scheme. The re-
sulting curves for o(&u) are given in Fig. 6. It is
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5-

4 -Xlo
Har. —.

'
4

their calculations do not include the effect of core
orthogonalization in calculating the matrix element
(y„-, ip Iy„-) [see E(ls. (9) and (15)], which have been
found to produce substantial contributions in our
work. On the other hand, they do include the ef-
fect of the [200] reciprocal-lattice vectors which
would be a higher-order correction to the pertur-
bation theory used in the present work.

IV. MODIFIED WILSON-BUTCHER FORMULA

S-E

Const.
periment

l

4
%~(eVj

FIG. 6. Interband contribution to the optical conductiv-
ity for K. The same comments given for Fig. 5 hold
here except that N'~(k, ) = —0. 16 eV for the curve la-
beled const.

worth emphasizing that the destructive interfer-
ence that occurs between ~o (k; &u) and 8(dD(k; ~)
when 'ov~(k; &u) is negative is essential in fitting the
experimental results with Eq. (15). The reason
for this is that as k& increases the contribution
from M, (k; &u) increases rapidly to approximately
25% of the experimental value at K(d =4 eV and un-
less this is compensated by a decrease in M„(k; ~)
the whole effective matrix element does not re-
main nearly constant as Powell's analysis requires.
This explains why a fit cannot be obtained with
positive ~~(k; (d), unless one insists it has a very
special k and cu dependence, i. e. , w~(k; o)) drops
from 0. 10 to 0.05 eV as hw goes from 2 to 4 eV.
There is no indication from the Fermi-surface
data that such a wide variation in (R„+Gl W),~lk~)
does in fact occur. Thus the first-order OPW-
pseudopotential perturbation theory of o(&u) in com-
bination with the optical data points to a fairly
unique value for the pseudopotential parameter
~»0 in K. The accuracy of this determination is
quite sensitive to the validity of the former and ac-
curacy of the measurements.

The results obtained above for K should be com-
pared with those of Dresselhaus et g/. ' who found
that the Fermi-surface data and the interband opti-
cal conductivity could be fit with a nonlocal k-de-
pendent pseudopotential that included the two sets
of reciprocal-lattice vectors [110]and [200].
Their value for (k~+Gi Wf~tk~)o is +0. 196 eV in
contrast to our result of —0. 16 eV. However,

In the calculations presented in Sec. GI the in-
tegration over k in E(l. (15) was performed nu-
merically so that the effects of the k dependence in

~ (k; o)), D(k;(d), and E(k;(d) of E(ls. (14a), (17a),
and (17b) could be investigated and understood.
From those results it is clear that until definite
evidence is brought forward to the contrary the
most reasonable choice for 'ov~(k; (o) is a constant
equal to the value required to fit the Fermi-sur-
face data. The variation of D(k; &u) and F(k; &o)

with k for fixed w can be seen from Figs. 1 and 2
to be small enough so that they can be replaced by
their mean values Do((d) and Eo(~) in E(I. (15).
Thus, combining Eels. (17a) and (17b) with E(I.
(15) yields

p ky

g((g) = '-, dk —A', [~G + k(o D()((d)]'
G

k —k
+ [K(()Fo((())] o ~ (19)6

The integration over j'j is now trivial and gives a
modified Wilson-Butcher formula for o(~):

(
e' G (k~ n~o)(k~~--e~) o( )

(k(d )' t6- (20)

where O(&o) is the effective optical pseudopotential:

O((u) = A'„
i [W, + k(u Do((u)]'

(iiid —aw, )()(id, —)(io)
(~ ( )()"' (~()

S&0 and hw, are the low and high threshold ener-
gies given by

Rhino
= go(I —

2k@ /G) p

8'(d, = t6(l + 2k@ /G)

(22a)

(22b)

D,( ) =d, +d, (a k,)/r,-, (23)

(24)I"o((d) =fo+fx(@& k&o)/~»o ~

Values for do, d, , fo, f„and A&~ are given in
Table II. Using these results in E(l. (20) for o(&u)

gives values that are within 5% of those obtained by

From Figs. 1 and 2 we see that: Do(&u) and Eo(&u)

can be approximated accurately by the linear inter-
polations
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TABLE II. Expansion parameters for Dp{~) and Ep{~).

dp

di
fp
ff

A~2

0. 0177
—5.6x10+

0. 042,0
—0. 0041

l. 0825

0.0169
—2, 0x10 3

0. 1275
—0. 0122

1.1669
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APPENDIX

In this Appendix the matrix elements (k' I Pl k &

and (k'
I PpPlk ) are reduced to their elemental

constituents, with particular emphasis on the latter
matrix element. All results are given in terms of
the radial parts of the core-state wave functions.
The core eigenkets and wave functions are desig-
nated by I lt ) and y, (r —L) =- (r I 1t ), respectively,

a numerical integration of Eg. (15). It is important
to realize that the effective optical pseudopotential
can be substantially different from the pseudopo-
tential matrix element w~.

V. CONCLUSION

The OPW-pseudopotential formalism has been
used to derive an expression for the interband con-
tribution to the optical conductivity which has a
structure similar to the Wilson-Butcher formula.
The primary difference between the two formulas
is the replacement of the potential parameter in the
Wilson-Butcher expression by an effective optical
pseudopotential (which is significantly different
from that of Animalu and Harrison). One evaluates
this quantity by using the results of de Haas-van
Alphen experiments and wave functions for the
electronic core states. The theoretical values
for o(&u) obtained in this manner are in good agree-
ment with the experimental measurements of
Smith. ' In particular, the results for Na, where
the pseudopotential coefficients are well estab-
lished, suggest that the many-body corrections
beyond those included in the pseudopotential coef-
ficients are small (~15/p). For K, although one
can fit the optical data using a (110)pseudopoten-
tial coefficient commensurate with Fermi-surface
data, the question of higher-order corrections due
to a (200) pseudopotential coefficient must be re-
solved before one may comment about any addi-
tional many-body corrections.
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where t stands for the usual atom quantum num-
bers n, l, nz, o., and 1, the lattice site L. Then
the core-projection operator may be written

1'.t

where the sums 1 and t extend over all the lattice
sites of the system and all the core states, re-
spectively. The matrix element of P between
plane-wave states that satisfy periodic-boundary
conditions and are normalized over the crystal
volume 0 may be expressed in standard form

(Al)

(k'I Plk)= s(k', k)Zb„, (k')b„, (k)P, (k' k),
(A2)

where a(k', k) is the generalized Kronecker 6 de-
fined by

a(k', k) =Z 5„-, ;.d, , (A3)
Ql

b„,(k) = [4v(2l+1)/Qof ~ f drr j,(kr)R„, (r);
(A4)

Qo is the primitive-cell volume; j,(kr) is the usual
spherical Bessel function; R„,(r) is the normal-
ized radial part of the core state; and P, (k' ~ k) is
the standard Legendre polynomial of the cosine of
the angle between the vectors k' and k. Specializ-
ing Eq. (A2) to Na and K, where the cores contain
1=0 and /=1 states only, allows PG(k; &u) of Eq.
(14b) to be written as

PG(k; ~)=~.k.o(lk+Gl ».o(k)

+~.k.i(lk+Gl )f.i(k) «s(k, k+G) (A5)

where Ik+GI and cos(k, k+G) are given in terms
of k and &u by Eqs. (14e) and (14f).

To simplify the matrix element (k'
I PpPlk) we

note that the matrix element of p between core
states centered on different lattice sites vanishes,
x. e. ,

&1'f'lpl lf &=5- f &lf'lp
I

lf &

Thus

& 'IP pPlk &= ~(k', k)&(k'IP. pPolk),

(A5)

(AV)

Po=Z, Po(f),
where

P,(f) =2
I
«~ & &~f~

I
.

(A8)

(A9)

Since the momentum operator p is a vector opera-
tor with odd parity its matrix elements vanish un-
less AE= + 1. Noting that the cores of Na and K
contain s and p states [i.e. , Po=Po(s)+Po(p)], it

where N is the number of lattice sites in the crys-
tal and Po is the core-projection operator for a
single site which may be expressed a,s sum of pro-
jection operators each corresponding to a particu-
lar angular momentum:
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follows that

&R'
I
Pp P

I
k )= b (k', k)NI &k'

I
P (p)pP (s )

I
k )

+ &k'I Po(s) pPp(~) lk &j .

The evaluation of these matrix elements is con-
siderably simplified by transforming the p states
from a (nlm} representation to the Cartesian rep-
resentation filo}, wheren=1, 2, 3 corresponding
to (g„y, s). The normalized (()-wave functions in
the Cartesian representation are

&rl nlo. )= (3/4v) (x /r) R„~(r)

(A12)
nn

Substituting this form for Pp(p) in the first term on
the right-hand side of (A10) gives

&k'I P (p)pP~(s)lk&= ~ &k'I ~'1~
& @'l~lpl «&

x &nO Ik ) ~ (A13)

The individual matrix elements in (A13) follow
directly from their definitions:

1/3
(Pln'(a)=& (dre '"" (x ir)((, ,(r) 4— .

and the projection operator Pp(p) may be written
.
N pi p k~ b„g(k')

(A14)

&n'la! (bpl «)=
I(

dr
4

~ R„q(x) —. R„p(r) — =f)
p

( dhr R„.q(x) —R„p(r); (A15)

&«Ik&=N-"'b„, (y) .
Combining E(ls. (A13) to (A16) yields

(A16)

N&l
I

I
P (l, ) p (s)lk&= 8k, g b„&(k )f„.„b„p(n)

nn'

(A17)
where

S„.„-=d~PR..,(~) —R„,(r) .
~ 0

H the radial functions R„,(r) are solutions of a
radial differential equation with a local potential
and energy eigenvalues e„, , then E(l. (A18) can be
transformed into

l„„=(m/@ )(e„p —e„.q) J dr r'R„.q(r)r R„p(r) .
(A18a)

Noting that the operators Pp(s), p, and Pp(P) are
Hermitian and that the right-hand side of (A17) is
real, we can immediately obtain the second term
on the right-hand side of E(l. (A10) from E(l.
(A17):

N&k'I P,(s)pro(p) lk &= N&kl Pp(p) pP (s) lk')*

+ b. i(~)f. .b„p(u')
~3n

(A19)

For the purposes of combining with the other
terms in E(l. (9) it is convenient to express the
matrix element &

k'
I PpP!k) as a linear combina-

tion of terms with the vector form 8'(k'+k) and
t(R' —k). Using E(ls. (A10), (A17), and (A19),
this may be achieved by writing

«'I PpPlk)=h(k +k)S(k', &)+b(k'-k)B(&', lp),
(A20)

where

(, ( g (g()i)b p|(k) b„g(k)b„,p()!'))

(A21)

(, 1 p fb„,i(k')b„p(k) b„,~(k)b„p(k')

(A22)

SG(p; (d) and Bs(p; p)) of E(ls. (14c) and (14d) are ob-
tained from these expressions by substituting Eq.
(14e) for O' = Ik+G I.

Concerning the relative order of magnitude of
the terms 5(k'+k) &k'I Pl k & and &k'

I PpPI'k) we see
from E(ls. (A2), and (A20)-(A22) that both (luanti-
ties are bilinear in the 5„,'s. Thus the ratio of
their magnitudes reduces to the value of the
(I„,„/k) which we see from E(l. (A18) is order unity
since I„,„ is of order an atomic wave vector and
thus approximately equal to 4.
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The electronic structure of liquid metals has been studied by investigating the temperature
dependence of the electron density of states, electron effective mass, Knight shift, and co-
efficient of electrical resistivity. The values of the effective mass have been successfully
used to interpret the change of the Knight shift upon melting. The temperature coefficient
of electrical resistivity, calculated using the temperature-dependent effective mass and the

Ziman theory, shows substantially improved agreement with experiment.

I. INTRODUCTION

In this paper we present a study of the tempera-
ture dependence of the electronic structure of
some liquid metals. The electron density of
states, electron effective mass, change of Knight
shift upon melting, and temperature coefficient of
resistivity have been calculated, and comparisons
have been made with the most recent experimental
measurements. We also examine the two points
of view regarding the electronic structure of liquid
metals that have been expressed in the literature.
In one' of these the electrons in a liquid metal are
regarded as nearly free (NFE) with a simple
parabolic dispersion relation (E ~ k ); whereas in
the other the electrons are regarded as not being

free, the density of states exhibiting some remnant
of the kinks that occur in the spectrum of the solid
due to the Brillouin-zone boundaries. Some in-
formation concerning the variation of the elec-
tronic structure with temperature can be obtained

by a systematic study of the density of states and

the other quantities mentioned above.
Ballentine' has calculated the energy spectrum

and the density of states for a number of liquid
metals following the Green's-function approach of
Edwards and using the local model potential of
Animalu and Heine. He did not study the effect
of temperature. He concluded that in general the
electrons cannot be regarded as being free. How-

ever, he observed that if the position of the first
peak of the liquid interference function was near


