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Hysteresis properties at zero temperature in the dipolar random-field Ising model
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IEN Galileo Ferraris, INFM, Corso M. d’Azeglio 42, I-10125 Torino, Italy

~Received 16 July 1998!

We present a modified two-dimensional random-field Ising model, where a dipolar interaction term is added
to the classic random-field Hamiltonian. In a similar model it was already verified that the system state can
exhibit domains in the form of stripe patterns, typical of thin materials with strong perpendicular anisotropy. In
this work we show that the hysteresis loops obtained at zero temperature can display a strict similarity with the
loops obtained in thin magnetic materials such as garnet films. In our model the processes of domain nucleation
and domain-wall motion are well separated in time as the system evolves. This remarkable fact allowed us to
better understand the nucleation process in this family of spin systems.@S0163-1829~99!14101-8#
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I. INTRODUCTION

Many attempts have been made in the past to introd
some modifications in the Ising Hamiltonian. An interesti
attempt is the random-field Ising model1–4 in which a ran-
dom local disorder term, constant in time, is added to
exchange interaction. This term permits one to describe
presence of disorder in a medium in which the excha
energy is the only spin-spin interaction. Another possi
change is the addition of the dipolar energy, recently use5–8

as a way to describe the magnetostatic energy of the sys
In this work we will describe an Ising spin system who
Hamiltonian includes both the terms described. The beha
thus obtained is most interesting, as the exchange and dip
interaction are very different in their properties: the first
ferromagneticlike and short range, the second is antife
magneticlike and long range. The random-field term is lo
to the single spin, and describes the local disorder.

The interest of this approach lies in the possibility of d
scribing the hysteretic properties of magnetic materials s
as garnet films. These are thin magnetic films with a h
uniaxial anisotropy perpendicular to the film plane, and,
to now, no satisfying model has been developed to exp
their characteristic hysteresis loops.9,10 As we will show, our
model proves apt to describe these kinds of materials. In f
the terms included in the Hamiltonian are the dominant o
in these films. The exchange interaction provides the b
ferromagnetic coupling, while the dipolar interaction ter
represents a good approximation to the strong magnetos
energy present, due to the high surface-to-thickness rati
the film. Last, the random-field term is used to describe
possible imperfections present in the lattice.

The system behavior will be analyzed in the limit of ze
temperature. We believe it to be of some interest, as in m
magnetic systems thermal activated phenomena are n
gible in a broad temperature range. Moreover, we will
sume that the evolution of our system occurs at time sc
much shorter than the external field rate of change: a be
ior known as rate-independent hysteresis. The consequ
of this assumption is that, during an irreversible state cha
~avalanche! the external field can be considered constant
Our interest will be focused on two key aspects of the sys
behavior: the domain structure and the hysteresis loop.
PRB 590163-1829/99/59~2!/985~6!/$15.00
e

e
e
e
e

m.

or
lar

o-
l

-
h

h
p
in

t,
s
ic

tic
of
e

y
li-
-

es
v-
ce
e

m

The domain structure in the films described is the stripe
labyrinth structure,11,12 where the magnetization is oriente
in the direction perpendicular to the film plane, and the d
mains appear as convoluted stripes with a high degree
branching to decrease the magnetostatic energy. In Ref
6, and 7 it has been shown that, in the framework o
dipolar/Ising model, the tuning of the relative strengths
dipolar and exchange interactions lets the system exhib
stripe domain pattern. We verified in our work that the pre
ence of disorder changes the structure of the domains
evolve from the stripe structure to a state characterized
isolated domains as the disorder is increased.

Another characteristic of thin magnetic films, particular
in the case of garnet films, is that the hysteresis loops sho
well-defined nucleation jump, followed by a wide regio
where only domain-wall motion is present and the losses
very low. We will show that, in our model, for the sam
parameter values that let the system exhibit the stripe dom
structure, the hysteresis loop shows the same key feature
the garnet film loop. We find in fact a very small coerciv
field and a characteristic nucleation jump~NJ! as the system
is magnetized. We verified also that an increase of the
order strength can quickly destroy the NJ, changing the
sulting loop shape in the typical random-field Ising mod
~RFIM! hysteresis loop.1–4

To better understand this model we also studied the
ergy variation of the system as the system state chan
along the hysteresis loop. In particular we focused on
free energy changeDF during the first nucleation event
Keeping the disorder strengthn fixed and varying the dipolar
to exchange strength ratioD, we observed the presence of
maximum inDF for a criticalDc(n) value. When the disor-
der strengthn increases, theDc(n) value shifts towards
lower D values, andDF becomes smaller as the NJ disa
pears.

II. THE MODEL

The model is defined using a two-dimensional rando
field Ising Hamiltonian, with the addition of a dipolar inte
action term between the single spinssi :
985 ©1999 The American Physical Society
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~1!

The four terms are, in sequence: the exchange interac
term; the dipolar interaction term; the random-field term;
external field interaction term.

The J and P parameters express the strength of the
change and dipolar interactions, while theV constant repre-
sents the strength of the local random fieldshi

c . The random
fields are obtained from a Gaussian distribution with z
mean and unit variance. The exchange interaction acts
nearest-neighbor level only~indicated by the subscript^ij &!,
while the dipolar interaction is long range, withr i j

5A(xi2xj )
21(yi2yj )

2 indicating the relative distance i
lattice units. The applied fieldH acts as the external drivin
force, and is used to magnetize the system.

The number of parameters can be reduced, normaliz
the terms to the exchange interaction strengthJ; we will
consider as relevant parameters the ratiosD5P/J and n
5V/J. The external field will be normalized too asH
5H/J. The Hamiltonian is then rewritten as

:852
1

2 (̂
i j &

sisj1
D

2 (
i , j

iÞ j

sisj

r i j
3 2n(

i
hi

csi2H(
i

si .

~2!

The Hamiltonian is dependent on the spin configuration~sys-
tem state! $si% and on the external fieldH. Then, the varia-
tion of the Hamiltonian can be written as

d:852(
i

S (̂
j & i

sj2D(
j

j Þ i

sj

r i j
3 1nhi

c1H D dsi

2S (
i

si DdH52(
i

hidsi2NMdH, ~3!

where the magnetization is defined asM5(1/N)( isi , and
we have defined the local fieldhi experienced bysi . Equa-
tion ~3! shows that the system energy can change as a
sequence of two possible factors: the inversion of a spin,
change in the external field.

The study we will present is at zero temperature: the s
tem state is considered to be stable when each spin is
rected according to the sign of the local fieldhi , and no
temperature fluctuations are considered that can inve
single spin in the opposite direction, as long as the app
field H does not change. Then the stability condition can
written as

si5sgn~hi !. ~4!

The algorithm used in the simulations is the following. T
external fieldH is varied according to a predefined field hi
tory. When the local field of a spin changes its sign,
corresponding spin is flipped, an event that can trigger
avalanche of many spins, due to the coupling of the spin w
the lattice. The unstable spins are randomly flipped one a
time, and the local fields are recalculated at each step,
all the spins satisfy Eq.~4!. During the avalanche the exte
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nal field does not change, so that we are able to affirm
the simulation is performed under quasistatic conditions.

III. SIMULATIONS

A. Parameter description and boundary conditions

Once the parameter set$D,n% is known, the relative
strengths of the interactions are defined. The simulations
performed explored the possible hysteresis loop shapes
the domain structures as the parameters of the model,$D,n%,
are modified.

A great part of the results was obtained with a spin latt
havingN252500 spins~sideN550!. We observed that this
number of spins is sufficient so that the results do not dep
on N. The first check was performed on the loop shap
apart from a greater discretization of the Barkhausen jum
at low N, the loops are invariant atN values higher than 50
Moreover, the domain structure was inspected with parti
lar care after nucleation and at the coercive field. The typ
domain width seems to depend on the$D,n% parameters
only, not on N.6 These checks were performed untilN
5200.

Two types of boundary conditions~b.c.’s! are possible. In
the first case~open b.c.’s! the spins on the lattice boundar
have a smaller number of neighbors~2 or 3!. This fact has
two effects: these spins are less coupled to the lattice,
absolute value of the exchange interaction being no m
than 4J or 6J, so it is more difficult to make them flip
moreover, since beyond them there are no more spins, t
spins create a barrier, and the avalanches created nea
boundaries have fewer directions along which they are a
to expand. In the second case~periodic b.c.’s! we eliminate
the effect of the boundary by closing the lattice on itse
using a toroidal topology. Using the periodic b.c.’s, no b
rier at all is put along the propagation of the avalanche.
course this has no consequences at all on the spurious ef
caused by finite dimension of the system.

The b.c.’s choice has small visible effects on the lo
shape. However, a study made on the distribution of the
of the avalanches showed some differences. The main re
is that big avalanches are hindered in the case of open b.
as we just said, having a smaller number of directions alo
which to evolve. The effect of the b.c.’s choice is even v
ible on the shape that the domains take on, and on the
main evolution. As we observed, in the case of open b.
the boundary spins are less coupled to the lattice. In
case, a reversed spin frame remains present until the sy
is almost saturated, then the frame spins reverse too. A
from this effect, the domain topology is however unaffect
by the b.c.’s choice. In the following, unless where spe
fied, we will consider just the case of periodic b.c.’s, to
able to neglect boundary effects.

B. Hysteresis loops

The hysteresis loops show a great variety of behavio
when the$D,n% parameters are changed. In Fig. 1 is sho
a case with low disordern. When the dipolar interaction
strength is lower than the exchange coupling (D,0.5), the
hysteresis loop shows two big avalanches, spanning a g
part of the lattice. IfD50, just two system states are po
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PRB 59 987HYSTERESIS PROPERTIES AT ZERO TEMPERATURE . . .
sible, withM561. Instead, an increase in the value ofD let
us observe a smaller nucleation jump. In garnet films9,10 the
hysteresis loops behave in exactly the same way, wit
nucleation jump followed by a region characterized
smaller losses, typical of domain-wall motion.

The dependence on the parametern is shown in Fig. 2: as
n is increased, the NJ magnitude decreases to zero. In fa
high enough value of the disordern causes the spins to flip
independently, and, as a consequence, the height of the
versible jumps decreases. In our simulations we verified
it is a sufficient disorder-to-exchange strengths ration
'1022 to destroy almost completely the NJ. It is shown
Figs. 3, 4 the influence of theD andn variation on the NJ,
i.e., on the total magnetization variation at the first spin
versal after saturation.

The NJ originates by the exchange interaction. A co
plete magnetization reversal in a field intervalDH→0 is
contrasted by the two other terms in the Hamiltonian:
dipolar interaction and the disorder term. In the region
,D,2, where the NJ is still well defined, the dipolar fie
contribution is strong enough that a disorder-to-exchange
tio n'1022 is sufficient to destroy the NJ. As the mod
approaches the RFIM description instead (D,0.5), the di-
polar term becomes negligible, and a greatern value is nec-
essary to hinder the infinite avalanche.

The strong dependence of the NJ height on the disordn
can possibly explain why this typology of hysteresis loo
has not been found in previous works. While it is certain
true that a frozen disorder in the lattice is different from
simulated temperature effect in a Monte Carlo simulati
still there exist some common characteristics. In the c
studied, the local field acting on a spinsi is given from Eq.
~3!. From the stability condition in Eq.~4!, we know that the
spinsi will flip each time the external field crosses the val

FIG. 1. Hysteresis loops,n51026; D50.6 ~straight line!, D
50.5 ~dotted line!, D50.35 ~dashed line!.

FIG. 2. Hysteresis loops,D50.6; n51026 ~straight line!, n
51022 ~dotted line!, n51021 ~dashed line!.
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As then value grows higher, theHi values are more wide
spread, and the single spins flip independently.

In a Monte Carlo simulation we do not have the2nhi
c

term. Instead a spin will flip when the external field reach
the valueHi52(^ j & i

sj1D( j (sj /r i j
3 ), or, if this condition is

not satisfied, will flip anyway with a probabilitye2DE/kT,
where DE is the energy difference between the state
which the spin is flipped, and the current state. Therefore
the temperatureT is high enough, the spins will tend to flip
independently.

Then we have shown that a high enough frozen disor
n, or a high enough temperature, cause the spins to flip
dependently, and, as a consequence, the height of the
versible jump decreases. In our simulations we verified t
it is a sufficient disorder-to-exchange strengths ration
'1022 to destroy almost completely the NJ.

Concerning the nucleation field, we observed that
changes in a linear way with the parameterD: when n
51026 we have~for the nucleation field from negative satu
ration!: Hn>Hn

029D, with Hn
0>4. This law is followed

fairly well, although a greater error is expected at highen
values. The law derives from the increased instability of
saturated state as the dipolar interaction increases. The e
value of Hn

0 is explained once the model is investigated
D50. From Eq.~3!, and from the stability condition Eq.~4!,
we know that the spinsi will flip when the external field
crosses the value given in Eq.~5!. If the system is negatively
saturated, the disorder is low, andD50, we see that all the
spins will be unstable atH>4. This value will decrease onc
D start increasing.

FIG. 3. Nucleation jump height:n51026, as a function ofD.

FIG. 4. Nucleation jump height:D50.4, as a function ofn.
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988 PRB 59ALESSANDRO MAGNI
When DÞ0, we can observe that the dipolar parthi
D of

the local field is the source of the demagnetizing field t
helps the system to nucleate the first reversed domains. T
the real nucleation field will be obtained by subtracting t
demagnetizing field fromHn

0:

Hn5Hn
02HD5Hn

02D(
j Þ i

1

r i j
3 , ~6!

where the calculation is performed at negative saturat
andsi is the first flipping spin. The value of the second te
gives the result searched, approximately equal to (29D).

An error is expected when comparing with the simulati
results, because the nucleation field depends even on th
rametern, not only onD. In fact, increasingn, the first nucle-
ation avalanches start at fields lower than the fields predi
by Eq. ~6!, due to the coda in the random-field Gauss
distribution of the random fields.

The total hysteresis loss and the coercive field are sh
in Fig. 5, as a function of the parameterD. We observe that
two regimes are clearly visible. ForD,0.35, hysteresis los
and coercive field decrease in an almost linear way. In
regime, the increasing dipolar interaction lets the system
come unstable at smaller fields, but the exchange interac
is nevertheless strong enough to completely reverse the
tem magnetization in just one jump, as the first unstable s
reverses. AsD.0.35, the dipolar interaction prevents th
system from saturating after the first spin reversal, lettin
set in some barely stable states after a first NJ.

C. Energy study

To investigate more deeply the nucleation phenomena
studied the energy behavior as the parameters of our prob
were changed. Figure 6 shows the value of the free ene

F5:8/N1HM

5
1

N S 2
1

2 (̂
i j &

sisj1
D

2 (
i , j

iÞ j

sisj

r i j
3 2n(

i
hi

csi D
as a function of the magnetization. These values were
quired during magnetization from negative saturation
positive saturation. A clearly recognizable parabolic shap
evident at highD values, while asD is lowered the NJ does
not allow us to record the intermediate energy values~in the
figure, starting fromD50.5!. The parabolic shape at highD
is an evident feature of the dipolar interaction, whose con

FIG. 5. Hysteresis loss~squares! and coercive field~diamonds!
as a function of the dipolar strengthD, for n51026.
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bution to the system energy isE'DM2. As the dipolar in-
teraction strength decreases, we observe that the curvatu
the energy curve becomes lower.

The energy value at remanence decreases withD. This
trend is visible, until no stable remanence states are pre
~in the figure, forD50.4, D50.35!. In fact, asD decreases
the exchange interaction becomes dominant, increasing
dimensionDM of the NJ. ForD,0.5 its value isDM.1,
and no remanence state is defined. In theD,0.35 limit, we
reach the Ising cycle, in which the saturation states are
only stable states.

If we study the free-energy variationDF as the system
nucleates the first domain~Fig. 7!, we can observe a clearl
defined minimum at a valueDc . In fact, at highD values the
loop shows a very small NJ, because only small domains
nucleate, due to the dipolar interaction. At lowD instead, the
low curvature of the free energy~Fig. 6! causes this jump to
be very small in energy, notwithstanding the highDM value.
TheDc value is dependent on the disorder present, in fac
strong enoughn value can destroy the NJ for any givenD
value.

D. Domain structure

The same variety of behaviors that we observed in
hysteresis loops is present when the domain structure

FIG. 6. Free energy as a function of magnetization, forn
51026. Top to bottom: D50.8, D50.7, D50.6, D50.5, D
50.45,D50.4, D50.35.

FIG. 7. Change in free energy at nucleation, as a function ofD,
for n51026 ~squares!, n51023 ~up triangles!, n51022 ~down tri-
angles!.
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PRB 59 989HYSTERESIS PROPERTIES AT ZERO TEMPERATURE . . .
evolution is considered. We give an example in Fig. 8 of
domain structures that can be obtained. The top row of
figure refers to theD50 case~RFIM system!, with varying
degrees of disorder. At decreasingn values we obtain at the
coercive field larger domains that often originate from
single avalanche. The lowestn value shown isn51.2: at
lower values the system exhibits a single irreversible ju
from saturation to saturation, and no intermediate states
present.

The bottom row shows the effect obtained when the di
lar interaction dominates on the exchange. The state to
right is, apart from some imperfection due to the non-n
disorder, the classic checkerboard pattern, in which each
is surrounded by four reversed spins: this is the most st
state for a dipolar system. The increasing disorder~to the
left! destroys this simple pattern. The most interesting s
tem states, in a comparison with garnet films,11,12 are ob-
tained with an intermediateD range, approximately 0.5,D
,2 ~stripe region!, where stripe domains are present: in t
middle row is shown the caseD50.6. It is worth noting that
the range in which the stripe domains are present is exa
the same range in which the hysteresis loops show the N

Concerning the nucleation phase in the stripe region,
observed the nucleation of stripes spanning the whole lat
This is a reasonable behavior: after some neighboring s
have been reversed during the avalanche, all the spins ed
the stripe are more unstable than the average, due to
exchange coupling with the spins belonging to the stripe.
the spins at the two extrema of the stripe are the most
stable, because it is in these two sites that the stabiliz
dipolar interaction due to the reversed stripe is weaker.

FIG. 8. System states at the coercive field. Top row:D50, n
510, n52, n51.2. Middle row:D50.6, n51, n50.1, n51026.
Bottom row:D53, n510, n51, n51026.
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the average disposition for the system is to nucleate
stripes, extending themselves in both directions. This beh
ior is most interesting, since in garnet films the nucleat
phase is not different: single stripes are nucleated one a
the other, each one spanning the whole sample, startin
the edges near some imperfection.

The collective behavior of the stripes is again similar
the real world stripe domains: the stripes have a s
avoiding tendency, always arising from the dipolar intera
tions. So it has been often observed that the presenc
stripes, elongating in a given direction during an avalanc
when coming in the proximity of another stripe sudden
change direction, try not to intersect it.

IV. CONCLUSIONS

The model presented has proven itself able to develop
key features present in many thin magnetic media: the la
rinth domain structure, and the characteristic hysteresis l
often found in garnet films. The stripe domain structu
already described in previous articles,5–7 is found in a given
range of the dipolar and disorder strengths. The labyri
structure can be modified in many ways. If the disorder is
high the stripes become more fragmented. If the dipo
strength is too low, the stripes grow thicker and less el
gated, while if it is too high the checkerboard pattern b
comes dominant. The next logical step will be to obtain
comparison between the topological properties of the
mains in this model, and the same properties as found
garnet stripe domains.

The study of the domain structure at nucleation showe
behavior that can be compared to the nucleation in thin m
netic films. Long stripes are nucleated, which span the wh
lattice. Successive stripes nucleate in such a way that
are able to avoid other stripes already present. The nuclea
process generates a sudden decrease in the total energy
system. A study of the energy variation showed the prese
of a clearly defined maximum of the energy dissipated fo
given value ofD.

The hysteresis loops described were not observed pr
ously. A possible explanation is that the NJ can be ea
destroyed when the simulation is nonstatic, or when the te
perature is different from zero. An insight on this sensibil
of the NJ is the described behavior asn increases: if the
disorder to exchange strength ratio is greater thann51022,
the NJ magnitude goes to zero. A parallel study of hyst
esis properties and domain structure, both in this model
in real materials could lead to a deeper understanding
many phenomena, among which the nucleation process.
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