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A class of molecules with intramolecular two-dimensional charge transfer upon excitation has been synthe-
sized. It is expected that these materials should be prospective candidates for nonlineaxp&@gahppli-
cations such as second harmo(fHG) generation. In order to optimize the macroscopic NLO properties of
the compounds, it is necessary to relate their first hyperpolarizability tensors at a molecular level to those at a
crystal bulk level. This requires a complete structure determination and refinement. However, the growth of
sufficiently large single crystals, which are needed for structural analysis and refinement by x-ray methods, is
a time-consuming and sometimes impossible task. Even larger crystals are required for NLO measurements.
Single crystals of a considerably smaller size may be effectively used for complete structural analysis by
electron diffraction combined with simulation methods. In addition the structure has been confirmed structure
solution from electron diffraction intensities using maximum entropy and log likelihood methods. When the
crystal structure of a given compound is known, its NLO properties may be estimated using quantum-
mechanical methods for calculation of the molecular nonlinearity tensor and these may be related to the
macroscopic coefficients of the crystalline nonlinearity tensor. In the present workabattitio and semi-
empirical quantum-mechanical calculations were emploj/@8163-18289)09305-4

[. INTRODUCTION tical applications are found in optoelectronic devices and are
therefore candidates for future communication systems. Or-

The motivation for this work has been to reach a better . . S !
: . . anic materials have SHG efficiencies which are greater than
understanding of the relationship between the structure C . . I .
. . .~ those of classical inorganic materials like lithium niobate or
organic molecular crystals and their second order nonlinear

optical properties. The further aim is to find a more specifi-potaSSIlJm dihydrogen phosphate but poorer mechanical

: . . properties. However organic compounds offer much more
cally directed route towards the synthesis of molecules wit . - :
. . : .~ scope for deliberately tailoring both electronic and crystallo-
the required molecular architecture. This approach require

close collaboration between specialists in organic chemistrygrap.hIC propernes as well as offering the possibility of pro-
C&ssmg in different geometries.

physics as well as electron microscopy and can be describe During the past decade-conjugated systems with effec-

by the term crystal engineering. . . .
The effect which is observed in second order NLO is thattwely one-dimensional charge transfer have been used for

of frequency doubling, or second harmonic generationnonlinear optical application's. The molecular property
(SHG). The physical ef{‘ect which can be measured is theWhiCh is responsible for second harmonic generation is the

optical susceptibility y,;x in crystallographic coordinates quadratic hyperpolarizability tensgg;;, expressed in mo-
I,J,K. In our examples, an incoming beam of infrared light Ieculgr coordlnates,J,k.. The relatlons_h|p_ between micro-
(A=1047 nm) emerges as green light523.5 nm). Prac- scopic and macroscopic parameters is given by

Xiok(—2w;01,07) = (N/V)| fi(@)f (@) fc(w) X > cosb); cosby; coSbyyBijk(—2w,01,w)) |, (1)

whereV is the unit cell volumeN is the number of mol- ity term «,,, which is related to the refractive indices of the
ecules per unit celff,(w) are local field factors at frequency crystal. The macroscopic susceptibility coefficierds

w for the | direction in the crystal, etc., and th, are the which are actually measured in an experiment are directly
rotation angles relating microscopic and macroscopic axeselated toy,;x by a factor of 0.5 and to the direction of the
The local field factors,(w) depend on the linear polarizabil- incoming and outgoing beams with respect to the crystal
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axes. They depend on the crystal symmetry, the precise ori- o)
entation of the molecule with respect to the crystal axes and

the conformation of the molecule. It will be shown how all N ” =
this information can be obtained by a combination of elec- © ‘
tron crystallography with quantum-mechanical calculations. HO OH

In linear systems there is a fundamental theoretical limit
for the coefficient of transformation of the molecular nonlin-
earity into crystalline nonlinearity. Depending on the crystal Chemical characterization data
space group and the orientation of the molecules in a crystal
cell with respect to the crystal axes, this coefficient has g
maximum value of 38% at phase-matching with respect ta
the direction of the fundamental beam propagafidinere- calculated, % 5.30 78,92
fore the search for NLO-active molecules with, at least, twofoynd, % 5.30 78,28
dimensional intra-molecular charge transfer is of both theo- ] )
retical and practical interest. For second harmonic generatioMaximum wavelength of UV absorption: 376 nfm etha-
such systems must crystallize in a non-centrosymmetri®@ol). *H NMR shifts:  singlet 1.85 ppni2H), multiplet 2.8
space group. ppm (4H), doublet 6.82 ppn{4H), doublet 7.20 ppm4H),
While the molecular quadratic hyperpolarizability tensor,singlet 7.55 ppm(2H), singlet 10.0 ppn{2H).
Bijk » in linear systems has a dominant vectorial contribution,
in nonlinear molecules the charge transfer is, at least, two-
dimensional in character. Thus tgdensor may contain both 1. METHODS
the diagonal componenfs;; as well as off-diagonal onés.
In the crystalline state, individual coefficients of the molecu-
lar B tensor can be determined provided the molecular con- In order to generate a minimum energy gas phase confor-
formation in the crystal is known precisely. The relationshipsmation of the molecule, both semiempirical aall initio
between thepg;;x values and the crystalline-per-molecule quantum-mechanical calculations can be performed. The ap-
nonlinear tensor coefficientd,;, have been treated in a plication of the semiempirical PM-3 methd#,which is
fundamental paper by Zy§§. . implemented into the MOPAC program packddeo simu-
Frequently it is not possible to grow large single crystals|ations combined with electron diffraction analysis has been
for a full x-ray structure analysis, so that the development ofjescribed in several papers previougfo-11
electron crystallography, requiring single crystals which |, this work, theab initio density functional theoryDFT)
need only be ca. 100 A thick and several hundred A longapproach implemented into the TURBOMOLE program
becomes mandatory. We have been able to solve several UPackagé® was also used to calculate the equilibrium gas
known structures using two new methods, namely, simulaphase conformation of the BHBC molecule. For the DFT-
tion of electron diffraction patterns from suitable model geometry optimization, the Becke-Perdew 86 energy
structure$® and maximum entropy combined with log- functional® and the TURBOMOLE split-valence
likelihood evaluatior? ** _(7s4p)/[3s2p] basist’ augmented with one-polarization
In this paper we study the molecular and crystallographiG,nction for carbon (d-exponent 0.8 and oxygen (d-

parameters relevant for second harmonic generation in a t""%‘xponent: 1. and doublez (4s)/[2s] basis set for hydro-
dimensional molecule. The structural data were used to Caben, were used. This would enable one to correct for possible

culate the angular parameters of the molecular orientations iy sccuracies of a semiempirical description of the

the cell and to relate the crystalline nonlinear tensor Coefﬁ'conformation—determining balance between theconjuga-
cientsb)i to the components of the moleculdrtensor. An o and steric repulsion factors.

estimation of the refractive indices of the crystals along the \ypile semiempirical methods within the MOPAC pro-
crystal axes and the corresponding local-field factors, relatgram often produce good results for static polarizabilitfes,
ing the by coefficients to the experimentally measurablej; cannot be used to calculate frequency-dependent polariz-
macroscopidd,k coefficients, was performed based on thegpjlity « tensors needed for estimation of frequency-
calculated molecular linear polarizability tensey reduced dependent local-field factofs(w) entering Eq(1). Earlier?
to the crystal axes frame. For the calculations of moleculaje ysed PM-3 static values eftensor components to cal-
a-tensor, both semiempirical quantum-mechanical PM-Zjate d,, values of molecules similar to BHBC and got
(Ref. 12 and ab initio calculations were used. Molecular yea50nable estimations. This approach was also reproduced
pB-tensor was calculated by the semiempirical PM-3 methoghere  However, in order to estimate the error in the calculated
only. On the basis of these calculations predictions can baIJK values due to using frequency-independgnialues in
made reg_ard[ng the suitability of a specific molecule forEq_ (1), both static and frequency-dependentensors were
SHG applications. also calculated bgb initio method using the TURBOMOLE
program. The calculations were performed with the 6-31G
basis set augmented with polarizatiprand d functions at
hydrogen and nonhydrogen atoms, respectively, and with
Single crystals of 2,6-bi{g-hydroxy-benzylidene  diffusesfunctions at all atoms. This basis set is referred to as
cyclohexanondBHBC) were grown from a 1% solution in  6-31G(+sp,+sd), which is specially optimized for mo-
ethanol. The molecular architecture is indicated below. lecular polarizability calculation’’

Melting point: 291 °C(crystallized from ethangl
emental analysis H C

A. Quantum-mechanical calculations

Il. SAMPLE
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For both semiempirical andb initio calculations of the saturation correctly by studying exposure series. It is also
polarizability and first hyperpolarizability tensor compo- essential to calibrate the film emulsion. This can now be
nents, the molecular conformation corresponding to the crysdone quite quickly with the appropriate softwafdt is ex-

tal geometry was used. pected that the accuracy of intensity data can be considerably
Equilibrium gas phase BHBC geometries and moleculaimproved by the use of an on-line slow scan CCD camera
polarizabilities predicted by semiempirical aal initio cal-  with a larger dynamic range.

culations are compared in order to demonstrate the areas in The quantitative values are first compared with those ex-
which the more simple semiempirical calculations are nofpected kinematically from the initial modétee Sec. Il .

sufficiently accurate. Each zone is inspected individually for signs of secondary or
dynamical scattering. The quality of the data as well as the
B. Structure determination accuracy of the model are assessed byRalue, defined as

. . _ . . in x-ray scattering as
Single crystal electron diffraction data were obtained with

a Philips transmission electron microscope, using a rotation- R=31ullFol = IFel/ZnulFol.
tilt holder in order to obtain diffraction patterns from suitable
crystallographic zones and a low dose unit to reduce beam
damage. The maximum tilt angle is 60°, so that there is a
cone of 30° in any specific crystal which contains zones On the basis of cell parameters and space group calcu-
inaccessible to electron diffraction. If other crystals can beated from electron diffraction pattern and x-ray powder data
found having a different orientation with respect to the elec-a first model was built up in CERIUS 2.0. Initially, the
tron beam, this information can be supplemented. X-rayBHBC molecule, with gas phase conformation obtained from
powder diffraction data were also used to increase the accujuantum-mechanical calculations, was placed into the unit
racy of the lattice spacings obtained from the electron dif<cell.
fractograms and to obtain information regarding dynamical Packing energy calculations were performed using the
or secondary scatterinig.Peaks which appear in electron crystal packer module of CERIUS 2.0. This is a force field
diffraction but are absent in the x-ray diffractograms areapproach with the limitations which we have pointed out
strong indications of dynamical scattering. For x-ray powderpreviously’® For the BHBC molecule studied here, the op-
diffraction investigations, a Siemens D-500 diffractometer intimal gas phase conformation of its cyclohexanone moiety
the ©/20 reflection mode (Cu Ka-radiation with A can differ from an exact crystal state conformation. This dif-
=1.542 A) was used. ference cannot be removed by the Crystal Packer because it
With regard to the electron diffraction analysis it should does not optimize subrotations within cyclic molecular frag-
be stated that a degree of accuracy is required which goes farents. Also, the effect of intermolecular H-bonds between
beyond that required for a standard determination of the uniBHBC molecules in the crystal state cannot be taken into
cell. Both for the simulations and the maximum entropy cal-account by gas phase calculations of an isolated molecule.
culations we need an accurate intensity determination from Usually, PM-3 gas phase calculations reproduce bond ge-
many different projections. The difficulty here is not only in ometry (bond lengths and bond anglegquite reasonably.
recording the data correctly but also the more fundamentaHowever, in some situationap initio calculations lead to a
problem that intensity changes are induced by secondary armbnsiderably different molecular geometry. For the molecule
dynamic scattering®?! After the space group forbidden re- discussed here, the latter geometry was much more favorable
flections have been identified, the initial model is calculatedegarding molecular packing in the unit cell and was there-
by using the kinematic approximation. In the refinementfore used for the initial model.
stage, dynamical scattering effects must be calculated. In order to avoid positive packing energies and to provide
For subsequent quantitative analysis it is essential to prathe most favorable intermolecular H-bonding, slight adjust-
duce both tilt and exposure serfé€2Frequently, the forbid- ments to torsional angles were neceséary°
den reflections are revealed as such during tilting. In this Electron diffraction patterns from all zones and the x-ray
laboratory tilting is always performed about specific axespowder pattern were simulated and refined against experi-
containing strong reflections. If the structure is unknown ini-mental data. After several circles between minimization of
tially, this makes it much easier to identify zones and tothe packing energy and comparison with diffraction data, the
determine angles between planes. In addition, the commomodel structure was obtained, giving details about the ad-
axis can then be used for calibration purposes. justed molecular conformation and arrangement in the unit
From the series of electron diffraction patterns, severatell. The linear polarizability and first hyperpolarizability
space groups are usually possible and can only be reducedtiensor components for the asymmetric unit of the unit cell
the unique one in the course of further refinement. were then calculated for the crystal state molecular confor-
mation.

D. Simulation of diffraction patterns

C. Quantifying electron diffraction patterns

Electron diffraction data were scanned with a Nikon LS E. The maximum entropy method of solving crystal structures

4500 AF scanner at a resolution of 3000 d.p.i. and trans- The solution of structures of this complexity from elec-
ferred to a PC for quantifying using the ELD softw&fe. tron diffraction data is difficult. In the case of small molecule
Recently there have been considerable improvements in thisray data, direct methods are usually employed, and these
program so that more accurate data can be obtained. It igork in a more or less routine manner. However, they re-
essential to ensure that ELD is evaluating the intensities imuire that reciprocal space is fully sampled to a resolution of
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at least 1.1 A, and that the data are free from significanflections both possible values of the phase angle are used for
systematic error. In the case of electron diffraction the missphase angle permutation, e.g.,/),while for acentric reflec-

ing cone problem, associated sampling difficulties and thdions quadrant permutation is used with unknown angles tak-
presence of dynamical scattering effects mean these tradRg the 4 valuest7/4, £3n/4. Alternatively suitable binary
tional methods are usually impossible and this was the cas@fTor-correcting codes can be employ&d>® A constrained
here. There are a few reflections in this data set with a res@ntropy maximization for each possible phase permutation is
lution of ca. 1 A, but, in general, the resolution is closer tonow carried out. Each of these phase choices is described as
1.5 A and, despite extensive sampling, the data set is incon® node on a phasing tree, where the first level of the tree is
plete. The solution technique used instead of direct methode root node defined by the origin fixing reflections, and the
was the maximum entropyME) method combined with second level is defined by the sets generated by the phase
likelihood evaluation. This formalism was first proposed bypermutation process.

Bricogne?* and subsequently developed by Bricogne and The use of binary error-correcting codes here needs fur-
Gilmore®®?® into a technique for use with small molecules ther amplification. In the method of phase permutatiog,
including data from powde, surface diffractiorf® electron  centric reflections are given both possible phase values, e.g.,
diffraction®**?°and protein crystallograph¥. A review of 0,7 (or +=7/2), and each of then, acentric reflections is

the maximum entropy method in crystallography can beassigned a quadrant by assigning the possible vatued,

found in Ref. 31. +3m/4. This is a full factorial design generating'-2"a
The ME method has been described in detail elsewhere2"* 2" phase choices, and it can be seen that this soon
and will only be outlined here. becomes a combinatorial explosion, e.g., permuting the

(1) Unitary structure factor magnitudé® ,|°° and their ~ phases of 7 acentric reflections along with 3 centric ones
associated standard deviationg=o|U,|°° are computed would give 131072 phase combinations each of which needs
from the observed structure factds,|°* using the Wilson to be subjected to the computationally intensive task of con-
normalization method and electron scattering factors to obstrained entropy maximization. Error-correcting codes
tain an estimate of an overall isotropic thermal param@gr, (ECCS represent an alternative approdén®° (For a stan-
and a scale factor that puts the observed structure factor a#ard text on the subject see Ref. 36 or the simpler Rej. 37.
an absolute scaf®. Each U magnitude has an associated Certain ECCs contain a suitable experimental design that
phase anglep,,, and the phase angles for the strongest ambalances both the main reflection phases and the interactions
plitudes only are required. between them, as well as covering the phase space with op-

(2) There are well-defined rules governing origin andtimum efficiency and can be used as a source of highly effi-
enantiomorph definition which allow some phases to be ascient phase permutation. In this work we have used the
signedab initio according to the space group, and used as &olay*'*®code® which produces 4096 phase combinations
starting point in phase determination. This usually involves &0r nodes instead of =16 777 216. One of these choices
maximum of four such phases. In the ME method, the reflecwill have a maximum of 4 incorrect phases, and, in general,
tions so phased comprise the basis {#t while the much this level of error is not too great to prevent identification of
larger disjoint set, the nonbasis set, of unphased amplitudébe molecular features in the potential maps. The gain in
is {K}. There is a third set of reflectioft)}, disjoint to both  efficiency here is exceptional, and the code links to the ex-
{H} and {K}, of reflections, which are unmeasured. Thetraordinary Leech lattice and the packing of spheres in 24
phased reflections, both amplitude and phase, so selected alighensions in which each sphere has a kissing number of
used as constraints in a constrained entropy maximizatioh96560, and is the densest packing known in any
calculation to compute a maximum entropy malE(x)  dimensior®
which satisfies the following criteria. To use binary codes for phase permutation is straightfor-

(a) It is optimally unbiased by virtue of having maximum ward. For centric phases the digit “0” represents one pos-
entropy, i.e., it does not assume that the non-basis-set coefible choice, and “1” the alternative, e.g., for a phase re-
ficients have zero amplitude. stricted to O orm, O represents a zero degree phase angle and

(b) The Fourier transform of™&(x) generate$U,'\]"E| and 1 an angle ofw. In the acentric case two bits_are used_ to
oME and reproduces the observedmagnitudegU,,|®Sand ~ @SSign the quadrant of the phase; one bit describes the sign of
their associated phases belonging{k to within experi- f[he real part of the phase and the second the imaginary part
mental error. i.e., (0,0=/4, (1,0=37/4, (1,)=5n/4 and(0,)=7x/4.

(c) The Fourier transform ofME(x) generates estimates (4) To judge which phase sets are the most probable is

of amplitudes and phases for non-basis-set reflections in boff°ne using likelihood estim_atioﬁFor each centric extrapo-
{K} and {U} thus generating new phase informativia a lated, non-basis-set reflectid&e K, the likelihood measure,

process of extrapolation. In the early stages of phasing whelf itS diagonal approximation, can be written

only the origin and enantiomorph reflections have been as- 2 112
signed, the extrapolation is weak. A= P 21
(3) To overcome the problem of weak extrapolation, un- m(e 2+ o)

phased reflections are now added to the starting set. Since 1 (JUy|°P9%+|UYE? [U P UVE|
their phases are unknown, they are given permuted values, Xexp — = —— 7 y 2

. L . . 2 8k2+0’k Skz"_o'k
which span the phase space, thus giving rise to a multisolu- : : ° :
tion environment. To do this, a few reflections with large @
associatedJ magnitudes are selected using an algorithm off is a refinable measure of unit cell contenks~1/2N) for
optimal second neighborhood enlargenf@rfeor centric re- N atoms, assumed equal, in the unit cell, ands the sta-
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e
a
(a
&
(b) —
a
A) semi-empirical PM-3 method  b) DFT-ab initio approach
o =449 A® a =552/
a =112.7A° a =13LOA
o, =174 A® o= 40.6 A°
FIG. 1. Gas phase conformation of the BHBC molecule calcu- —

lated by the semiempirical PM-3 meth¢a and the DFT-ab initio
approach(b).

tistical weight arising from crystallographic point group
symmetry. Equation(2) measures the agreement between
|U|°*s and|U}'®|, having a maximum value when they are
equal, and thus tells us how well we have predicted the am-
plitudes which were not included as constraints in the en-
tropy maximization. There is a similar expression for acen-
tric reflections where the Bessel functidg replaces the
hyperbolic cosine term if2), and there is some small adjust-
ment to the arguments.

As in traditional likelihood analysis, a null hypothesis is
defined. Here this is the situation of zero extrapolation,
|[UNME|=0, and defines\ which describes the effect on no
extrapolation, and defines a likelihood baseline. The global
log-likelihood gain(LLG) for a noden is then

Ay
|_Lc;n=k2K |an. (3)

The LLG should be largest when the phase choices made
for a given node lead to extrapolated amplitudes for the un-
phased reflections which best agree with the observed ones,
and indeed, it has proved to be a powerful figure of merit.
However, rather than just choose those phase sets with high
associated LLG, which can be an error prone process, tests of
significance based on the studértest are used. These are
not described here, but are discussed in detail in Refs. 28 and
40. The top eight nodes from this analysis are kept and their
associated magsee beloware calculated. If a recognizable
part of the structure appears then traditional crystallographic
methods of model building and refinement are employed to
complete it, if not, then the 8 nodes which have been retained lcw
act as root nodes for another level of permutation and en- (b)
tropy maximization, thus building the third level of the phas-
ing tree. Further levels may be needed in difficult cases. FIG. 2. Tilting series abowa* axis(a) andc* axis (b) obtained

(5) The functiong“E(x) is a probability distribution, and from BHBC crystals(LHS experimental electron diffraction pat-
not a potential map in the traditional seng&dthough its terns; RHS simulated diffraction pattejns
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FIG. 3. [001] zone of BHBC.(LHS experimental electron diffraction patterns; RHS simulated diffraction patterns.

peaks do correspond to atom positipriEhe maps examined noncentrosymmetric but that either the individual compo-
in the ME formalism are centroid mapswhich are com- nents of the hyperpolarizability tensor are very small or that
puted as Sim filteréd U-maps where the basis set reflectionsmany components mutually cancel.

contribute with full weight, and the extrapolated reflections

are given coefficients computed via 2. Determination of space group and cell parameters
|U | ®°Stank( X, ) exp(i M), (4) _Electron diffractior} patterns are.taketn frqm 4o (110
il il } [Figs. 2a) and Zb)] with corresponding tilt series and from
where zone [001] (Fig. 3, whereas the x-ray powder pattern is
_ obs 1 (ME shown in Fig. 4.
Xi= (Nl i) [Uy S1Uh | (5) The basic zond0 1 0] has a net angle of 90° and

. -spacings of thél 0 0 and(0 O 1) reflections equal to 11.7
The ME method does not require complete data to a 1.% . s ;
A; it is stable irrespective of resolution, and robust with re- and 7.6 A, respectively. When tilting about taé axis

spect to data measurement errors. The MICE computer pr(g!:lg' )], zonal diffraction patterns appear atl2® and

+ o i o . _
gram is a practical implementation of the formaligsee, for *24° with an accuracy of-1° after averaging over 5 crys

. . tals. When tilting about the* axis[Fig. 2(b)], zones appear
example, Refs. 30 and #i2and is used he_re for the solution at £19° and =34°. Tilting to the left and right directions
of the crystal structure of the NLO material. For an example . . ; ; : , .

. ) : . from the basic zone gives identical diffraction patterns. This
of the use of the Golay code in conjunction with ME and

H H * i i H * h*
electron diffraction see Ref. 43. implies that thec* axis is perpendicular to the* b* plane,

__experimental
IV. RESULTS s
) Powder Diffraction —ficks
Radiation used = XRAY ——simulate
Wavelength = 1.5418
bhbc004

A. Quantum-mechanical calculations of the molecular gas 100
phase conformation

=1

The lowest energy gas phase conformations of the BHBC
molecule calculated by the PM-3 and DRab-initio meth-
ods are presented in Figsal and 1b), respectively. .

As is shown in Fig. (a), the PM-3 method predicts a
folded equilibrium gas phase conformation. This seems un- ** 7|+
likely for the crystal state because the crystal cell parameters +
(Sec. IVB imply an extended BHBC conformation. Pre- + .
cisely this latter type of gas phase conformation was found * 7
by DFT-ab initio calculationg Fig. 1(b)]. The reason of the
artifact by PM-3 is, probably, an underestimation of the
m-conjugation, favoring more flat and extended conforma- 1
tion, by the semiempirical method.

moo

8o _|

oo

B. Structure determination

1. NLO measurements

Diffraction Angle

Optical measurements on BHBC using the method de-
scribed previous# gave a rather low intensity of SHG FIG. 4. Experimental x-ray powder pattern and simulated data
green light. This result is an indication that the unit cell is of BHBC.
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and thea* axis is perpendicular to the* c* plane. There- ance of forbidden reflections in electron diffraction patterns
fore the unit cell metric indicates an orthorhombic unit cell. due to secondary scattering and/or dynamical effects is well
As in x-ray diffraction, the space group can be obtainedknown and often leads to characteristically weak reflections
by checking systematic absences in the diffraction patterng organic crystals. This observation indicates that there are
from different projections. Considering the extinction condi- probably extinctions forif 0 0) and(0 0 1) reflections,
tions for the BHBC electron diffraction patterns, it was whenh or | equal to 21+ 1, respectively. Applying the same
found that the oddH{ 0 0) and f O 1) reflections were analysis for all 6 different zones from tilting and basic zone
systematically much weaker than the even ones. The appedf01], the allowed reflections for BHBC are as follows:

Allowed reactions Symmetry element Used zones
h01l: (h=2n) andh00: (h=2n) a glide plane b [010,[011,[012,[110],[210(Fig. 2
0kO0: (k=2n) n glide plane a [0 0 1] (Fig. 3
Ok1l: (1=2n)and 00 1l: k+1=2n) n glide plane. a [010],[011],[012][Fig. 28]

h k0 andh kl: no conditions

The two possible orthorhombic space groups, consisterithe crystal structure presents H-bonded layers of BHBC
with these extinction conditions and in agreement with themolecules without interlayer H bonding. The H bonding be-
X-ray powder pattern, are the centrosymmetric space grougpwveen neighboring asymmetric units within each layer is re-
Pnam (Pnam No. 62 and its corresponding noncentrosym- alized between the hydroxy-group of one molecule and car-
metric space grou’na2; (No. 33 International Tables of bonyl group of the other. The obtained packing energy is
Crystallography. Since the powder crystals show secondgiven below:
harmonic generatioSHG), the only possible space group is

Pna2, with cell parameters: Van der Waals energy: —214.8 kcal/mol
a=11.70 A Coulomb energy: —33.6 kcal/mol
H-bond energy: —42.0 kcal/mol
b=34.89 A,
Total energy per cell: —290.4 kcal/mol
c=7.64 A.

C. Quantitative analysis of electron diffraction patterns

3. Packing considerations Quantitative analysis of electron diffraction data consists
For the calculation of crystal NLO properties the orienta-Of many steps. The procedure adopted for these investiga-

tion of the molecule with respect to the crystal axes must b&i0nS is indicated below. o
determined. Data collection To overcome the nonlinearity of the

According to the crystal density it is obvious that the CCD sensors for optical density, the photographic calibration

asymmetric unit for space groupna2, contains two inde-
pendent BHBC molecules in order to give a reasonable den-
sity. Moreover, theb value is close to the double length of
the molecule in its extended conformatifffig. 1(b)]. This
makes it possible to suggest that the asymmetric unit is a
linear dimer with an H bond between terminal OH groups of
the two BHBC molecules. It is also clear that this H-bonded
dimer itself cannot be centrosymmetric or close to a center of
symmetry, because then all molecular hyperpolarizability
tensor componentg;; would be zero so that the crystal
would not have an SHG effect regardless of the space group.
A reasonable suggestion then would be that within this
H-bonded dimer, BHBC molecules are not equivalent, one
being H donor and the other H acceptor.

The simulated diffraction patterns for each zone are
shown on the RHS of Figs. 2 and 3 whereas the simulated
powder pattern is given in Fig. 4. The simulations performed
as described previously led to the crystal structure shown in
Fig. 5. Fractional coordinates of the simulated model are 5 5
given in Table Il. This model contains the H-bonded dimer B 5
with its inertia axes almost exactly parallel to the crystal axes FIG. 5. Crystal structure of BHBC obtained by packing energy
(the longest axis of the dimer is parallel to the crystakis). minimization procedure.
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TABLE I. Experimental and calculated amplitudes and phases of BHBC.

h k | Amplitudes Phases h k I Amplitudes Phases
0 0 2 240.57 51.49 4 0 5 8.38 136.5
0 0 4 33.44 96.79 4 0 6 9.59 3.26
0 0 6 9.77 130.76 4 1 0 42.51 0

0 1 1 3.77 12.08 4 1 1 27 19.22
0 2 0 8.12 180 4 2 0 4.27 0

0 2 2 15.43 165.9 4 2 1 16.67 22.22
0 4 0 24.47 0 4 2 2 3.09 18.43
0 4 2 32.16 140.62 4 3 0 25.86 0

0 4 4 37.37 83.46 4 3 3 5.6 136.66
0 6 0 34.84 0 4 4 0 1.21 0

0 8 0 16.93 0 4 4 1 18.77 31.34
0 8 4 17.53 62.44 4 4 2 12.08 128.64
0 10 0 3.61 180 4 4 3 18.62 87.39
0 12 0 14.49 0 4 4 4 8.74 87.04
0 14 0 8.53 180 4 6 0 20.45 0

0 16 0 3.3 0 4 6 3 5.94 127.65
0 18 0 29.08 180 4 7 0 4.23 180

0 20 0 8.43 0 4 8 0 17.75 0

0 22 0 17.18 0 4 8 1 12.2 16.31
0 24 0 3.35 0 4 9 0 6.35 180

0 26 0 22.57 180 4 10 0 9.73 180

0 30 0 12.51 0 4 12 0 11.84 0

1 1 0 4.48 0 4 13 0 28.35 180

1 1 1 6.88 33.21 4 15 0 21.82 0

1 1 2 5.01 45.2 5 1 0 3.19 180

1 1 4 7.85 74.07 5 1 1 5.06 108.49
1 2 0 26.12 180 5 2 0 16.86 0

1 2 1 24.25 64.11 5 2 1 16.8 89.91
1 2 2 25.45 121.85 5 3 0 5.47 0

1 2 3 15.79 2 5 3 3 1.85 62.07
1 2 4 14.06 81 5 4 2 8.63 157.64
1 3 3 8.36 3.14 5 4 4 8.23 86.22
1 4 2 9.28 90.41 5 5 0 7.91 180

1 5 0 27.05 180 5 5 1 8.46 103.09
1 6 0 44.64 0 5 5 2 7.73 26.66
1 6 3 14.38 50.65 5 5 3 11.01 152.23
1 7 0 1.89 0 5 5 4 9.44 50.53
1 8 0 0.94 180 5 7 0 8.02 180

1 10 5 4.64 35 5 8 0 11.65 0

1 11 0 13.46 0 5 9 0 12.52 180

1 14 0 11.59 180 5 12 0 6.93 0

1 15 0 24.84 180 5 13 0 10.24 180

1 16 0 21.93 180 6 0 0 3.42 180

1 18 0 8.48 180 6 0 1 24.83 113.74
1 20 0 13.14 180 6 0 2 9.44 132.55
1 21 0 7.37 180 6 0 3 20.86 173.68
1 26 0 1.09 180 6 0 4 3.44 105.06
1 28 0 11.87 0 6 0 5 11.24 126.08
2 0 0 1.45 180 6 1 1 21.13 70.17
2 0 1 162.8 62.37 6 2 0 0.53 180

2 0 2 119.24 142.55 6 2 1 20.65 57.82
2 0 3 58.19 7.09 6 3 3 14.43 19.31
2 0 4 38.54 162.33 6 4 0 2.1 180

2 0 5 10.46 58.7 6 4 2 8.79 39.04
2 0 6 4.39 127.48 6 5 0 0 0
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TABLE I. (Continued.

h k I Amplitudes Phases h k | Amplitudes Phases

2 1 0 6.78 0 6 6 1 7.74 48.72
2 1 1 54.69 74.16 6 6 3 2.59 10.36
2 2 1 16.47 24.11 7 1 0 8.94 180

2 2 2 17.44 143.89 7 1 1 8.92 109

2 2 3 9.99 93.46 7 2 0 6.62 0

2 2 4 7.14 86.84 7 2 1 5.28 58.48
2 2 5 0.59 139.99 7 3 0 10.3 0

2 3 3 7.61 56.51 7 3 3 4.58 3.02
2 4 0 0.72 180 7 4 0 3.13 0

2 4 1 52.08 65.44 7 4 2 1.26 169.39
2 4 2 34.72 142.68 7 4 4 4.43 78.12
2 4 3 4.04 62.13 7 10 0 2.6 180

2 4 4 3.67 16.11 7 11 0 7.89 180

2 5 5 13.66 139.81 7 12 0 6.42 0

2 6 3 17.57 163.83 7 13 0 7.1 180

3 1 0 12.49 180 7 14 0 13.91 0

3 1 1 21.64 97.81 7 15 0 8.87 0

3 2 0 8.93 0 7 17 0 10.56 180

3 2 2 2.22 69.27 7 18 0 3.81 180

3 3 0 21.56 0 7 20 0 3.97 180

3 3 1 13.51 1141 7 21 0 5.19 180

3 3 2 10.75 64.75 7 22 0 3.75 180

3 3 3 8.69 119.67 7 23 0 4.93 180

3 3 4 0.79 106.47 8 0 0 10.08 0

3 4 0 12.35 0 8 0 1 5.37 177.39
3 4 2 6.7 73.09 8 0 2 6.57 35.18
3 6 0 14.24 180 8 0 3 7.81 112.23
3 6 1 15.94 177.47 8 1 0 4.83 180

3 6 2 22.58 147.43 8 2 0 13.26 180

3 6 3 14.74 90.92 8 2 2 4.93 123.03
3 7 0 11.07 180 8 3 0 4.76 180

3 8 0 2.58 180 8 6 0 4.74 180

3 9 0 9.23 0 8 6 3 1.77 120.75
3 10 0 16.82 180 8 7 0 3.33 180

3 11 0 18.44 0 8 9 0 5.18 180

3 13 0 5.73 0 8 11 0 4.83 180

3 15 0 31.77 180 8 13 0 10.48 0

3 16 0 15.8 180 8 17 0 6.51 180

3 17 0 3.86 180 8 18 0 291 180

4 0 0 0.46 180 8 20 0 9.85 0

4 0 1 29.8 32.39 8 21 0 5.79 0

4 0 2 33.65 118.67 8 22 0 1.1 0

4 0 3 36.55 83.56 9 1 1 1.66 168.52
4 0 4 30.87 68.47 9 2 1 3.49 64.4

strip (Kodak, 21 stripswas used. Both calibration strip and  Data correction The R factor between the model and
negative were scanned under the same conditions. Thexperimental data set were determined for each zone. The
CCD calibration was performed using the ELD program. Thedata set is normalised =2 (I eo/2 Vlexpr-  The different
nonlinear response of a negative for different exposure timezgones were merged by using reflections of medium intensity
was determined by obtaining an exposure series for eacim the common zone as reference.

zone. To decrease the optical noise of CCD sensors which The R factor for the complete data set was found to be
could lead to significant difficulties with the intensity estima- 26%. This value is reasonable for an uncorrected electron
tion of spots which are rather weak or have high backgrounddiffraction data set and indicates that the data set is reliable.
scans were taken at least five times for each negative. Thefhe temperature factor of the experimental data set was de-
the average values were used for the next step. termined to beB=1.23 A by a Wilson plot which gave a
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FIG. 6. Centroid maps for BHBC; projection down(LHS, z
=0-0.5; RHSz=0.5-1) and projection down

. . . . S ) FIG. 7. Centroid maps for BHBC; projection dovenwith initial
good linear relationship. This value is slightly low but still it of the simulated model.
reasonable for organic crystals, especially when compared

with the value of 2.5 obtained for the theoretical data Setfacto These three reflections defined the root node of the

from the model for the same intensity range. In our opinion hasing t Fift flecti h . d
this is due to the limited number of parameters available foPhaS'”‘P! Tee-f thl een refiec |or%slv5ve0re4t6e0n ;?Ill%n 1pg:3m0ute
this large unit cell containing 8 molecules. This value thusP 1a‘°6657’ gl)é)oandenr}qn\évzrceeﬁ?r?(t:g 03 2 02 '24 5 1 52 5
indicates that the data are reliable. Table | SO ’ ' ’ ’

€ | compares exper 3,044,403,406, and 6 0.5The Golay code was used

mental with calculated intensities of the determined reflec- ; . .
as a source of phase permutation generating 4096 nodes in-

stead of 2* phase choices, on the second level of the phasing
tree. Each of these nodes was subjected to constrained en-
_ _ _ . tropy maximization with likelihood evaluation. The algo-
D. Structure solution using maximum entropy and likelihood iy, ;sed for entropy optimisation is an iterative one based
The data were normalized as described in Sec. lll E. Aron exponential modelinff LLGs were computed after each
overall temperature factor &= 1.2 A> was computed, and cycle and the process terminated at the point of maximum
used by the normalization program. Often with electron dif-LLG.
fraction data set8 is computed to be negative, which is, of = The nodes were analyzed via their associated LLGs and
course, physically impossible, and it is a measure of théhe top eight were kept and used to generate centroid maps.
quality of the data that a positive value is calculated by deEach of these maps is computed using the corresponding
fault. The basis set was defined by fixing the phases of threkasis set reflections plus all the ME extrapolates suitably
origin defining reflections with large)-magnitudegthe 2 0  weighted, provided that the associated Sim weight wésl.
1,7 21 0 and 4 13 0 reflections with-magnitudes of 0.28, They all showed very similar features with electron density
0.11, and 0.09 respectivelyThe enantiomorph was left un- running in lines alongy in thex-y plane and globs of density
defined since the subsequent phasing process defirs it in thex-z plane. Figure 6 shows the map that was top ranked

tions and shows the calculated phases.
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TABLE Il. Fractional coordinates of the simulated model.

Atoms x/a y/b zlc Atoms x/a y/b Zlc

C1 0.2888 0.3226 0.4686 C42 0.0255 0.3197 0.9243
Cc2 0.3817 0.3125 0.3630 C43 0.1262 0.3097 1.0116
H3 0.4211 0.3314 0.3022 H44 0.1688 0.3285 1.0677
C4 0.4155 0.2746 0.3483 C45 0.1630 0.2720 1.0150
H5 0.4768 0.2685 0.2764 H46 0.2296 0.2658 1.0748
C6 0.3591 0.2455 0.4394 Cc47 0.1020 0.2430 0.9303
Cc7 0.2729 0.2564 0.5483 Cc48 0.0076 0.2539 0.8387
H8 0.2346 0.2377 0.6124 H49 —0.0342 0.2353 0.7791
C9 0.2411 0.2937 0.5662 C50 —0.0275 0.2910 0.8317
H10 0.1849 0.2998 0.6475 H51 —0.0897 0.2972 0.7616
Cl1 0.4006 0.2062 0.4083 C52 0.1477 0.2038 0.9485
H12 0.4754 0.2044 0.3686 H53 0.2250 0.2024 0.9746
C13 0.3474 0.1729 0.4285 C54 0.0952 0.1703 0.9331
C14 0.4126 0.1373 0.3873 C55 0.1651 0.1350 0.9576
C15 0.3607 0.0990 0.4211 C56 0.1132 0.0965 0.9279
C16 0.2381 0.0977 0.4765 C57 —0.0126 0.0946 0.8941
H17 0.2035 0.0746 0.4307 H58 —0.0423 0.0710 0.9424
H18 0.2344 0.0966 0.6035 H59 —0.0256 0.0942 0.7684
C19 0.1701 0.1323 0.4130 C60 —0.0774 0.1283 0.9738
H20 0.0921 0.1305 0.4542 H61 —0.1579 0.1261 0.9463
H21 0.1692 0.1329 0.2858 H62 —0.0690 0.1281 1.1004
C22 0.2253 0.1687 0.4837 C63 —0.0299 0.1655 0.8990
H23 0.1825 0.1907 0.4424 H64 —0.0706 0.1869 0.9505
H24 0.2215 0.1685 0.6107 H65 —0.0431 0.1660 0.7735
C25 0.4255 0.0684 0.3944 C66 0.1813 0.0662 0.9388
H26 0.4990 0.0735 0.3554 H67 0.2569 0.0717 0.9654
c27 0.3985 0.0274 0.4174 C68 0.1551 0.0252 0.9150
Cc28 0.4647 0.0017 0.3208 C69 0.2295 —0.0006 0.9958
H29 0.5232 0.0110 0.2505 H70 0.2923 0.0087 1.0567
C30 0.4449 —0.0374 0.3277 C71 0.2115  —0.0398 0.9870
H31 0.4907 —0.0540 0.2633 H72 0.2627  —0.0564 1.0406
C32 0.3564 —0.0522 0.4308 C73 0.1168  —0.0545 0.8979
C33 0.2988 —0.0264 0.5339 C74 0.0505  —0.0286 0.8092
H34 0.2453 —0.0355 0.6137 H75 —0.0080 —0.0376 0.7381
C35 0.3169 0.0121 0.5237 C76 0.0670 0.0099 0.8215
H36 0.2723 0.0284 0.5913 H77 0.0168 0.0263 0.7644
037 0.2364 0.3571 0.4659 078 —0.0120 0.3558 0.8979
H38 0.1690 0.3520 0.4070 H79 —0.0836 0.3556 0.9490
039 0.5082 0.1396 0.3216 080 0.2648 0.1376 1.0065
040 0.3368 —0.0898 0.4608 081 0.0802  —0.0912 0.9096
H41 0.4059 —0.1010 0.4326 H82 0.1473 —0.1051 0.9026

in terms of LLG analysis. Some maps displayed less detagmall molecule crystallographic environment. The initial fit
than this. Since the effective resolution of the data is ca. 1.%f the molecule to the density is shown in Fig. 7, and it can
A, and because the data and phases are incomplete and sible- seen that this accounts for most of the features of the
ject to error, only the molecular outline is visible, and, to centroid map. At this point the structure was ready for least-
impose atomicity, model building was then used in which thesquares crystallographic refinement. The entire calculation
molecular model was superimposed on the density rotatingvas routine, and, using a network cluster of UNIX worksta-
as necessary around the bonds which had the necessary ttibns, took less than 2 hours cpu time in total.

sional freedom(lt is worth emphasizing that this is the first A third level of the phasing tree was also computed to see
point where the model was used in the structure determindf any enhancement of resolution could be found in the elec-
tion process. This method is used routinely in protein crys- tron density, but the maps were broadly similar to those of
tallography, for example, but is much less common in thethe second level and no easier to interpret.
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TABLE lll. Calculated values of the components@tensor of  Similarly, two-dimensional contributions due Byyy and
a unit cell per molecule, local-field factork,, and refractive indi- Byxx Vanish upon taking into account the crystal symmetry

ces,n;, in the crystal coordinate systems. because the moleculaty plane is exactly perpendicular to
the crystal 2 axis. Therefore, the BHBC crystal NLO prop-
PM-3 6-31G(+sp, +sd) erties can only be related to two-dimensional charge transfer
static  static  A=1064nm  A=532nm in yz andxzmolecular planes parallel to the crystahxis,
the only relevant nonzer component being,,,. For this
axx, A3 44.9 55.2 55.7 57.4 reason, a two-dimensional model, as proposed by Zysss
ayy, A3 112.7 131.0 135.8 155.1 used for this crystal structure. Taking then into account the
az,, A3 17.4 40.6 40.9 41.8 permutation between the moleculaandy axes(the longest
fx 1.315 1.417 1.422 1.441 x axis of the H-bonded BHBC dimer in the unit cell is par-
fy 2505  3.316 3.624 5.779 allel to theY axis of the crystal frame, while it would be
f, 1.102 1.276 1.279 1.287 along theX axis of the crystal frame according to the axes
Ny 1395  1.500 1505 1524 convention used by Zyssbzyy= B,x=1.0x 10 *°esu, ac-
ny 2.348 2.819 2.979 3.916 cording to the PM-3 estimation.
ny 1.143 1.352 1.355 1.364 Thus, the estimated, v coefficient is
PM-3:
E. Quantum-mechanical calculations of the molecular dzyy=(N/V)f(fy)?bzyy=8.8X10° esu=3.67 pm/V;

polarizabilities and their relationships
to macroscopic NLO coefficients
of the BHBC crystal dzyy=(N/V)f5(fy)?byyy=17.9X10"° esu=7.45 pm/V;
In this section, macroscopic NLO coefficients,; , are
estimated using Ed1) with both the PM-3 as well as thab
initio calculated values of molecular tensor components ofg,, = (N/V)f,(2w,A =532 nmf3(w,\=1064 nmb,yy
linear polarizabilitya and PM-3 calculated values of qua-
dratic polarizability 3. =21.5x10"° esu=8.97 pm/V.
Using the Lorenz-Lorentz relations:

ab initio (static local-field factors

ab initio (frequency-dependent local-field factprs

(N2=1)/(n2+2)= (413 m(NIV) a, ) V. CONCLUSIONS

the local-field factorsf, , in Eq. (1) are In this paper it has been shown that by combining meth-

ods of structure determination with quantum-mechanical cal-

f,=(n2+2)/3=1[1— (413 7(NIV)ay], (7)  culations it is possible to calculate the nonlinear optical co-
efficients for a type of two-dimensional molecule.
whereq,, are the diagonal components of theensor of the Both semiempirical andb initio calculations gave rise to
unit cell per molecule. gas phase molecular conformations with a symmetry plane

The molecular tensors calculated by both the PM-3 and passing through the-€0 double bond of the BHBC mol-
6-31G(+sp,+sd) ab initio methods for the asymmetric ecule perpendicular to its longest axis. This molecular gas
unit (H-bonded BHBC dimerof the crystal were reduced to phase symmetry is distorted in the crystal state due to the
the crystal frame to give the,, components of the resultant formation of H bonds, one of the two terminal OH groups of
a tensor of the unit cell per molecule. The results are sumeach BHBC molecule being H donor and the other H accep-
marized in Table Il (for the ab initio data, frequency- tor.
dependent values are also presentidshould be noted that It should be noted that thab initio gas phase geometry
for the particular arrangement of the BHBC molecules in thealmost exactly reproduces the extended BHBC conformation
unit cell determined here the following relationship betweenin the crystal state, while the PM-3 method predicts highly
the molecular(x,y,2 and crystal(X,Y,2 axes holdsx=Y,  folded gas phase conformation. The reason of the PM-3 fail-
y=X, z=2. ure to reproduce the correct conformation is, probably, an

As seen from Table Ill, the PM-3 method underestimatesncorrect description of the balance between theonjuga-
linear polarizability tensor components, especialhy. Ab  tion along the moleculéavoring a flat and extended confor-
initio data presented in Table 11l show that frequency depenmation and steric repulsion between the protons of phenyl
dence influences considerably only thgy value and the and cyclohexane fragmenti&avoring a strongly folded con-
corresponding local-field factof, . formation. Among the available semiempirical methods

The largest component of the molecufgtensor for the (MNDO, AM1, PM-3), the PM-3 method is known to be the
dimeric asymmetric unit i, characterizing the intramo- least disadvantageous with respect to this balance. However,
lecular charge transfer along the molecular longestis of  in the particular case studied here it is still not satisfactory.
the asymmetric unit. Therefore this H-bonded BHBC dimer In order to determine the orientation of the molecule with
itself might be considered as a one-dimensional NLO chrorespect to the crystal axes, electron diffraction was used. A
mophore. However, the observed NLO effect of the BHBCroutine application of this method is not possible because
crystal powder cannot be due By, because the molecular electron intensities are severely affected by dynamical and
x axis is exactly perpendicular to the crystal &xis (c axis), secondary scatterirfg.In addition to this, quantitative analy-
leading to cancellation of the one-dimensional contributionsis of the data depends on the non linear properties of the
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emulsion, the response of the CCD chip and on the soft wareemiempirical description of-electron contributions to the
used to evaluate the intensities. Despite these problems, dt-tensor components. The-electron contributions are usu-
was shown that reasonalbiefactors can be obtained and a ally described satisfactorily by the semiempirical methods.
correct low resolution structure determined. In particular, molecularg-tensor components, dependent
Packing energy calculations as describedmainly on the m-electron contributions formr-conjugated
previously""*&%were then used to refine the structure andmolecules, are well reproduced by the PM-3 metffod.
obtain atomic positions. On the basis of these positions, the ndependently the structure was determined by using
values of the moleculas- and B-tensor components could Maximum entropy methods which were specifically devel-

: it 24T
be calculated and related to the crystal properties. The synfP€d for crystallographic applicatiods!” Because of the
metry of the crystal is such that many components of th imited number of reflections obtained by electron diffraction

hyperpolarizabiiity tensor virtually cancel. rom beam s_en5|t|ve samples, the resolution of the potential
The differences between the PM-3 aaldlinitio values of 'Maps was limited. However, the maps clearly reflect the

a-tensor components for the H-bonded BHBC dirfesym- structure determined by molecular modeling combined with
metric unit of the BHBC crystallead to the underestimation duantum-mechanical calculations. The model shows that lay-
of thed,y value by the PM-3 method comparedab initio 'S of H-bonded momolecules were obtained due to the for-

by a factor of only 2—2.5. This cannot be considered as a baH‘a“O” of dimers.

qualitative estimation by the PM-3 method although the ne-
cessity of amab initio approach in the case of this molecule
for better estimates is revealed. The discrepancy between the We gratefully acknowledge financial support for this
PM-3 andab initio «;, values is probably due to an incorrect work by the Deutsche Forschungsgemeinschatt.

ACKNOWLEDGMENT

* Author to whom correspondence should be addressed. 17A. Schder, H. Horn, and R. Ahlrichs, J. Chem. Phy, 2571
"Permanent address: Institute of Macromolecular Compounds of (1992.
Russian Academy of Sciences, Bolshoi prospect 31, 199004 St8H. A. Kurtz, Int. J. Quantum Chen24, 791 (1990.

Petersburg, Russia. 19M. A. Spackman, J. Phys. Chet®3, 7594 (1989.
1T. Tomono, L. S. Pu, T. Knoshita, K. Sasaki, and S. Umegaki, J2°J. Cowley Electron Diffraction Techniquexford Science Pub-
Phys. D26, B217 (1993. lications, Oxford, 1992 Vol. 1.
2J. Zyss and J. L. Oudar, Phys. Rev.28, 2028(1982. 21D, Dorset, Structural Electron CrystallographyPlenum, New
31. Ledoux, J. Zyss, J. S. Siegel, J. Brienne, and J. M. Lehn, Chem. York, 1995.
Phys. Lett.172 440(1990. 22y, Kolb, H. Kothe, I. G. Voigt-Martin, and U. Kolkunpub-
4. G. Voigt-Martin, M. Schumacher, and R. Garbella, Macromol- lished.
ecules25, 961 (1992. 233, Hovmidler, Ultramicroscopy4l, 121 (1992.
5I. G. Voigt-Martin, D. H. Yan, R. Wortmann, and K. Elich, Ul- 26, Bricogne, Acta Crystallogr., Sect. A: Found. Crystallo@#0,
tramicroscopyb7, 29 (1995. 410(1984.

6. G. Voigt-Martin, Z. X. Zhang, D. H. Yan, A. Yakimanski, R. 2°G. Bricogne and C. J. Gilmore, Acta Crystallogr., Sect. A: Found.

Wortmann, R. Matschiner, P. Kmser, C. Glania, and N. Detzer, Crystallogr.A46, 284 (1990.

Colloid Polym. Sci.275 18 (1997). 26¢C. J. Gilmore, G. Bricogne, and C. Bannister, Acta Crystallogr.,
@l G. Voigt-Martin, GaO Li, A. Yakimanski, J. J. Wolff, and Sect. A: Found. Crystalloga46, 297 (1990.

H. Gross, J. Phys. Chem. 201, 7265(1997%); (b) I. G. Voigt- 27c. J. Gilmore, K. Henderson, and G. Bricogne, Acta Crystallogr.,

Martin, Li Gao, A. Yakimanski, G. Schulz, and J. J. Wolff, J. Sect. A: Found. CrystallogiA47, 830(199).

Am. Chem. Soc118 12 830(1996. 28C. J. Gilmore, L. D. Marks, D. Grozea, C. Collazo, E. Landree,
8A. Yakimanski, I. G. Voigt-Martin, U. Kolb, G. N. Matveeva, and and E. R. Twesten, Surf. S881, 77 (1997.

A. V. Tenkovtsev, Acta Crystallogr., Sect. A: Found. Crystal- 29C. J. Gilmore, W. V. Nicholson, and D. L. Dorset, Acta Crystal-

logr. A53, 603(1997. logr., Sect. A: Found. CrystallogA52, 937 (1996.
9. G. Voigt-Martin, D. H. Yan, C. Gilmore, K. Shankland, and G. 3°C. J. Gilmore and G. Bricogne, Methods Enzyma@lr7, 65
Bricogne, Ultramicroscop$6, 271 (1994). (1997.

10| G. Voigt-Martin, D. H. Yan, A. Yakimansky, D. Schollmeyer, 3!C. J. Gilmore, Acta Crystallogr., Sect. A: Found. Crystallogr.
C. J. Gilmore, and G. Bricogne, Acta Crystallogr., Sect. A:  A52, 561(1996.

Found. CrystallogrA51, 849 (1995. 32¢C. J. Gilmore, J. Appl. Crystallogf.7, 42 (1984.

11|, G. Voigt-Martin, Z. X. Zhang, U. Kolb, and C. Gilmore, Ultra- 33G. Bricogne, Acta Crystallogr., Sect. D: Biol. Crystallo@49,
microscopy68, 43 (1997). 37 (1993.

123, 3. P. Stewart, J. Comput. Che, 209 (1989. 34G. Bricogne, Methods Enzyma276, 424 (1997.

133, J. P. Stewart, MOPAC 6.0, A General Purpose Molecular or33C. J. Gilmore, W. Dong, and G. Bricogne, Acta Crystallogr. Sect.
bital Package, QCPEL990. A: Found. Crystallogr(to be published

¥R. G. Parr and W. Yand)ensity-Functional Theory of Atoms and 6F. J. MacWilliams and N. J. A. Sloan&he Theory of Error-
Molecules(Oxford University Press, Oxford, 1989 Correcting CodegNorth-Holland, Amsterdam, 1977

1SR, Ahlrichs, M. Ba, M. Haser, H. Horn, and C. Kimel, Chem.  *’R. Hill, A First Course in Coding TheoryOxford University
Phys. Lett.162 165(1989. Press, Oxford, 1993

16(@) A. D. Becke, Phys. Rev. 88, 3098(1988; (b) J. P. Perdew, 38M. J. E. Golay, Proc. IRB7, 23 (1949.
Phys. Rev. B33, 8822(1986. 393, Leech, Can. J. Mati9, 251 (1967).



PRB 59 STRUCTURE DETERMINATION TO CALCULATE . .. 6735

40K. Shankland, C. J. Gilmore, G. Bricogne, and H. Hashizume**M. Loos-Wildenauer, S. Kunz, I. G. Voigt-Martin, A. Yakiman-

Acta Crystallogr., Sect. A: Found. CrystallogA49, 493 ski, E. Wischerhoff, R. Zentel, C. Tschierske, and M. My
(1993. Adv. Mater. 7, 170(1995.
41G. A. Sim, Acta Crystallogri2, 813(1959. 4D, Dorset, Structural Electron CrystallographyPlenum, New
42C. J. Gilmore and W. V. Nicholson, Trans. Am. Crystallogr. As- York, 1995.
s0c.30, 15 (1994). 464, A. Kurtz, J. J. P. Stewart, and K. M. Dieter, J. Comput. Chem.

43]. Gjgnnes, V. Hansen, P. Runde, Y. F. Cheng, K. Gjgnnes, C. J. 11, 82(1990.
Gilmore, and D. Dorset, Acta Crystallogr., Sect. A: Found.“’C. Gilmore, K. Shankland, and G. Bricogne, Proc. R. Soc. Lon-

Crystallogr.A54, 306 (1998. don, Ser. A442, 97 (1993.



