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Atomic-scale magnetic modeling of oxide nanoparticles
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We present a method for atomic-scale modeling of the magnetic behavior of ionic magnetic solids. Spin
distributions and net magnetic moments are calculated for nanoparticles of ferrimagnetic NiFe2O4 and
g-Fe2O3, and antiferromagnetic NiO as a function of applied field. Calculations incorporate crystal structures
and exchange parameters determined from bulk data, bulk anisotropy for core spins, reasonable estimates for
the anisotropy of surface spins, and finite temperatures simulated by random perturbations of spins. Surface
spin disorder was found in the case of ferrimagnetic spinel nanoparticles, due to broken exchange bonds at the
surface. The calculations also demonstrate that surface anisotropy enhances the coercivity of such particles
only when surface spin disorder is present. Simulated thermal perturbations were used to characterize the
distribution of energy barriers between surface spin states of such particles. The distribution of barriers can
explain the macroscopic quantum tunneling like magnetic relaxation at low temperatures found experimentally.
Calculations on NiO nanoparticles predict eight, six, or four-sublattice spin configurations in contrast to the
two-sublattice configuration accepted for bulk NiO. Relatively weak coupling between the multiple sublattices
allows a variety of reversal paths for the spins upon cycling the applied field, resulting in large coercivities and
loop shifts, in qualitative agreement with experiment.@S0163-1829~99!00509-3#
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I. INTRODUCTION

Finite-size effects dominate the magnetic properties
nanosized particles, and become more important as the
ticle size decreases. In many cases, they arise because
competition between surface magnetic properties and
magnetic properties. These effects are of intense techno
cal interest because of their relevance to the stability of
formation stored in the form of magnetized particles, wh
compose rigid disk, floppy disk, and tape recording med
This industry is driving towards higher densities of stor
‘‘bits,’’ which necessitates the use of smaller particles in t
media, making a basic understanding of finite-size effe
critical. More generally, surface and interface effects such
the spin disorder which we find in nanoparticles have r
evance to thin-film devices in the new breed of magnetoe
tronics, e.g., spin valves, spin transistors, spin-depen
tunneling devices. Since spin transport through magne
nonmagnetic interfaces plays an important role in these
vices, the state of interfacial magnetic moments will imp
device performance.

The most obvious and heavily studied finite-size effec
superparamagnetism. The basic principle is that the magn
anisotropy energy, which keeps a particle magnetized
particular direction, is generally proportional to the partic
volume. Therefore, at a certain temperature there is a cri
size below which thermal excitations are sufficient to rot
the particle magnetization, thus demagnetizing an assem
of such particles. Although this is a well-studied effect, it
understood only on a phenomenological level. The mec
nism by which external thermal excitations such as phon
couple to the particle magnetization, the trajectory by wh
the individual atomic moments reverse~i.e., ‘‘reversal
mode’’!, and the influence of microstructural details a
some of the unknowns.

A more fundamental question is how the ‘‘ground stat
PRB 590163-1829/99/59~9!/6321~16!/$15.00
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of a magnetic nanoparticle is influenced by the finite si
One of the principal results of this work is that the magne
ground state of nanoparticles can be severely altered
respect to the conventional assumption that they are si
magnetic domains, having the same basic spin configura
found in bulk materials. We find that the ground state
strongly influenced by microstructural details of the surfa
and we demonstrate the connection between new gro
state and thermally activated relaxation of the magnetic m
ment.

Our previous publications have focused on the exp
mental evidence for finite-size effects in NiFe2O4 ~Refs. 1
and 2! and NiO ~Ref. 3! nanoparticles as well as salien
modeling results. The intent of this paper is to describe
modeling methodology in detail, and present its applicat
to NiFe2O4, g-Fe2O3, and NiO as examples. Special emph
sis will be given to results on the influence of surface anis
ropy in NiFe2O4 andg-Fe2O3.

Magnetic relaxation.To set the context for our discussio
of thermally activated and quantum tunneling magnetizat
reversal, we will briefly review the relevant theories. T
magnetic anisotropy energy of a particle due to bulk mag
tocrystalline and shape anisotropy is proportional to the p
ticle volume. Therefore, we can express the energy bar
that has to be overcome to reverse the particle magnetiza
asE5KV, whereK is an effective anisotropy constant. U
ing the formalism of thermal activation, we can express
frequency of thermally activated reversals as

f 5 f 0e2E/kBT,

where f 0 is the ‘‘attempt frequency’’ which has been es
mated for various materials to be in the range from 109 to
1013s21. If the magnetization of a collection of particles
measured in a regime where the observation time is com
6321 ©1999 The American Physical Society



e
ow

er

y
.

d
n
in

ta

o
ba
th

-
rn
f o
th

t

d

ou
om
-

m

, a
e

w

r
in
e

b
of
th

ubic
t
t

ver
ld
en-
ace
ed,
ce
pin
ile
an-

ell-
in

ss-

m-

tudy
ing

ou-
orm
and
n of
hen
on
the
der
ly
uc-
the

ng
ms
ely

of
ur-
of

kes
the
r-
ag-
s
g-
sic
ific
uch
by

g

6322 PRB 59R. H. KODAMA AND A. E. BERKOWITZ
rable tof 21, then the moment will relax during the measur
ment, a phenomenon known as magnetic viscosity. Foll
ing the analysis by Street and Woolley4 and more recently by
Barbaraet al.,5 the magnetization as a function of time aft
changing the applied field is the following:

M ~ t !5M0S 12E
0

EC
e2t fn~E!dED , ~1!

wheren(E)dE is the fraction of particles having an energ
barrier betweenE andE1dE. The exponential factor in Eq
~1! has an abrupt step as a function ofE, nearkBT ln(tf0).
The narrow energy range spanned by this step can be
scribed as the ‘‘experimental window’’ of the measureme
Assumingn(E) is a smooth function relative to changes
the exponential factor, it has been shown5 that

M ~ t !5M0~12n~Ē!kBT ln„t f 0!…,

whereĒ is the mean energy barrier within the experimen
window, and we identify the viscosity parameter

S52
1

M0

dM

d~ ln t !
5n~Ē!kBT.

The experimental window sweeps over different parts
n(E) as the temperature is changed. For example, if the
rier distribution is constant over a range of energies, then
viscosity parameter will be linear inT over the correspond
ing temperature range. If instead the barrier distribution tu
up at lower energies, the viscosity parameter may level of
increase as the temperature is lowered. Specifically, if
barrier distribution has the formn(E)51/E at low energies,
then the viscosity will become temperature independen
low temperatures. This type of barrier distribution isnot con-
sistent withE5KV, but as we will discuss in Sec. III, coul
arise from spin-glass-like surface states of a particle.

The mechanism of quantum tunneling for spontane
magnetization reversal of small particles was suggested s
time ago by Bean and Livingston,6 and more recently devel
oped theoretically by a number of authors.7–9 Macroscopic
quantum tunneling~MQT!, or more specifically quantum
tunneling of magnetization, is essentially quantu
mechanical nonconservation of the ‘‘z’’ component of a
macroscopic spin~single domain particle! due to off-
diagonal terms in the spin Hamiltonian. Ch´udnovsky and
Gunther7 predicted for the case of orthorhombic symmetry
crossover temperature into the quantum tunneling regim

T* 5
3\gAK1K2«

8kBM0
.

We expect a high crossover temperature~few K! for particles
having high anisotropy, and a crossover temperature lo
than typical measurement capability~few mK! for particles
having low anisotropy. If we approximate the temperatu
dependence of the viscosity parameter as being linearT
for the thermally activated regime, the full prediction of th
MQT model is that the viscosity parameter is linear inT a
high temperatures, becoming independent of temperature
low T* . In Sec. III we investigate the zero-field relaxation
NiFe2O4 nanoparticles. As an example, we calculate
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crossover temperature for particles having the same c
anisotropy as bulk NiFe2O4. In the above formula, we se
K15K25K1(cubic, bulk NiFe2O4)583104 ergs/cc, and se
M05300 emu/cc, resulting inT* 513 mK at zero field.
What we observe experimentally, is an apparent crosso
temperature of 2 K, which is 150 times larger. One cou
argue that the effective anisotropy of these particles is
hanced by surface anisotropy, but as we will show, surf
anisotropy tends to average to zero for a well-order
single-domain particle. We find that in order for the surfa
anisotropy to have an effect, it is necessary to have s
disorder on the surface. Therefore, it is difficult to reconc
these experimental and theoretical observations with a qu
tum tunneling model which assumes particles to be w
ordered single domains. Rather, we prefer a description
terms of thermal activation of a barrier distribution like 1/E
at low energies which we are able to calculate for spin-gla
like surface states of NiFe2O4 nanoparticles.

II. ATOMIC-SCALE MAGNETIC MODELING

A. Background

Finite-element modeling of magnetic materials, co
monly known as ‘‘micromagnetic modeling’’10 has been
used extensively in recent years. It has been applied to s
problems such as transition noise in magnetic record
media,11 reversal modes of magnetic particles,12,13 and do-
main structure in soft magnetic films.14,15 Typically, the
magnetic body is subdivided into several hundred or th
sand volume elements which are considered to have unif
magnetization. Exchange, anisotropy, magnetostatic,
Zeeman energies are calculated based on the orientatio
the magnetization of each element. The total energy is t
minimized by some algorithm to obtain the magnetizati
distribution. Such techniques are particularly suited to
study of macroscopic systems, with dimensions on the or
of microns, since the surface-to-volume ratio is relative
small, making a detailed consideration of surface microstr
ture and surface magnetism less important in determining
overall behavior. Practically, it is beyond current computi
power to treat each atomic moment individually for syste
of this size, since a cubic micron contains approximat
1011 atoms.

In the present work, we consider magnetic behavior
particles having diameters from 1–7 nm. On this scale, s
face atoms make up at least 25% of the total number
atoms in a particle. The high surface-to-volume ratio ma
a detailed consideration of surface microstructure and
behavior of individual atomic moments critical in unde
standing the overall behavior. Since the total number of m
netic atoms is less than 104 for these sizes, it also become
practical to treat atoms individually in calculations of ma
netization distributions. This section will present the ba
approach of these calculations, with more detail on spec
systems described in later sections. Other examples of s
atomic scale magnetic modeling in the literature are work
Koon and co-workers16,17 on interlayer exchange couplin
and random anisotropy systems, and by Pappaset al.18 on
spin configurations in Gd clusters.
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B. Bulk and surface parameters

The first step in each calculation is a survey of the exp
mental and theoretical literature on the bulk magnetic pr
erties of the material in question. Exchange constants
typically found by fitting moment vs temperature data to
mean-field theory or fitting inelastic neutron scattering d
to a spin Hamiltonian. Anisotropy constants are found
torque magnetometry or inelastic neutron scattering. We
sume for the calculations that the pairwise exchange inte
tions have the same magnitude for bulk and surface ato
but that the total exchange interaction is less for surface
oms because of their lower coordination~i.e., fewer neigh-
bors!. As discussed above, we postulate the existence
‘‘broken exchange bonds’’ due to oxygen vacancies or bo
ing with ligands other than oxygen at the surface. In sh
we set the exchange constant for pairs of atoms equal to
bulk value, or equal to zero for some fraction of pairs
spins at the surface. This fraction of broken exchange bo
between surface atoms we term the broken bond den
~BBD!.

The magnetocrystalline anisotropy reflects the symme
of the neighbors of each atom, so it is reasonable to use
anisotropy for atoms in the core of the particle. We simp
take the bulk anisotropy values in ergs/cm3 and divide by the
number of atoms per cm3 and apply it as a single-ion aniso
ropy to all the atoms in the core. However, the large per
bations to the crystal symmetry at surfaces, should lea
magnetocrystalline anisotropy of different magnitude a
symmetry for surface sites. Ne´el proposed this phenomeno
of surface anisotropy in 1954.19 For the purpose of our cal
culations, we do not make a detailed theory of the anisotr
at each particular surface site. Rather, we can say that
symmetry of a surface site is uniaxial to lowest order, he

EA52kS cos2 u ~2!

~lower case ‘‘k’’ is used because it is in units of energy p
cation, rather than energy per unit volume denoted by up
case ‘‘K’’ ! and we assume that we have an easy-axisanisot-
ropy, i.e.,kS.0, rather than an easy-plane anisotropy. We
define the easy axisû as the dipole moment of the neares
neighbor~oxygen ion! positions relative to a surface atom
follows:

ûi}(
j

nn

~Pj2Pi !, ~3!

wherePi is the position of thei th atom and the sum is ove
the nearest neighbors of thei th atom. Since some of th
neighbors are missing for a surface atom,ûi will be nonzero
and directed approximately normal to the surface. The m
nitude of the surface anisotropy has not been determ
experimentally in magnetic oxides. Nevertheless, some i
cation of the magnitude of surface anisotropies can be
tained by examining the literature on EPR measurement
dilute magnetic ions in bulk crystals of nonmagne
oxides.20,21 It is found that when the magnetic ions are su
stituted into sites having low symmetry, rather lar
anisotropies are obtained, even for ions such as Ni21 and
Fe31 which have singlet ground states~i.e., low anisotropy!
in cubic sites.22 Values ofkS between 1 and 4kB/cation were
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used in the calculations, and are representative of the m
nitudes found by EPR. The total spin Hamiltonian is then

H5 (
i

$all spins%

2gimBSiŜi•FH1
1

2
H int,i G1EA,i ,

EA,i5H EA,bulk~Ŝi !,

2kS~Ŝi•ûi !
2,

core cations
surface cations,

H int5(
j

$nn% 2Ji j Sj

gimB
Ŝj1 (

j Þ i

$all spins%

gjmBSj

3r̂ j i ~ r̂ j i •Ŝj !2Ŝj

ur j i u3
,

~4!

wheregimBSi is the magnitude of the ionic moment and th

unit vector Ŝi gives its direction. The summation over$nn%
denotes first- and second-nearest neighbors. The dip
terms are included here for completeness, but they are
glected for the nanoparticle calculations since the intrap
ticle dipolar interactions are included in experimental det
minations of bulk magnetocrystalline anisotropy, and sha
anisotropy will be small since we only consider nea
spherical particles or antiferromagnets which have v
small net magnetization.

C. Construction of a nanoparticle

The model nanoparticle is generated by putting magn
ions on lattice sites corresponding to the bulk crystal str
ture. The particle surface is initially defined as either an
lipsoid or platelet of fixed elliptical cross section, and latti
sites within this volume are occupied with the appropria
ions. A variety of distinct particles of the same shape can
obtained by varying the center position of the ellipsoid
platelet within the crystal unit cell. Exchange bonds are
up between neighbors using the bulk exchange constants
tained from the literature. Typically, this includes first- an
second-nearest neighbors, and different exchange cons
between different ion species in the case of the ferrites.
refer to as ‘‘surface cations’’ those with lower than bu
coordination. Surface roughness is created by removing
face cations at random. The fraction of surface cations
moved in this way we refer to as the surface vacancy den
~SVD!. After this procedure we remove any asperities, wh
we define as cations with fewer than two nearest cat
neighbors. As indicated above, a fraction of exchange in
actions between surface cations are removed from the
summation in Eq.~4!, effectively breaking the exchang
bond between them.

D. Energy minimization

Energy minimization algorithms in common use for m
cromagnetic modeling arise from the Landau-Lifshit
Gilbert equation10

dm

dt
5g0m3Heff2lm3~m3Heff!, ~5!

where g0 is the gyromagnetic ratio andl is the damping
constant. The first term on the right-hand side correspond
precession aboutHeff and the second term corresponds to
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damping that brings the moment vector closer toHeff . For
low-frequency problems, the precession term is typically d
carded. A common approach is to iteratively update the
entation of the magnetizationm of each element based o
the value ofHeff determined by the orientation of all th
other elements. Usually,m is set parallel to the current di
rection of Heff , or rotated by some angle towardsHeff . In
some casesm is rotated past the parallel orientation, a tec
nique called ‘‘over-relaxation’’ which in some situations ca
lead to faster convergence.15 In the early stages of this work
such techniques were employed to do calculations of hys
esis loops of these nanoparticles. However, it was found
unreasonably high coercivities were obtained, and the c
civity was sensitive to the value of the relaxation parame
~the parameter which determines whether the moments
over-relaxed or under-relaxed!. Furthermore, convergenc
was extremely slow, taking tens of thousands of iteration
reverse a particle containing 300 spins. We suspect tha
relatively poor performance of this type of algorithm has
do with the large magnitude of exchange fields compare
applied fields~the effective exchange fields are greatly r
duced when a system is discretized into elements contai
many thousands of atoms as in micromagnetic models!, as
well as the exchange frustration and spin disorder which
curs at the surface of these nanoparticles.

Brown noted23 in 1962 that the concept of a ‘‘local field’
such asHeff is unreliable when the reversal of a magne
system nucleates by a collective mode. Hence, for this
the previously stated reasons, we adopted an algorithm
goes beyond the ‘‘local field’’ and accounts for collectiv
modes. The algorithm is a three-dimensional generaliza
-
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of one developed by Hughes24 in 1983. Key points in this
generalization were the choice of an appropriate coordin
system and the evaluation of energy derivatives. In our
ordinate system, the spin unit vector was defined as a fu
tion of (a i ,b i) which correspond to rotations in two or
thogonal directions:

Ŝi~a i ,b i !5
Ŝ0i1a i êa i1b i êb i

A11a i
21b i

2
, ~6!

where Ŝ0i is the initial spin direction andêa i and êb i are

chosen to make (êa i ,êb i ,Ŝ0i) a mutually orthogonal set. It is
easy to show that the rotation angle corresponding to a n
zeroa or b is arctana or arctanb, respectively, so for smal
rotation angles we can think ofa and b being the rotation
angles in radians. This choice of coordinates gives the
lowing expressions for the derivatives ofE ~evaluated ata i
5b i50!:

]E

]a i
52gimBSi êa i•Heff ,

Heff5H1HA,i1(
j

$nn% 2Ji j Sj

gimB
Ŝj

1 (
j Þ i

$all spins%

gjmBSj

3r̂ j i ~ r̂ j i •Ŝj !2Ŝj

ur j i u3
. ~7!

For uniaxial anisotropy~e.g., surface cations!,
EA52ku~Ŝi•ûi !
2,

HA,i5
2ku~Ŝi•ûi !

gimBSi
ûi ,

]2E

]a j]a i
5H 1gimBSi~Ŝ0i•Heff!22ku~ êa i•ûi !

2, i 5 j

22Ji j SiSj êa i•êa j2gigjmB
2SiSjF3r̂ j i ~ r̂ j i •êa j !2êa j

ur j i u3 G•êa i , iÞ j .
~8!

For cubic anisotropy,25

EA5k1~Ŝix
2 Ŝiy

2 1Ŝiy
2 Ŝiz

2 1Ŝiz
2 Ŝix

2 !,

HA,i5
2k1

gimBSi
@Ŝ0ix~Ŝ0iy

2 1Ŝ0iz
2 !,Ŝ0iy~Ŝ0ix

2 1Ŝ0iz
2 !,Ŝ0iz~Ŝ0ix

2 1Ŝ0iy
2 !#,

]2E

]a j]a i
5H 1gimBSi~Ŝ0i•Heff!22k1@12êa ix

2 Ŝ0ix
2 2êa iy

2 Ŝ0iy
2 25êa iz

2 Ŝ0iz
2 14êa ixŜ0ixêa iyŜ0iy#, i 5 j

22Ji j SiSj êa i•êa j2gigjmB
2SiSjF3r̂ j i ~ r̂ j i •êa j !2êa j

ur j i u3
G•êa i , iÞ j .

~9!

Finally, for rhombohedral/hexagonal anisotropy~e.g., NiO!, we have a uniaxial term plus the following:
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EA,i5k2 cos 6f sin6 u,

HA,i5
6k2

gimBSi
@cos 6f sin4 u„~Ŝ0i•ûi !ûi2Ŝ0i…1sin 6f sin5 uêb i #,

]2E

]a j]a i
5H 1gimBSi~Ŝ0i•Heff!, i 5 j

22Ji j SiSj êa i•êa j2gigjmB
2SiSjF3r̂ j i ~ r̂ j i •êa j !2êa j

ur j i u3 G•êa i , iÞ j .
~10!
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For the rhombohedral case, there are additional correc
terms to the second derivatives that will be neglected
reasons of computational speed. The equilibrium state is
affected by small errors in the second derivatives, altho
for accurate calculation of hysteresis behavior it is import
to treat the largest second derivative terms exactly. For
nanoparticles, the exchange terms are the largest by 2–
ders of magnitude, so it is reasonable to approximate
contributions of anisotropy to the second derivatives. As
dicated above, the dipolar terms are also neglected in
nanoparticle calculations. If, however, this method is appl
to a problem where the dipolar terms are dominant it is n
essary to include all the off-diagonal second derivative te
in order to obtain the correct reversal fields.
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Application of the conjugate directions algorithm~follow-
ing Hughes24! was carried out as follows. The variation o
the energy with changes in spin orientations is

dE5T•du1
1

2
du•QI•du,

du5„~a1 ,b1!,~a2 ,b2!,...~aN ,bN!…,

T5XS ]E

]a1
,

]E

]b1
D ,S ]E

]a2
,

]E

]b2
D ,...S ]E

]aN
,

]E

]bN
D C
QI5

¨

]2E

]a1
2 0

]2E

]a1]a2

]2E

]a1]b2
¯

0
]2E

]b1
2

]2E

]b1]a2

]2E

]b1]b2
¯

]2E

]a1]a2

]2E

]b1]a2

]2E

]a2
2 0 ¯

]2E

]a1]b2

]2E

]b1]b2
0

]2E

]b2
2 ¯

] ] ] ] �

]2E

]aN
2 0

0
]2E

]bN
2

©

, ~11!
n
d
s

are
ize
wheredu is a vector specifying the rotations of all the spin
Its components (a i ,b i) specify the rotation of thei th spin.
Similarly, T is the ‘‘torque’’ vector specifying the first de
rivatives of the energy with respect to (a i ,b i), andQI is the
‘‘Hessian’’ matrix specifying the second derivatives of th
energy with respect to (a i ,b i). The algorithm is an iterative
one, by which the derivatives about the initial set of sp
orientations are used to compute an optimal set of spin r
tions (a i ,b i) to reduce the energy. We use two auxilia
vectorsRm ,Pm and two auxiliary constantslm ,«m , wherem
.

a-

specifies the iteration number. Hughes chose to defineQIm

5QI11I•m, where1I is the unit matrix andm is a Lagrange
multiplier selected to makeQIm positive definite~i.e., QIm

•du.0 for any vectordu!. This is because the iteratio
becomes unstable whenlm changes sign. We recognize
that the significance ofQI•du,0 is that the spin system i
unstable with respect to rotation in the directiondu, meaning
that both the torque term and the second derivative term
negative. Instead of using the Lagrange multiplier to stabil



p
g
th

e
r-
m

em
he
es
ak
to

qu
ef
ro
a

n

th

to
za-
tal-

ag-

med
nt
ce
we

netic
ni-
nt
to
he
-
pin

w-
:

et

ent
ting

nge

l-
ive

to

6326 PRB 59R. H. KODAMA AND A. E. BERKOWITZ
the iteration, we found it more satisfactory, whenQI•du
,0, to allow the step in the unstable direction, since it re
resents a particularly good direction for reducing the ener
and simply terminate the iteration at that stage. In case
iteration produces adu with very large rotation angles, w
limit the maximum rotation to 0.1 radians in a final reno
malization step. The conjugate directions algorithm is su
marized below:

Initialization:

Calculate T and QI ,

du05O, P051T, R052T.

Repeat the following:

lm5
2Rm•Pm

Pm •QI•Pm

,

dum115dum111ulmuPm ,

stop if lm,0,

Rm115Rm1lmQI•Pm ,

«m5
Rm11•QI•Pm

Pm•QI•Pm

,

Pm1152Rm111«mPm ,

dEm115T•dum111
1

2
dum11•QI•dum11 ,

stop if udEm11u,1.2udEmu and dEm11 ,dEm,0.

Renormalizedu ~only if maxdu.0.1!:

du5du3~0.1/maxdu!,

where maxdu is the largest component ofdu.

The algorithm is ‘‘smart’’ in the sense that when the syst
is far from equilibrium, it converges in 1–2 iterations and t
resultant step is roughly in the direction of the local torqu
whereas when the system is closer to equilibrium it may t
5–15 iterations, but the resultant step typically gives a fac
of ten larger energy reduction than a step in the local tor
direction. For zero-temperature calculations, it can be us
to treat situations where the torque vector is identically ze
such as when the system is at a saddle point in energy sp
In this case, we initialize the auxiliary vectorsRm ,Pm with a
random vector in place ofT, and proceed as usual.

The result of the conjugate directions algorithm represe
a single step in the energy minimization procedure, which
summarized as follows:

Initialization:
~1! Compute total energy.
Repeat the following:
~2! Compute unit vectorsêa i ,êb i ,
~3! Compute effective fields,
-
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e
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,
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~4! Stop if êa i•Ĥeff andêb i•Ĥeff,1024 ~i.e., Ŝi parallel to
Heff within 1024 radians!,

~5! Compute conjugate directions step,
~6! Update spin orientations,
~7! Compute total energy,
~8! If actual energy change is positive, shrink step leng

~e.g.,du50.6•du! and repeat steps~6!–~8!.

E. Finite temperature

Finite temperature is simulated by applying rotations
the spins in random directions between energy minimi
tions. The magnitude of rotations are adjusted to give a to
energy changeDE5NkBT, whereN is the total number of
spins. This is in contrast to the theory of superparam
netism where each magnetic particle is givenkBT of energy.
In that case, the intraparticle degrees of freedom are assu
to be ‘‘frozen-out,’’ so that the particle behaves like a gia
spin having only two rotational degrees of freedom. Sin
our model includes the intraparticle degrees of freedom,
must give 1

2 kBT of energy to each of the 2N rotational de-
grees of freedom. As the success of the superparamag
theory suggests, the ‘‘uniform mode’’ corresponding to u
form rotation of the particle moment is particularly importa
in describing the behavior. If we apply random rotations
each spin individually, the overlap of these rotations with t
uniform mode approaches zero asN becomes large. There
fore, a better approach is to apply rotations to each s
resulting inDE5(N21)kBT plus a uniform rotation result-
ing in DE5kBT.

The details of the perturbation procedure are the follo
ing. First, we apply the uniform mode rotation as follows

Ŝi
rot5RI~ n̂R ,u!•Ŝ0i , ~12!

wheren̂R is a random unit vector, andRI(n̂R ,u) is the rota-
tion matrix that rotates a three-vector about the axisn̂R by
the angleu.26 The total energy is then calculated for the s
of spin orientations, and the angleu is optimized with a few
steps of a linear search routine to giveDE'kBT. Next, a
similar procedure is applied to each spin. Here, a differ
method is used to rotate the spin in order to avoid calcula
many trigonometric functions

Ŝi
rot~a!5

~12u12au!êa i1~12a!Ŝ0i

A~12u12au!21~12a!2
, êa i5

n̂R3Ŝ0i

i n̂R3Ŝ0i i
.

~13!

We define an approximate expression for the energy cha
with respect to rotation of thei th spin:

DElocal,i~a![gimBSi@Ŝ0i2Ŝi
rot~a!#•Heff . ~14!

As we did for the uniform mode rotation, we optimizea with
a linear search routine to giveDE'kBT. The expression for
DElocal,i is exact if only thei th spin is rotated, but correlation
effects will make it inexact when all of the spins are simu
taneously rotated. In practice, the correlation effects will g
positive and negative contributions that roughly average
zero, making the total-energy change approximatelyNkBT
after simultaneously applyingDElocal5kBT to every spin.
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Finite-temperature spin perturbations equivalent toT
55 K were applied between energy minimization steps d
ing the hysteresis loop calculations discussed below.
specific algorithm was the following:

~1! Change applied field,
~2! Minimize energy, resulting energy5E1 ~using above

procedure!,
~3! Set counter50,
~4! Save spin configuration, total energy (E1),
~5! Perturb spins (T55 K),
~6! Minimize energy, resulting energy5E2 ,
~7! If DE5E22E1>0, then set counter5counter11, and

restore saved spin configuration and energy,
~8! If DE,0, then repeat steps 3–9,
~9! If counter,2, then repeat steps 4–9.

Note that after each perturbation/relaxation step, the low
energy state is always selected. This algorithm is most
propriate for low temperatures. If higher temperature prop
ties are of interest, it may be useful to apply a Mon
Carlo/Metropolis27 procedure for deciding whether to allo
an energy increase. The perturbation procedure can als
used to calculate activation energy distributions correspo
ing to transitions between metastable spin configuration
discussed below.

III. FERRIMAGNETIC NANOPARTICLES

A. Background

Spin canting in ball-milled NiFe2O4,
28,29 chemically pre-

cipitatedg-Fe2O3,
30 and acicularg-Fe2O3 recording media

particles31,32 has been demonstrated via Mo¨ssbauer spectros
copy, as a mechanism for moment reduction. Recent po
ized neutron-scattering experiments on ball-milled CoFe2O4
particles were consistent with a core of aligned spins s
rounded by a disordered shell.33 Similar conclusions were
made from a Mo¨ssbauer study of chemically precipitate
NiFe2O4 particles.34 Recently, we proposed that the cant
spins are in a surface layer and that they freeze into a s
glass-like phase at temperatures below 50 K.1,2 Thus, the
surface spins have multiple configurations for any orientat
of the core magnetization. This model accounts for pre
ously reported anomalous behavior, as well as the rem
able irreversibility and time dependent moment in high fie
that we have reported.1,2 The model also provides an alte
native to macroscopic quantum tunneling~MQT! for inter-
pretation of our magnetization relaxation measurement
low temperatures.35 More recently, evidence for spin-glas
like behavior of surface spins ofg-Fe2O3 nanoparticles via
quasielastic neutron scattering and ferromagnetic reson
measurements was reported.36

B. NiFe2O4 nanoparticles

Fine particle samples were produced by grinding coa
powders~1–2 mm! of high-purity NiFe2O4 in kerosene and
oleic acid ~organic surfactant!. The milling was carried out
for 1000 h, and the fine-particle component was extracted
centrifugation. The samples were washed of excess su
tant and dried. It was found that approximately one mo
layer of oleic acid remained strongly bonded to the surfa
and could not be removed by chemical means.29 It was de-
r-
e

st
p-
r-

be
d-
as

r-

r-

n-

n
i-
k-
s

at

ce

e

y
c-
-

e,

termined by TEM studies and x-ray-diffraction line breadt
that the average particle size is 65 Å, with a dispersion
about 50%. High-resolution TEM studies on an identica
prepared CoFe2O4 sample showed that the cubic spinel stru
ture was preserved, and that the particles are for the m
part equiaxed single crystals.37

The nanoparticle samples exhibit remarkable high-field
reversibility of the magnetization at temperatures below
K. Measurements1 using a water-cooled Bitter magnet at 4
K showed open hysteresis loops, with positive and nega
field sweeps separated, up to approximately 160 kOe. T
separation implies that some of the magnetic spins hav
‘‘switching field’’ of 160 kOe. The temperature dependen
of the high-field magnetization behavior was investigated
a series of measurements on a superconducting quantum
terference device~SQUID! magnetometer. Figure 1 show
the high-field portion of loops measured to670 kOe at 5, 20,
and 50 K. We note that the high-field differential suscep
bility is roughly independent of temperature, which is co
sistent with the surface spin-canting model, and not con
tent with paramagnetism or superparamagnetism wh
would show a stronger temperature dependence. We
find that the high-field hysteresis decreases at higher t
peratures, and is negligible at 50 K.

Low-temperature hysteresis measurements2 showed that
the coercivity and loop shift decrease rapidly with increas
temperature, with the loop shift vanishing near 50 K. W
associate the onset of the loop shift and high-field irreve
ibility at about 50 K with a ‘‘freezing’’ of disordered surfac
spins. It is noteworthy that the coercivity has a similar te
perature dependence as the loop shift, since it suggests
the coupling with the frozen disordered surface spins ma
core spin reversal more difficult.

Magnetization vs time was measured at temperatu
down to 0.4 K after application and removal of a 60 kO
field.35 The time dependence of the remanent magnetiza
was fitted to a logarithmic function, where the viscosity p
rameter (1/M0)dM/d(ln t) is the prefactor of the logarithmic
term. The magnetic viscosity vs temperature extrapolate
a nonzero value at zero temperature, and was roughly c
stant below 2 K.

FIG. 1. High-field portion of magnetization hysteresis loops
NiFe2O4 nanoparticles measured at 5, 20, and 50 K. Only the p
tive field portion of a full670 kOe cycle is shown.
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C. g-Fe2O3 nanoparticles

Aqueous colloids ofg-Fe2O3 ~Samples were provided b
Dr. Elisabeth Tronc at Universite Pierre et Marie Cur
Paris, France. Sample preparation and characterization
Dr. Tronc and co-workers were reported in Refs. 38 and 3!
were prepared by coprecipitating a Fe2112Fe31 mixture
with NH3, as described in Ref. 38. A solution of the polym
polyvinylic alcohol, PVA, was added, giving homogeneo
and rigid films upon drying at room temperature. Charac
ization was done by chemical analysis, x-ray diffractio
TEM, and Mössbauer spectroscopy to determine the com
sition, structure and particle size.39 We measured magnetiza
tion vs field in zero-field-cooled and field-cooled conditio
using a SQUID magnetometer. Figure 2 shows the first qu
rant of a full 670 kOe hysteresis loop. The loop closes a
relatively low field ~;4 kOe!, indicating that there is no
high-field irreversibility such as we found for the NiFe2O4

nanoparticles. However, the moment is unsaturated up to
maximum field of 70 kOe, similar to what was found for th
NiFe2O4, consistent with surface spin canting. Further,
find a hysteresis loop shift upon field cooling to 5 K in a170
kOe field, as shown in Fig. 3.

FIG. 2. Hysteresis loop ofg-Fe2O3 nanoparticles measured at
K ~zero-field cooled!. Only the first quadrant of a full670 kOe
cycle is shown.

FIG. 3. Low-field portion of a670 kOe hysteresis loop o
g-Fe2O3 nanoparticles measured at 5 K. The cooling field was170
kOe.
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D. Discussion of experiment

Sufficiently small magnetic particles are usually sing
domains, with atomic spins completely aligned by exchan
interactions. The rotational barriers due to magnetocrys
line, magnetoelastic, and shape anisotropy can trap such
ticles in two or more metastable orientations, giving rise
hysteresis. The persistence of hysteresis up to 160 kOe in
NiFe2O4 nanoparticles could be interpreted as resulting fr
anisotropy fields of 160 kOe. However, this is 400 tim
larger than the bulk magnetocrystalline anisotropy field. O
observation of shifted hysteresis loops suggests that the
face spins are spin-glass-like, having multiple configuratio
that become frozen below 50 K. Due to the exchange c
pling between the surface and core spins, field cooling
select a surface spin configuration which favors the part
being magnetized in the field-cooling direction, hence res
ing in a shifted hysteresis loop below 50 K. The field r
quired to force transitions between surface spin configu
tions can be very large since the exchange fields
approximately 53106 Oe. Therefore, our interpretation i
that the open hysteresis loop at high field is the result
irreversible changes between these surface spin config
tions rather than reversals of particle magnetization a
whole. Time-dependent magnetization of a fine particle s
tem is usually modeled in terms of thermal activation
particles with two stable magnetization states. Within o
surface spin disorder model, time-dependent magnetiza
may notonly be due to particles reversing their orientation
magnetization, but also result from thermally activated tra
sitions between surface spin configurations. This has sig
cance in interpreting our measurements of the time deca
remanent magnetization for the NiFe2O4 nanoparticles, for
which we observed a temperature-independent viscosity
rameter from 2.0 K down to 0.4 K. Such a crossover into
temperature-independent regime is predicted for MQT
single-domain particles,7 however it also has been show
that a distribution of energy barriersn(E);1/E gives cross-
over behavior for thermal activation.5 This type of barrier
distribution is not consistent with single-domain particle
but it is consistent with a spin-glass-like collection of surfa
spins, as demonstrated below.

Measurements on chemically precipitatedg-Fe2O3 nano-
particles show some but not all of the same features as
NiFe2O4 nanoparticles. The moment is unsaturated and h
large differential susceptibility at high field. This was note
by Coey in his seminal work on similarly preparedg-Fe2O3
nanoparticles.30 He additionally noted the lack of paramag
netism in the Mo¨ssbauer spectrum at low temperature, in
cating spin canting rather than a nonmagnetic surface la
We also find a shifted hysteresis loop upon field cooling t
sample, which can be explained on similar grounds as for
NiFe2O4 nanoparticles. What is missing is the high-field
reversibility, which we will discuss below in Sec. III F.

E. Modeling: NiFe2O4

The exchange constants40 are the following~in units of
K!:

JAA5221.0, JAB5236.0, JAB85228.1
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JBB5222.0, JBB512.0, JB8B8528.6 ~15!

where A5~Fe31, tetrahedral site!, B5~Ni21, octahedral
site!, B85~Fe31, octahedral site!. The small size of the ex
change constants relative to the ordering temperature~838
K! of NiFe2O4 is due to the large coordination;A sites hav-
ing 16 neighbors andB sites having 12 neighbors.

Approximately spherical particles were generated by
cluding all sites on a spinel lattice within a spherical volum
In the following discussion, ‘‘surface cations’’ are those wi
lower than bulk coordination. Surface roughness was cre
by removing surface cations at random. The fraction ofsur-
facecations removed in this way we refer to as the surfa
vacancy density~SVD!. Following this procedure we re
moved any asperities, defined as cations with fewer than
nearest neighbors. As indicated in Sec. II, a fraction of
exchange energy terms between surface cations were
moved, breaking the exchange bond between them. The
tion of broken exchange bonds relative to the total numbe
neighboring pairs of surface cations we refer to as the bro
bond density~BBD!.

Surface anisotropy.As discussed in Sec. II, we expe
large perturbations to the crystal field at surface sites res
ing in surface anisotropy. Values ofkS between 1–4kB /spin
were chosen for the calculations, and are representativ
the magnitudes determined by EPR measurements of the
isotropy of dilute Ni21 and Fe31 in various oxide host
crystals.20,21 We treat this surface anisotropy as uniaxi
with the axis defined by the dipole moment of the neighb
ing ions. Hence, the easy axis for these ions is approxima
radial. It is intuitively clear that if the spins were perfect
aligned ~i.e., no surface spin disorder!, that the effect of a
radially symmetric surface anisotropy would average to ze
This is demonstrated in Fig. 4~a!, which shows a calculated
hysteresis loop for a 25 Å NiFe2O4 particle having no broken
exchange bonds (BBD50) or additional roughness (SVD
50), but with a surface anisotropy of 4kB /spin included.
For this case, there is no surface spin disorder and we
that the effect of the surface anisotropy indeed average
zero, hence the coercivity is vanishingly small. In contra
Fig. 4~b! shows a calculated hysteresis loop for the sa
particle size with SVD50.15 and BBD50.8, plus a surface
anisotropy of 4kB /spin. We find that when there is surfac
spin disorder the surface anisotropy results in a enhan
coercivity ~1800 Oe in this example!, as well as irreversibil-
ity up to about 10 kOe.

The effect of the surface anisotropy becomes more p
nounced when more roughness is added. For example, F
shows a 40 Å NiFe2O4 particle with SVD50.1/0.1/0.1 and
BBD50.8. This threefold surface vacancy density indica
that first 10% of the surface cations are removed as descr
previously, then the cations are reclassified to determ
which cations are on the surface and the procedure is
peated twice. Finally, any asperities are removed as
scribed previously. This iterative procedure promotes a m
irregular surface, since the roughness is no longer limite
the outermost monolayer of the initial sphere. The high-fi
irreversibility is quite pronounced, the loop being open up
approximately 60 kOe. The spin configuration at150 kOe,
during the downward field sweep, is shown in Fig. 6. T
nature of the high-field irreversibility can be seen by co
-
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paring the spin configurations in the upward and downw

field sweeps. Figure 7 shows the differenceŜ(H,upsweep)i
2Ŝ(H,downsweep)i between the two configurations at150
kOe. This figure is a projection ofall of the spins in the

particle along thê 11̄0& axis, so in most cases there a

FIG. 4. Calculated hysteresis loops for a 25 Å NiFe2O4 particle,
with a surface anisotropy of 4kB /spin. ~a! Particle with no broken
bonds or additional roughness, hence no surface spin disorder~b!
Particle with surface vacancy density SVD50.15, and broken bond
density BBD50.8, hence significant surface spin disorder. T
combination of surface anisotropy and surface spin disorder lead
high-field irreversibility.

FIG. 5. Calculated hysteresis loop for a 40 Å NiFe2O4 particle,
with surface vacancy density SVD50.1/0.1/0.1, and broken bon
density BBD50.8. The three SVD parameters are applied ite
tively as described in the text. A surface anisotropy of 4kB /spin is
included.
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several sites overlaid upon each other. The difference vec
are denoted by arrows whose lengths indicate the magni
of the difference. Sites at which there is no difference
indicated by a small dot, and the longest arrows corresp
to complete reversals of spins. A noteworthy feature of t
figure is that there are often neighboring pairs of spins wh
both flip 180°. This results in a slightly different net mome
because the different cations have different mome
@m(Fe31)'5mB ,m(Ni21)'2mB#.

Activation energies.Since we are interested in the tim
dependence of the moment of such a particle, we develo
a method to calculate the activation energies associated
transitions between surface spin states. States are foun
perturbing an initial configuration with a random set of ro
tions, as described in Sec. II. A perturbation energy of

FIG. 6. Calculated spin configuration atH5150 kOe, during
the downward field sweep, for a cross section of a 40 Å NiFe2O4

particle. Parameters are identical to those used in Fig. 5.

FIG. 7. Difference between calculated spin configurations fo
40 Å NiFe2O4 particle at150 kOe during up-sweep and down
sweep of the field in a hysteresis loop. Sites at which there is
difference are indicated by a dot, and the longest arrows corres
to complete reversals of spins. This is a projection ofall of the sites

in the particle along thê11̄0& axis, so in most cases there a
several sites overlaid upon each other. Parameters are identic
those used in Figs. 5 and 6.
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K/spin was used, and a set of 600 distinct states were
corded, each time checking that the new state differed

uDŜi u.0.02 from each of the previously recorded stat
Each state was tested for stability by applying a perturba
three times and checking that each time it converged bac

the same state, i.e.,uDŜi u less than a threshold value. Th
perturbation was made small initially, then made increm
tally larger until the state was no longer stable under t
perturbation. We define the ‘‘activation energy’’ as the pe
turbation energy required to make the spins converge t

different state, i.e.,uDŜi u.0.02.
We find that there is a hierarchy of states in the neighb

hood of any starting state. If a state is perturbed by a sm
energy, it can relax to another state which differs from t

original state by a small amount~i.e., uDŜi u is small!. How-
ever, if the state is perturbed by a large energy, it can rela

another state which differs by a large amount~i.e., uDŜi u is
large!. We characterized this hierarchy of states by repea
the activation energy calculation using different values of

threshold foruDŜi u in the stability criterion. Results for this
calculation on a 30 Å particle with surface anisotropyks

54kB usinguDŜi u threshold values of 0.1 and 0.5 are show
in Fig. 8. The dashed curve is a fit to 1/E, which appears
appropriate for a limited energy range~2–20 K!. We con-
sider the experimental window, as discussed in Sec. I, co
sponding to these energy barriers. Using the valuef 053
3109 s21 obtained forg-Fe2O3 nanoparticles,41 these barri-
ers correspond to an experimental window ofT
50.07– 0.7 K for relaxation measurements wheret
'1000 s. This implies that thermally activated relaxation
this system would be temperature independent at low t

a

o
nd

l to

FIG. 8. Calculated activation energy distribution for a 30
NiFe2O4 particle with surface anisotropy of 4kB /spin, using values

of 0.1 and 0.5 for theuDŜi u threshold. Note the larger energy uni
of the bottom histogram~K cation rather than mK/cation!.



a

y
tr
ys
a

gy

en
te
s
h

c
in

o
he

s-
s
o

e

ld
n
ns
or
n
ts

o
r

pa-
ility
nd
of

2
the
the
f 1

.
d

an-
ce
ri-
dy.

nt

is
pin
ter-

n the
ns,

lly
dent
gu-
ar-
for

and

a
c
th

d
-
f

PRB 59 6331ATOMIC-SCALE MAGNETIC MODELING OF OXIDE . . .
peratures, similar to what we found experimentally.35 Calcu-
lations of activation energies in the absence of surface
isotropy were reported previously,1 and were qualitatively
similar but quantitatively much smaller~;50 mK!.

A detailed treatment of the relaxation of such a man
state system is a nontrivial problem. The hierarchical dis
bution of barriers is similar to ones described for other s
tems with many degrees of freedom such as spin glasses
folding proteins. One way to pictorially describe the ‘‘ener
landscape’’ is shown in Fig. 9, where the 2N-dimensional
configuration space is indicated schematically in one dim
sion along the horizontal axis, and the energy is indica
along the vertical axis. In the vicinity of each state, there i
‘‘family’’ of local equilibria which can be accessed wit
only a small activation energy~a few mK, in this case!. The

uDŜi u threshold specifies how far away in configuration spa
the system must be excited before we consider it to be

different state. Once theuDŜi u threshold is large enough t
span the family of local equilibria, we begin to probe t
higher activation energies in the distribution.

F. Modeling: g-Fe2O3

As shown in Fig. 7, we found that the high-field irrever
ibility in NiFe2O4 was primarily due to pairs of surface spin
which reverse together. It would appear that this type
irreversibility would not occur if all of the cations had th
same moment. Such is the case forg-Fe2O3, which only
contains Fe31 ions, and indeed we do not observe high-fie
irreversibility in samples ofg-Fe2O3 nanoparticles, as show
in Fig. 2. However, detailed modeling of spin configuratio
of g-Fe2O3 nanoparticles did exhibit similar tendencies f
high-field irreversibility for the same values of surface a
isotropy and roughness. We used the exchange constan
NiFe2O4 which correspond to Fe31 pair interactions:

JAA5221.0, JAB85228.1, JB8B8528.6 ~16!

@using the same notation as in Eq.~15!#. Using the Ne´el
model42 to estimate the correspondingTc gives a value of
905 K, which is consistent with experimental estimates
theTc for g-Fe2O3 in the literature.43 Since the evidence fo
vacancy ordering is unclear for small particles,43 we assumed
a random distribution of octahedral vacancies. Figure 10~a!

FIG. 9. Pictorial description of the energy landscape for
NiFe2O4 nanoparticle with surface anisotropy. Configuration spa
is indicated on the horizontal axis and energy is indicated on
vertical axis.
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shows a calculated hysteresis loop for a 40 Åg-Fe2O3 par-
ticle having the same roughness and surface anisotropy
rameters as those used in Fig. 5. The high-field irreversib
is clearly present, in addition to the reduced moment a
lack of saturation due to surface spin disorder. The lack
high-field irreversibility in the experimental data of Fig.
suggests that the surface anisotropy may be less for
chemically prepared specimens. We have calculated
hysteresis loop corresponding to a surface anisotropy o
kB /spin, rather than 4kB /spin. This result is shown in Fig
10~b!, where we see that the high-field irreversibility an
large coercivity are no longer present. A lower surface
isotropy could result from different ligands bonded surfa
cations, leading to different crystal-field splittings. Expe
mental testing of this hypothesis would require further stu

G. Summary

We have observed high-field irreversibility in the mome
versus field and moment versus temperature of NiFe2O4
nanoparticles. The onset temperature of this irreversibility
near 50 K. Earlier investigations established that there is s
canting in these particles. The appearance of shifted hys
esis loops lead us to propose that the canted spins are o
particle surfaces, and have multiple stable configuratio
one of which is selected by field cooling. We additiona
suggested that the open hysteresis loops and time-depen
moment are due to transitions between surface spin confi
rations, rather than magnetization reversals of whole p
ticles. Our numerical model demonstrates the potential
surface spin disorder, arising from reduced coordination

e
e

FIG. 10. Calculated hysteresis loops for 40 Åg-Fe2O3 particles,
with surface vacancy density SVD50.1/0.1/0.1, and broken bon
density BBD50.8. The particle shown in~a! has a surface anisot
ropy of 4 kB /spin, whereas~b! has a surface anisotropy o
1 kB /spin.
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broken exchange bonds between surface spins. Calcula
of the energy barrier distribution between surface spin st
is consistent withn(E);1/E which has been shown to pro
duce a thermally activated temperature-independent vis
ity. Thus, a temperature-independent viscosity is not ne
sarily an indicator of MQT in fine-particle systems whe
spin disorder is present. A model of surface anisotropy
given, based on consideration of crystal field splitting of s
face spin states. The combination of surface spin diso
and surface anisotropy accounts for the observed high-
irreversibility and gives energy barriers of the correct ord
of magnitude to explain the low-temperature relaxation. F
chemically precipitatedg-Fe2O3 nanoparticles, we find un
saturated magnetization, consistent with surface spin di
der, but no high-field irreversibility. We suggest that the la
of high-field irreversibility is due to smaller surface aniso
ropy in these particles as a result of different ligands bon
to surface cations.

IV. ANTIFERROMAGNETIC NANOPARTICLES

A. Background

Néel suggested in 1961 that fine particles of an antifer
magnetic material should exhibit magnetic properties suc
superparamagnetism and weak ferromagnetism.44 Néel at-
tributed the permanent magnetic moment to an uncomp
sated number of spins on two sublattices. Indeed, large m
netic moments in antiferromagnetic nanoparticles have b
observed in materials such as NiO,45–47however, their origin
is not clear. Some investigators attributed these momen
nonstoichiometry, presence of superparamagnetic met
nickel clusters or Ni31 ions within the NiO lattice.48 How-
ever, a recent report49 has shown that these moments a
only slightly changed by mild reduction~to eliminate Ni31!
or oxidation~to eliminate Ni metal!. Our recent experimenta
work50,3 has shown that NiO nanoparticles also exhibit
markable hysteresis at low temperatures, having coerciv
and loop shifts of up to 10 kOe. This behavior is difficult
understand in terms of the two-sublattice antiferromagn
ordering which is accepted for bulk NiO. Numerical mode
ing of spin configurations in these nanoparticles yields eig
six, or four-sublattice configurations, indicating a finite-si
effect, in which the reduced coordination of surface sp
causes a fundamental change in the magnetic order thro
out the particle. The relatively weak coupling between
sublattices allows a variety of reversal paths for the sp
upon cycling the applied field, resulting in large coerciviti
and loop shifts when bulk and surface anisotropies are
cluded.

B. Experiment

Following the method used by Richardson,45 nickel hy-
droxide Ni~OH!2 precursor was chemically precipitated b
mixing a nickel nitrate Ni~NO3!2•6H2O aqueous solution
and a sodium hydroxide NaOH aqueous solution. NiO na
particles of various sizes were prepared by calcining porti
of the dried gel for 3 h at various temperatures.50 X-ray-
diffraction patterns indicate single phase fcc NiO. The p
ticle size was estimated from both x-ray-diffraction lin
broadening using a modified Debye-Scherrer method,51 and
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Brunauer-Emmett-Teller surface area measurements as
ing spherical particles. TEM measurements are consis
with these size determinations, and suggest the possibilit
platelet-shaped particles.

Large coercivities and shifted hysteresis loops were
served for all samples after field cooling. Measurements
K on a sample having an average diameter of the 83 Å, fi
cooled in120 kOe from 340 to 5 K are shown in Fig. 11.
For this sample the coercivity is 8.8 kOe, and the loop s
is 3.7 kOe. Very large coercivities and exchange fields~.10
kOe! are also obtained for the intermediate sized partic
with 220 Å<d<315 Å.3

C. Modeling

The hysteresis of a collection of two-sublattice antiferr
magnetic nanoparticles, having net moments due to unc
pensated spins, can be described in terms of a Sto
Wohlfarth type model,52 in which the spin axis has two o
more metastable orientations, which depend on the magn
anisotropy and the applied field. Within this model,major
hysteresis loops are symmetric since the magnetocrysta
anisotropy has inversion symmetry. If, however, the field
not sufficient to reverse the particle moment~i.e., minor hys-
teresis loop!, one could obtain a shifted loop with no hyste
esis. Therefore, a simultaneous loop shift and coercivity
only be described in terms of this model if one attributes it
a broad distribution of reversal fields, both greater and l
than the maximum applied field. In order to better und
stand the magnetic behavior of antiferromagnetic nanop
ticles, we have employed calculations of equilibrium sp
configurations as described in Sec. II. The anisotropy of b
NiO was investigated by Hutchings and Samuelsen53 who
used an orthorhombic form for the anisotropy:

EA5D1Sz
21D2Sy

2, ~17!

wherex is the easy axiŝ112̄& andz is the hard axiŝ111&.
The structure of NiO is actually rhombohedral so for t
calculations we used instead a sixfold symmetric form, c
sistent with torque measurements.54 The anisotropy used in
our calculations was

FIG. 11. Hysteresis loop at 5 K of 83 Å NiO particles field
cooled from 340 K in120 kOe.
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EA5D1Ŝz
22~D2/18!cos 6f i sin6 u i , ~18!

whereu i and f i are the conventional spherical coordinat

corresponding the direction of the ionic spinŜi with f i ref-

erenced to thê112̄& direction. The factor of 18 results from
matching the leading terms in a small-f i expansion of our
expression to that of Eq.~17!. Following the notation of Ref.
53, the exchange and anisotropy parameters used are th
lowing ~in units of K!:

J1
1515.7, J1

2516.1, J252221,

D151.13, D250.06, ~19!

whereJ1
2 is the exchange integral between spins in the sa

~111! plane ~normally ferromagnetically aligned! and J1
1 is

the exchange integral between spins in adjacent~111! planes
~normally antiferromagnetically aligned!.

Origin of multisublattice states.Before treating the prob
lem in full detail, it is instructive to consider the case whe
we neglect the small difference betweenJ1

1 andJ1
2 , associ-

ated with the rhombohedral contraction occurring below
Néel point, and also neglect the in-plane anisotropy. T
resulting equilibrium spin configurations for particles of 2
and 31 Å are shown in Figs. 12 and 13. These particles
approximately spherical, having no surface roughness or
ken exchange bonds. The illustrated~111! cross sections are
planes which are ferromagnetically aligned in bulk NiO, b
instead we find a number of different spin directions. S
cifically, we find six sublattices and four sublattices for t
20 and 31 Å particles, respectively, instead of the usual
sublattices. We also indicate the energy difference betw
the equilibrium state and the two sublattice state asDE,
which equals20.17 and20.25 K/spin for these two case
In other words, due to the lower coordination at the surfa
these multisublattice states havelower energies than the two
sublattice state. Based on these four- and six-sublattice
figurations, we compute the total exchange energy for a b
crystal as follows:

FIG. 12. Equilibrium spin configuration for a 20 Å NiO particle
The ~111! cross section is shown, which is ferromagnetica
aligned in bulk NiO. Instead, we find six sublattices, instead of
usual two sublattices. The energy difference between this equ
rium state and the two sublattice state is20.17 K/spin.
fol-
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No. sublattices Bulk exchange energy

2 6J216(J1
12J1

2) 521329.1 K/spin
4 6J2 521326.0 K/spin
6 6J21 3

2 (J1
12J1

2) 521326.8 K/spin

Hence, the only exchange term that makes the two-subla
state more stable in bulk NiO is proportional to the sm
(J1

12J1
2) splitting. We find that the energetic preference f

multisublattice states becomes greater when surface ro
ness and broken exchange bonds are included. Hence,
when the (J1

12J1
2) splitting is included in the calculations

as described in the next section, the multisublattice states
ground states for smaller particles. This is the essence o
finite-size effect.

Full model calculations.Since J1
1 and J1

2 are defined
based on a two-sublattice spin configuration, it is not imm
diately obvious how to include the (J1

12J1
2) in the calcula-

tions. We must therefore develop a way of defining how
splitting is to be applied to an arbitrary spin configuratio
which handles the two-sublattice configuration as a limiti
case. The splitting is associated with the rhombohedral c
traction occurring below the Ne´el temperature, and is be
lieved to be due to the asymmetry in nearest-neighbor ato
spacing depending on whether the neighbor is in the cont
tion plane. The theory of exchange striction55,56predicts it to
vary as

J1
12J1

252 j S̄2, ~20!

where S̄ is the average spin andj 520.26 K.53 S̄ can be
described as an order parameter for the two-sublattice s
Since we find substantial deviations from the two-sublatt

state, we calculateS̄ after each step of the relaxation proc

dure and rescaleJ1 according to Eq.~20!. We computeS̄ for
any given spin configuration as

S̄5maxj 51,2,3,4U1
(
N

~21!ki j SiU, ~21!

e
b-

FIG. 13. Equilibrium spin configuration for a 31 Å NiO particle
The ~111! cross section is shown, which is ferromagnetica
aligned in bulk NiO. Instead, we find four sublattices, instead of
usual two sublattices. The energy difference between this equ
rium state and the two sublattice state is20.25 K/spin.
N i 51



am
e
so
lu
a

er
u

e
a
er
ith

i
o
u
p
ic
s
g

an
ar
e
in
la
a

n-
ex-
Å
e

ex-
ri-
n
ates
dif-
er-
pon
or
tice
civi-

hat

in-

We
ay
.
iO

s at
with
y
low
the
tes
m
es
om-
the
an
op-
ift
gest
igh

ied
si
d

di-
he

6334 PRB 59R. H. KODAMA AND A. E. BERKOWITZ
whereN is the number of spins, andki j is defined as

ki15Pi•~1,1,1!/a,

ki25Pi•~1,1,21!/a,

ki35Pi•~1,21,1!/a,

ki45Pi•~21,1,1!/a, ~22!

wherePi is the position of thei th spin anda is the cubic
lattice parameter. We essentially calculate the order par
eter for each possible~111!-type ordering plane, and take th
largest value. The magnitude of the uniaxial surface ani
ropy was chosen to be 2 K, which is a reasonable va
based on EPR determinations of the magnetocrystalline
isotropy of Ni21 ions in bulk oxide crystals with sites of low
symmetry.20

Calculations on spherical particles of different diamet
were performed in order to determine the onset of the m

tisublattice spin state. Figure 14 shows the order parametS̄
and the average number of sublattices for 30 different p
ticles in zero applied field as a function of particle diamet
Two curves are plotted for relatively smooth particles w
different values of the broken bond density~BBD!, and a
third curve is plotted for a rougher particle. Roughness
created by removing surface cations at random and taking
any asperities afterward, as described in Sec. II. The res
indicate that the order parameter approaches unity as the
ticle size increases, while the average number of sublatt
is close to 8 for smaller sizes and approaches 2 as the
increases. The size threshold for this behavior is stron
dependent on parameters of the surface.

Hysteresis loops were calculated for both spherical
platelet shaped particles and in both cases we found l
coercivities and loop shifts. A simulated field-cooling proc
dure was performed, in which perturbations of 400 K/sp
were applied and the spin configuration was allowed to re
in the presence of a 100 kOe field. The perturbation w

FIG. 14. Calculated average order parameterS̄ and average
number of sublattices for 30 different NiO particles in zero appl
field as a function of diameter. The surface broken bond den
~BBD!, and rms roughness amplitude are indicated in the legen
-
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applied several times, followed by relaxation of the spin co
figuration each time, to find the lowest energy state. An
ample of such a calculation is shown in Fig. 15, for a 45
diameter, 19 Å thick platelet, with the field applied in th
plane of the platelet, which has^111& orientation. The broken
bond density in this case was 0.5. The calculated curve
hibits a large coercivity and loop shift as was found expe
mentally ~e.g., Fig. 11!. As discussed in Ref. 3, the spi
configurations in the positive and negative remanent st
are complex multisublattice states and are qualitatively
ferent, not simply 180° rotations from each other. The int
sublattice angles are not fixed, but change substantially u
cycling the field, giving rise to a variety of reversal paths f
the spins. We find that surface anisotropy and multisublat
states are key ingredients to produce simultaneous coer
ties and shifted loops.

Based on our calculated spin configurations, we find t
the stability of the two-sublattice state~versus multisublattice
states! in bulk NiO is directly related to the (J1

12J1
2) split-

ting. Since the rhombohedral contraction is known to dim
ish with increasing temperature,56 multisublattice states
should become more prevalent at higher temperatures.
suggest that considerations of multisublattice ordering m
be useful in describing critical behavior, even in bulk NiO

In summary, we have observed large moments in N
nanoparticles, as well as large coercivities and loop shift
low temperatures. These observations are consistent
multisublattice spin configurations which follow directl
from bulk exchange parameters and considerations of
coordination at surface sites. Specifically, we find that
stability of the two-sublattice state over multisublattice sta
in bulk NiO is directly related to the small exchange ter
(J1

12J1
2), and that the low coordination at surface sit

tends to make multisublattice states more stable. This c
petition between bulk an surface energies results in
finite-size effect. We show that this finite-size effect c
have a profound effect on low-temperature hysteresis pr
erties, giving rise to simultaneous coercivity and loop sh
when surface and bulk anisotropies are included. We sug
that multisublattice states become more important at h
temperatures, even in bulk materials.

ty
.

FIG. 15. Calculated field-cooled hysteresis loop for a 45 Å
ameter, 19 Å thick NiO platelet. Field is applied in the plane of t
platelet, which haŝ111& orientation.
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