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Strong charge fluctuations in the single-electron box: A quantum Monte Carlo analysis
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We study strong electron tunneling in the single-electron box, a small metallic island coupled to an electrode
by a tunnel junction, by means of quantum Monte Carlo simulations. We obtain results, at arbitrary tunneling
strength, for the free energy of this system and the average charge on the island as a function of an external
bias voltage. In much of the parameter range an extrapolation to the ground state is possible. Our results for the
effective charging energy for strong tunneling are compared to earlier—in part controversial—theoretical
predictions and Monte Carlo simulations.@S0163-1829~99!03108-2#
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I. INTRODUCTION

In the last few years, charging effects in low-capacitan
tunnel junctions have been studied extensively, on one h
because of their possible practical applications in sing
electron devices, on the other hand because of interes
theoretical questions related to them. These mesoscopic
nel junctions are generic examples of macroscopic quan
systems with discrete charge states and dissipation.1–3 They
can be fabricated by modern lithographic techniques w
junction capacitances as low as;10215– 10216 F. In these
systems, single-electron tunneling is strongly influenced
the Coulomb interaction at temperaturesT,EC /kB;1 – 10
K. The simplest device displaying these effects is the
called single-electron box, where a metallic island is co
nected via a capacitorCG and a tunnel junction with capac
tanceCJ to a gate voltage sourceVG.4 This external voltage
polarizes the system, which allows a continuous tun
of the properties of the box. The~bare! charging energy of
the system is given by a set of parabolasE(nG ,n)5EC(nG
2n)2 as a function of theintegernumbern of excess elec-
trons in the island and thecontinuousdimensionless gate
charge nG5CGVG /e. The energy scale and curvature
small nG is given byEC5e2/2C. It depends on the capac
tance of the islandC5CG1CJ , ande, the electronic charge
The charging energy is minimized ifn is as close tonG as
possible. Hence at low temperatures,kBT!EC , and very
weak tunneling in high resistance junctions,Rt@RK[h/e2,
n increases in a stepwise fashion asnG is increased. In the
range21/2<nG<1/2, which for definiteness we consider
the following, the ground state corresponds ton50, i.e.,
E0(nG)5E(nG,0). At finite temperatures, higher charg
states are excited, and the expectation value^n&T has
smeared steps, approaching a linearnG dependence at high
T.

In the weak tunneling limit one can proceed perturb
PRB 590163-1829/99/59~8!/5728~10!/$15.00
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tively in an expansion in the dimensionless junction cond
tance

a t5
1

4p2

RK

Rt
. ~1!

In lowest order, transport by sequential single-electron t
neling processes is described by the ‘‘orthodox theory.’’5 On
the other hand, the perturbation theory also shows that e
librium properties, such as the ground-state energyE0(nG)
and the low-temperature expectation value of the cha
^n&5nG21/(2EC)dE0(nG)/dnG get renormalized by elec
tron tunneling processes. The latter is observable as a w
ening of the Coulomb blockade.6,7 In first order in a t one
finds for the two quantities1,8–11

EC* [
1

2

d2

dnG
2

E0~nG!U
nG50

5EC@124a t1O~a t
2!# ~2!

and ~for 21/2,nG,1/2)

^n&5a t lnS 112nG

122nG
D . ~3!

We observe that even for weaka t the corrections are mos
pronounced near the degeneracy pointsnG561/2. In fact, at
the degeneracy points and low temperatures any order
turbation theory fails.

In order to cover stronger tunneling and/or a closer vic
ity of the degeneracy points various theoretical approac
have been pursued. Systematic higher order expansionsa t
have been performed for equilibrium,12,13as well as transpor
properties.14 These expansions describe the system well
weak to intermediate tunneling strength as long as the de
eracy points are avoided or the temperature is not too l
Renormalization-group~RG! techniques10,15as well as a par-
5728 ©1999 The American Physical Society
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tial summation of arbitrary order processes, accounting
resonant tunneling phenomena,16 cover the regime of stron
ger tunneling. However, these RG approaches have con
trated on two adjacent charge states and require specifyi
high-frequency cutoff of the order of the charging energ
thus, introducing an uncertainty, which prohibits a quant
tive comparison. This limitation has been overcome in
recent work of Ko¨nig and Schoeller17 within a ‘‘real-time
RG’’ approach. By including higher charge states they obt
cutoff-independent results. Concentrating on the renorm
ization of the density matrix they can further cover noneq
librium and transport properties. A cutoff-independent e
pression for E0(nG) had also been obtained within
‘‘noncrossing’’ approximation scheme.11

When Rt is lower, closer toRK , the electron tunneling
leads to strong fluctuations of the charge on the island fo
values ofnG . In the limit of high tunneling conductance
1/a t can be treated as a small parameter and nonperturb
effects emerge. Also in this regime a RG analysis has b
formulated.8 Instanton techniques have been developed
the equilibrium properties,18,19 as well as a real-time saddl
point expansion for transport properties.20 All these
approaches19–23 arrive at the conclusion that in the stron
tunneling regime the charging energyEC* is renormalized as

EC* 5 f ~a t!EC exp~22p2a t!. ~4!

While there exists general consensus about the expone
dependence ofEC* on a t , much controversy remains abo
the pre-exponential factor. The instanton analysis of Ref.
yields f (a t)}a t for EC* ,kBT!EC ~which is confirmed by
the quasiclassical approach20! and f (a t)}a t

2 in the limit
kBT!EC* . In contrast, in Ref. 22 a cubic dependencef (a t)
}a t

3 has been found, while Ref. 23 reports a linear dep
dence for all temperatures. This controversy is one of
motivations for us to revisit the problem.

The expression~4! demonstrates that values ofa t*0.1
already correspond to strong tunneling, resulting in a s
stantial renormalization.@Accordingly, a dimensionless con
ductance with different numerical coefficients, more suita
for the strong tunneling regime could be defined. To av
confusion, we prefer to use the weak-tunneling expans
parameter, as defined in Eq.~1!, throughout this paper.# In
principle, Coulomb blockade effects survive atT50 for any
value ofa t . For instance, clear signs of Coulomb blocka
have been observed fora t;0.84.7 But the experimental ob
servation of such effects for even largera t requires exponen
tially low temperatureskBT&EC* , and therefore is hard to
achieve. Thus, it is of most practical interest to investig
electron tunneling for values ofa t of order 1 and less. Fo
this purpose, and in order to fill the gap between the lim
covered by the analytic approaches, we analyze the prob
numerically by Monte Carlo~MC! techniques.

MC results for the renormalized charging energyEC* had
been obtained before by different groups,15,23,24 and in the
limit of small a t there is a very good agreement among
recent data23,24 and those of perturbation theory.12 However,
deviations arise fora t*0.2. They increase with increasin
a t and have asystematiccharacter, hard to explain within th
error bars. One possible source for the discrepancy for la
a t*0.4 could be the fact that the simulations of Ref. 24 w
r
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done down to substantially lower temperatures~typically
kBT*231023EC) than those of Ref. 23 (kBT*1022EC).
But this does not account for the differences at smallera t
&0.4 where the temperaturekBT;1022EC was found to be
sufficient for convergence. The published MC data are a
not sufficient to resolve the discrepancy concerning the p
actor in Eq.~4!.

Other physical quantities of interest are the ground-s
energy of the systemE0(nG) ~i.e., the lowest energy band!
and the average charge on the island^n& as a function of the
gate chargenG for general values of the tunneling streng
a t . These quantities have been studied analytically in
limits of weak10,11,16and very strong tunneling,15,19 at finite
~not too low! temperatures,25,26 as well as by the real-time
RG analysis of Ref. 17, which appears to cover a lar
parameter range. It is clearly of interest to extend these
vestigations to intermediate values ofa t and low tempera-
ture, and to control the analytic results by numerical mea

This paper is devoted to a detailed MC analysis of
single-electron box in the regimes of weak to strong tunn
ing 0<a t&1. In Sec. II, we describe the model and th
computational method employed in our calculations. T
MC results for the renormalized charging energy at low a
finite temperatures are presented in Sec. III. In Sec. IV,
present the free energyF(nG) as a function of the gate volt
age, and we show results for the mean charge on the isl
A discussion of our results and of their relation to other wo
is given in Sec. V.

II. MODEL AND COMPUTATIONAL METHOD

A. Basic formalism

The grand partition function of the single-electron b
can be represented in terms of the path integral1

Z~nG ,a t!5E dw0 (
m52`

`

exp~2p imnG!

3E
w0

w012pm

Dw exp~2S@w#!. ~5!

Here the ‘‘phase’’ variablew(t) is conjugate to the island
charge, andm is the ‘‘winding’’ number of the compact vari-
ablew. The effective actionS@w# is given by

S@w#5
1

4EC
E

0

bS dw

dt D 2

dt12E
0

b

dtE
0

b

dt8a~t2t8!

3sin2Fw~t!2w~t8!

2 G , ~6!

where the first and the second terms account for the char
energy and the electron tunneling, respectively. The ke
a(t) reads in Fourier representation

a~t!52
p

b
a t(

n
uvnuexp~ i tvn!, ~7!

for Matsubara frequencies smaller than the electronic ba
width uvnu!D. For D@kBT, which will be considered here
the kernel takes the forma(t)5a t(pkBT)2/sin2(pkBTt).
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Apart from the bare charging energy scaleEC , the dimen-
sionless conductancea t , and the temperature, the model d
pends on the gate chargenG , which is proportional to the
applied gate voltage.

The effective action and partition function can be rewr
ten in terms of the phase fluctuationsu(t)5w(t)
22pmt/b, with boundary conditionu(0)5u(b), in the
form

Z5 (
m52`

`

exp~2p imnG!I m~a t ,b!. ~8!

The coefficients I m(a t ,b)5*Du exp(2Sm@u#) are to be
evaluated with the effective actionSm@u(t)#5S@u(t)
12pmt/b#. They depend on the winding numberm, the
temperature, and the tunneling conductance, but are inde
dent of the gate chargenG . Thus, from a computationa
point of view, the problem reduces to calculating the relat
values ofI m(a t ,b), which can be obtained from the Mont
Carlo simulations apart from an overall normalization co
stant. Since the partition function is even and periodic w
respect tonG , Z(nG)5Z(2nG)5Z(nG11), we can restrict
our discussion to the region 0<nG<0.5.

For low-tunneling conductance, the island charge is qu
tized and at zero temperature the average number of ex
electrons in the box̂n& is a staircase function of the extern
voltage. In general, at finite temperatures and arbitrary t
neling the average charge can be determined from the
energyF52kBT ln Z of the island by

^n&5nG2
1

2EC

]F

]nG
. ~9!

From the gate-voltage dependence of the free energy
can, further, define a temperature-dependent effective ch
ing energy for the single-electron box as

EC* ~T!5
1

2

]2F

]nG
2 U

nG50

5ECS 12
]^n&
]nG

U
nG50

D . ~10!

The zero-temperature limit of this quantityEC* [EC* (0) is the
renormalized charging energy discussed in the introduct
It coincides with the classical energy scaleEC for weak tun-
neling (a t!1), but is renormalized in systems with strong
tunneling conductance. At high temperatures, the free en
F(nG) depends weakly onnG , and the curvatureEC* (T)
approaches zero. By using Eqs.~8! and ~10!, this effective
charging energyEC* (T) can also be expressed as

EC* ~T!52p2kBT^m2&nG50 , ~11!

where^m2&nG50 is a moment of the coefficientsI m(a t ,b).

B. Monte Carlo method

MC simulations have been carried out by the stand
discretization of the quantum paths intoN ~Trotter number!
imaginary-time slices.27 In order to keep roughly the sam
precision in the calculated quantities, as the temperatur
reduced, the number of time-slicesN has to increase as 1/T.
We have found that a valueN54bEC is sufficient to reach
-
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convergence ofI m , even for the lowest studied temperatur
and for strong tunneling, where convergence has been
ported to be slower.24 Thus, the imaginary-time step em
ployed in the discretization of the paths isDt5b/N
;1/(4EC). This means that the high-energy cutoffvc asso-
ciated with this discretization isvc;2p/Dt'25EC . Re-
peating the calculation for a few data points with higher v
ues ofN and high-energy cutoff did not change our resul

The classical Metropolis MC sampling28 has been used to
obtain finite-temperature results, and to extrapolate, wh
possible, toT50. The partition function has been sample
according to Eq. ~8! for temperatures down tokBT
5EC /500. These low temperatures were necessary to de
mine the zero-temperature effective charging energy
large tunneling conductance~see below!. A simulation run
proceeds via successive MC steps~MCS!. In each MCS, all
path-coordinates are updated. At each studied tempera
the maximum distance allowed for random moves was fix
in order to obtain an acceptance ratio of about 50%. For e
set of parameters (a t , T), we generated;33105 quantum
paths for the calculation of ensemble-averaged values.
starting configuration for the MC runs was taken after syst
equilibration at the considered temperature. In gene
equilibration runs of about 23104 MCS were sufficient, but
in some extreme cases, especially for strong tunneling c
ductance, equilibration runs of about 13105 MCS were nec-
essary.

In some cases, the acceptance ratio for jumps betw
different winding numbers during a MC run becomes ve
low, and sampling by direct jumps is inefficient. This ha
pens, in particular at high temperatures (kBT.EC), where
I m /I 0 is very small formÞ0 and at low temperatures~espe-
cially for strong tunneling!, where the most relevant phas
paths for different winding numbers are very different.
these cases, we have calculatedI m8 by carrying out simula-
tions for fixed winding number~e.g.,m), and evaluating in
this fixed-m ensemble the average value

Rmm85^exp~Sm@u#2Sm8@u#!&m ~12!

for mÞm8. The average valueRmm8 so defined coincides
with the ratioI m8 /I m , since by definition we have

I m8
I m

5
*Du exp~2Sm@u#!exp~Sm@u#2Sm8@u#!

*Du exp~2Sm@u#!
. ~13!

It is obvious that these average values fulfill the relati
Rm8m51/Rmm8 . We have checked that the results of our M
simulations satisfy this consistency relation within the sta
tical noise. We have also checked for some sets of par
eters (T, a t) that this method of calculating relative values
I m gives the same results as the direct Metropolis method
which the winding number changes during a MC run.

The MC method allows us to calculate the partition fun
tion Z as a function ofT, a t , andnG . There is, however, a
limitation on the parameter range that can be studied by
method. As noted in earlier publications,15,24 due to the term
exp(2pimnG) in Eq. ~8!, the ratio Z(nG)/Z(0) for nGÞ0
rapidly approaches 0, as the temperature is lowered. S
the MC method provides the coefficientsI m with a limited
accuracy, the partition functionZ(nG) can be determined in
a reliable way only when the ratioZ(nG)/Z(0) is larger than
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the numerical error inI m . The temperature range where r
liable results can be obtained for a given value ofnGÞ0
reaches to lower values asa t is increased, since the larger
a t , the slowerZ(nG)/Z(0) decreases at lowT. We found
empirically that the lowest temperature for which the who
range 0<nG<0.5 can be studied by the present method w
sufficient accuracy, scales roughly askBTmin;EC* (0)/20.
On the other hand, this limitation does not apply fornG'0.
Hence, the effective charging energyEC* (T) can be evalu-
ated down to much lower temperatures.

III. EFFECTIVE CHARGING ENERGY

A. High-temperature regime

At high temperatures (kBT@EC), the partition function of
the single-electron box, including the effect of electron tu
neling, can be approximated by an expression similar to
classical result22

Z. (
n52`

`

exp@2bẼC~n2nG!2#

5 (
m52`

`

expF2p imnG2
p2m2

bẼC~T!
G . ~14!

The temperature-dependent parameterẼC(T) takes into ac-
count quantum fluctuations. It reduces to the bare charg
energyEC both in the weak tunneling limit and at high tem
peratures. In the second form we made use of a Pois
resummation to establish the relation to the winding num
representation. At sufficiently high temperatures, where o
winding numbersm50,61 have a non-negligible contribu

tion (I m /I 0!I 1 /I 0 for umu.1), ẼC(T) is well defined. In
this case Wang and Grabert22 expressed the result of a sem
classical calculation, where Gaussian fluctuations around
classical paths are allowed, in the form~14!. They find

ẼC~T!5
EC

112a tbEC
. ~15!

As the temperature is lowered,ẼC(T) decreases as quantu
fluctuations become more prominent. At still lower tempe
tures it is not guaranteed that the partition function can
parametrized in the form~14!.

If the partition function is of the form~14! andẼC(T) can
be defined, the latter is related to the effective charging
ergy EC* (T), Eq. ~10!, by

EC* ~T!5
4p2

b
expF2

p2

bẼC~T!
G . ~16!

This implies that at high temperatures,EC* (T) vanishes pro-
portional toT exp@2p2/(bEC)#.

We determinedẼC(T) by fitting the coefficientsI m ob-
tained from the MC simulation to a Gaussian profile.
sufficiently high temperatures, whereI m converges quickly
as a function ofm, this is obviously possible. For this rang
the results are shown in Fig. 1. Our data points~symbols! are
compared with the expression~15! ~continuous lines! for
h
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e

g
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e
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t

several values ofa t . An increase in the strength of tunnelin

and quantum fluctuations leads to a decrease ofẼC . We
observe good agreement between MC and analytic result
to bEC;0.2, even for the highest junction conductance co
sidered. For larger values ofb the high-temperature approx
mation ~15! becomes insufficient, dropping below the M
results.

In the temperature range shown in Fig. 1, the tempera
dependence of the effective charging energyEC* (T) is domi-
nated by the exponential term in Eq.~16!, i.e., we find van-
ishingly low values forEC* , irrespective of the strength o
the tunneling conductance.

B. Low-temperature regime

We now turn to the low-temperature region, where t
quantum fluctuations of the island charge dominate the th
mal fluctuations and are responsible for the reduction of
effective charging energyEC* (T). The latter can be conve
niently calculated from the mean-square winding number
tained from MC simulations at finite temperatures, see
~11!. Our results are displayed in Fig. 2 for several values
the tunneling conductancea t50, . . . ,0.4. In general,EC* (T)
grows as the temperature is lowered, and reaches a pla
the renormalized charging energyEC* (0), at low T. This
saturation ofEC* (T) should be found for any value ofa t .
However, for growinga t lower and lower temperatures ar
required, consistent with the corresponding decrease
EC* (0), which sets the scale for the convergence.

At low temperatures one can also employ an alterna
method of calculation ofEC* , and thus provide a consistenc
check. To do so, we first expand the free energy of the s
tem in powers ofnG ,

FIG. 1. The parameterẼC(T) is plotted in the high-T region, for
several values of the tunneling conductancea t . Symbols indicate
results of the Monte Carlo simulations:a t50.1 ~circles!, 0.3
~squares!, 0.5 ~triangles!, and 1~diamonds!. Error bars are smaller
than the symbol size. Lines correspond to Eq.~15!, derived from
semiclassical calculations in Refs. 22 and 29.



P
ca

o

it

ce.
r-
q.

is
l,

our

-

in

ing
er

on

ach
of

ct
istri-
ncy
p-

e of

lts
ce:

24
al

ear-

t

o
o

5732 PRB 59CARLOS P. HERRERO, GERD SCHO¨ N, AND ANDREI D. ZAIKIN
F~nG ,T!5EC* ~T!nG
2 1A4~T!nG

4 1A6~T!nG
6 1•••.

~17!

Taking a derivative of the partition function in Eq.~8! with
respect tonG we find

A4~T!5
2p4

3b
@3^m2&22^m4&#nG50 , ~18!

A6~T!5
4p6

45b
@^m6&215̂ m4&^m2&130̂ m2&3#nG50 ,

~19!

and analogous expressions for the higher order terms.
vided that the low-temperature behavior is regular we
conclude from Eq.~11! that for bEC* (0)@1, the average
^m2& diverges aŝm2&}b. Similarly, one haŝm4&}b2 and
^m6&}b3 in this limit. Since the coefficientsAn(T) are finite
at all temperatures includingT50, one obtains

^m4&/^m2&2531O~1/b!, ^m6&/^m2&35151O~1/b!,
~20!

and similar relations for the higher moments ofm. This im-
plies that at lowT the distribution of the coefficientsI m must
be close to a Gaussian function ofm, up to high winding
numbersumu&bEC* (0). In other words, in the limit of lowT
we can rewriteI m in the form

I m}exp@2a2~T!m22a4~T!m42•••#, ~21!

with a2(T);1/(bEC) and a4(T);1/(bEC)2. Hence, we
havea4(T)/a2(T);1/(bEC) †the latter relation can be als
derived from the fact thatI m(T) scales at lowT as I m(T)

FIG. 2. Effective charging energyEC* (T) as a function of tem-
perature for several values of the tunneling conductance. From
to bottom:a t50 ~continuous line!, 0.1 ~squares!, 0.2 ~open circles!,
0.3 ~black circles!, and 0.4~diamonds!. Dashed lines are guides t
the eye. Error bars are of the order of the symbol size, unless sh
explicitly.
ro-
n

5I@m/AbEC#‡. Combining Eqs.~8! and ~21! and defining

ẼC(T)5p2/ba2(T) one obtains in the low-temperature lim

Z.A p

bẼC~T!
(
m

exp†2p imnG2p2m2/@bẼC~T!#‡.

~22!

This relation is valid only for small values ofnG , since for
nG'1/2 the sum converges slowly and higher values ofm,
for which theI m are no longer Gaussians, gain importan
Note that this expression for the partition function is fo
mally identical to the high-temperature form given in E
~14!. An expression similar to Eq.~22! for the low-
temperature partition function was given in Ref. 22.

It is easy to show that in the limitT→0 the two quantities

ẼC(0) andEC* (0) coincide with each other. Indeed, in th
limit the sum in Eq.~22! can be replaced by an integra

giving ^m2&nG505bẼC(0)/(2p2) and the identityẼC(0)

5EC* (0) becomes obvious. At low but finiteT one finds
from Eq. ~22!

EC* ~T!

ẼC~T!
.124bẼC~T!exp@2bẼC~T!#. ~23!

The relations described above are well reproduced by
numerical MC analysis. Consistent with the relation~22!, at
low T the coefficientsI m are well described by a single
Gaussian function, up to high values ofm, characterized by

only one parameterẼC(T). This parameter is presented
Fig. 3 as a function of temperature fora t50.5. Also shown

are the results forEC* (T). The data points forẼC(T) are
indicated by open squares, those for the effective charg
energyEC* (T) by black circles. Both converge to each oth

on a temperature scale set byẼC(T), consistent with Eq.
~23!. We also note that both functions converge to a comm
plateau at low temperatures, which definesEC* (0). Similar
convergence is found for all other values ofa t ; the results

for EC* (T) andẼC(T) derived from our MC simulations are
indistinguishable~within the statistical noise! for tempera-
tures lower than;EC* (0)/(5kB).

Clearly, the two methods are not independent from e
other. They are equivalent once the Gaussian distribution
the coefficientsI m has been established. However, the fa
that at low temperatures the data display the Gaussian d
bution with the required accuracy provides a consiste
check for our MC procedure. The combination of both a
proaches increases the reliability by reducing the chanc
systematic errors.

For comparison we also present in Fig. 3 the MC resu
of two different groups for the same tunneling conductan
diamonds24,29 and open circles.23 All of them are compatible
with those obtained here except for those found in Ref.
for bEC5500, which lie clearly higher than our gener
trend.

The results obtained forEC* (0) from the low-temperature

limit of EC* (T) and ẼC(T) are shown in Fig. 4 as black
symbols. For comparison, we also present analytic and
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lier MC results. In Fig. 4~a!, we show the data for low to
intermediate values of the tunneling conductance 0<a t
<0.4 and in part 4~b! we present the effective charging e
ergy EC* (0) for the strong-tunneling regime on a semilog
rithmic plot. Our MC results~black symbols! follow closely
those given by Hofstetter and Zwerger in Ref. 23~open tri-
angles!, while for a t.0.3 the MC data of Wanget al.24

~open squares! are systematically higher than those fou
here.

For completeness we add that very recently Go¨ppert
et al.13 carried out MC simulations in the charge represen
tion @open circles in Fig. 4~b!#, which implies an expansion
in a t , rather than the phase representation employed
and in previous MC simulations.23,24

In the figure we also present the analytic results of per
bation expansions in the tunneling conductance up to sec
~dashed-dotted line! and third order~continuous line!. In
third-order, Go¨ppert et al.13 found for the zero-temperatur
renormalized charging energy

EC* ~0!

EC
5124a t1A2a t

21A3a t
31O~a t

4!, ~24!

with A2 5 5.066 andA3521.457. We also show thea t

dependence of the renormalized charging energyEC* (0), as
obtained from the real-time RG calculations17 ~dashed line!.
Our numerical values forEC* (0) agree with the results of th
perturbation expansion and the RG approach fora t&0.3.

FIG. 3. Convergence of the low-temperature effective charg
energy EC* (T) as a function of the temperature, for a tunneli
conductancea t50.5. The results of the present MC simulations a

represented by black symbols. Open squares are results forẼC(T)
derived from our Monte Carlo simulations. For comparison, res
for EC* (T) found in earlier MC simulations for the same tunnelin
conductance are given: Diamonds, data of Wanget al. ~Ref. 24!;
open circle, data point of Hofstetter and Zwerger~Ref. 23!. Error
bars are shown when they are larger than the symbol size.
horizontal-dashed line indicates the value to which our results c
verge at low temperature.
-

-

re

r-
nd

In Fig. 4~b! we display results forEC* (0) for stronger
tunneling and compare with the predictions of several a
lytical calculations. In this regime the weak-tunneling expa
sions fail, while the real-time RG results17 ~dashed line!
show a qualitatively correct trend throughout. Already f
a t*0.5 our MC results get close~within the error bars!
to the result obtained by a nonperturbative instan
calculation19 ~bold line!

g

s

he
n-

FIG. 4. Low-temperature effective charging energy,EC* (0): ~a!
in the conductance region up toa t50.4, and~b! for strong tunnel-
ing. Black symbols: results of the present MC simulations. D
from earlier simulations are represented by open symbols: triang
from Ref. 23, squares from Ref. 24, and circles from Ref. 13. T
dashed-dotted and continuous lines correspond to second- and
order perturbation theory ina t , respectively. The dashed line rep
resents the real-time RG of Ref. 17. The bold and dotted lines in~b!
correspond to nonperturbative calculations in Refs. 19 and 22
spectively.
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EC* ~0!516p4a t
2EC exp~22p2a t1g!, ~25!

whereg is Euler’s constant. Since the numerics confirms
result~25! already fora t;0.5, and since the accuracy of th
instanton analysis19 should increase witha t , we expect that
Eq. ~25! remains accurate also in the regimea t.0.6 not
covered by our MC simulations. For comparison, we a
present in Fig. 4~b! the result forEC* (0) found in Ref. 22 for
strong tunneling atT50 ~dotted line!, which predicts a pre-
exponential factor;a t

3 . It lies more than one order of mag
nitude higher than the results of our MC simulations.

IV. GATE-CHARGE DEPENDENCE

A. Free-energy band

The MC method employed here allows us to determ
the ‘‘free-energy band’’F(nG) as a function of the gate volt
agenG at finite temperatures. As an example, we display
Fig. 5~a! results at different temperatures for a dimensionl
conductancea t50.3. The error bars of the Monte Car
simulations associated with the free energy are larg

FIG. 5. Free energy vs the dimensionless gate voltage,nG as
obtained from Monte Carlo simulations.~a! Data for junction con-
ductancea t50.3 and different temperatures. From top to botto
kBT/EC5 0.01, 0.03, 0.05, 0.1, and 0.2. The width of the fre
energy band,F(nG50.5)2F(nG50), decreases as the temperatu
increases.~b! Same at fixed temperaturekBT50.03EC , for several
values of the tunneling conductance. From top to bottom:a t50.5,
0.3, 0.1, and 0~dashed line!. For eacha t , the free energy has bee
normalized by its value atnG50.5.
e

o

e

n
s

st

aroundnG50.5. At high temperatures,F(nG) approaches a
cosine shape,F(nG).EC* (T)@12cos(2pnG)#/(2p2), as ex-
pected for the classical limit. At low temperatures, the fre
energy band is closer to a parabolic shape, which is what
expect in the limit of vanishing junction conductancea t!1,
with deviations that are most pronounced nearnG51/2.

A complementary picture is provided in Fig. 5~b!. Here
F(nG) is plotted for fixed temperature,kBT50.03EC while
a t is varied. The band is close to a cosine function for lar
conductance, and clearly differs from this shape for sm
a t . For the ease of comparison in this figure the free ene
has been normalized for eacha t to its value atnG50.5.

The temperature dependence of the bandwidthW(T)
5F(nG50.5)2F(nG50) is shown in Fig. 6 for several val
ues of a t . For kBT.EC , one has W(T).EC* (T)/p2

.4kBT exp@2p2/(bEC)#, as follows from the high-
temperature expression forEC* (T) given in Eq.~16!. In gen-
eral, one finds thatW(T) increases as the temperature d
creases, converging to a low-temperature limit. But t
convergence is slower than that found for the renormali
charging energyEC* (0). Theblack symbols in Fig. 6 corre-
spond to the lowest temperature we could study for eacha t
value. Within the temperature range analyzed here
reached saturation ofW(T) only for a t&0.3. In this range
the low-temperature results can be fitted to an exponen
law of the form W(T50)5W0 exp(2Kat) where W0
5EC/4 andK57.660.2 ~solid line!. This is still consistent,
within the error bars, with the expression derived for we
tunneling11 W5W0(128a t ln2). For strong tunneling, one

,
-

FIG. 6. Width of the free-energy band,W5F(nG50.5)
2F(nG50), as a function of the junction conductancea t at several
temperatures. Open symbols are finite-temperature results
kBT/EC50.4 ~squares!, 0.2 ~triangles!, 0.1 ~circles!, and 0.03~dia-
monds!. Black symbols correspond to the lowest temperat
reached in our MC simulations. The continuous line is a fit to
expressionW5W0 exp(2Kat), with K57.660.2. The dashed line
is the prediction for the low-temperature bandwidth for strong tu
neling ~Ref. 19!.
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expects for the bandwidth a similar scaling as a function
a t as for the renormalized charging energy, i.e.,W(T50)
;exp(22p2at). This form, with prefactors as predicted b
the instanton calculation of Ref. 19, is shown by the das
line in Fig. 6. The comparison with our Monte Carlo resu
reveals differences. While the explicit result of Ref. 19 is n
supported, the exponential dependence may be reache
larger values ofa t than covered so far.

Note that even for weak junction conductance@where a
good convergence ofW(T) to its low-temperature value i
demonstrated#, the second derivativeF9(nG) close to nG
50.5 is still changing at the lowest temperatures conside
here. This is in line with the results of various analy
calculations,10–12,16,17 where a logarithmic divergence fo
F9(nG50.5! was found atT50. While this divergence can
not be seen directly in our finite-temperature MC simu
tions, its precursor is clearly observed:F9(nG50.5! in-
creases continuously as temperature decreases for aa t
values considered here.

B. The charge on the island

The average number of excess electrons in the island^n&
is of practical interest, since it can be measured directly
measuring the voltage of the box. It follows from the fr
energy by Eq.~9!. In Fig. 7~a! we display^n& vs the gate
chargenG at several temperatures for a dimensionless c
ductancea t50.1. As expected, at high temperature the a
erage charge follows closely the line^n&5nG , while it de-
creases for lowerT as Coulomb blockade effects becom
more pronounced. According to the numerical restriction d
cussed above for the calculation of the partition funct
Z(nG), the lowest temperature that could be studied for
values ofnG at a t50.1 waskBT;0.03EC . For these param
eters the average charge^n(nG)& has reached the zero
temperature limit for 0,nG&0.35, as can be seen from th
convergence of the curves in the figure. For gate chargesnG
closer to 0.5, no saturation is found for the temperatu
covered, and theT50 value will be lower than our finite-
temperature results. Our conclusions are supported
the real-time RG calculations by Ko¨nig and Schoeller.17

They find a zero temperaturên(nG)& close to our low-
temperature results up tonG;0.35. However, consisten
with earlier work,10–12,16 the RG calculations predict atT
50 a logarithmic divergence for the slope of^n(nG)& at
nG50.5. This is beyond the range covered by the MC da
We note, however, that the lowest temperature presente
Fig. 7~a! is not far from the lowest temperatures presen
attainable in the laboratory, as for typical values ofEC /kB
51 K andT520 mK, one haskBT50.02EC .

In Fig. 7~b! we present the dependence^n& vs nG for
several values of the tunneling conductance, as obta
from MC simulations at a temperatureT50.03EC /kB . In
this figure, the tunneling conductance increases from bot
to top, and for the largesta t shown (a t50.4) the depen-
dence is close to a linear one. For comparison, we give
the average charge for the casea t50 ~dashed line!. These
finite-temperature results compare well with those found
cently from Monte Carlo simulations in the charge repres
tation by Göppert et al.13 at a lower temperature (bEC
5104). The main difference between our finite-temperatu
f
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results and those reported in Ref. 13 is found again in
region close tonG50.5, where the above-mentioned log
rithmic divergence for]^n&/]nG is expected to appear.

In order to analyze how long Coulomb blockade effe
are observable it is convenient to study the derivat
]^n&/]nG as a function ofnG . For a tÞ0 this derivative has
its maximum atnG50.5, and it approaches a plateau arou
nG50, the height of which is related toEC* (T) by Eq. ~10!.
This decrease is a measure for the strength and observa
of charging effects. The results of our MC simulations a
presented in Fig. 8 for tunneling conductances in the ra
0.1<a t<0.5, at temperaturekBT50.03EC (a t decreases
from top to bottom!. For convenience we normalize
]^n&/]nG by its value atnG50.5 for eacha t . We see that
even for the highest conductance presented,a t50.5, charg-
ing effects remain observable in the range of temperatu
comparable to the correspondingEC* (0)/kB : the decrease o
]^n&/]nG at nG50 as compared to the value fornG50.5 is
;3%. A similar conclusion can be reached for other valu
of a t , i.e., charging effects should be observable~at least! at
temperatures of the order ofEC* (0)/kB even in the limit of
large junction conductances. These results are compa
with recent measurements by Chouvaevet al.,7 where clear

FIG. 7. Average number of excess electrons,^n&, in the single-
electron box.~a! For a dimensionless conductancea t50.1 at vari-
ous temperatures. From top to bottom:kBT/EC 5 0.6, 0.2, 0.1,
0.04, and 0.03.~b! At temperatureT50.03EC /kB for several values
of a t . From top to bottom:a t5 0.4, 0.3, 0.2, and 0.1. For com
parison, the average charge fora t50 is also given~dashed line!.
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signs of the persistence of charging effects were observe
a sample with an effective conductance as large asa t
'0.84, even at temperatures larger than the renormal
charging energy.

V. DISCUSSION

The detailed MC analysis carried out in the present pa
allows us to determine the low-temperature values of
renormalized charging energyEC* for a single-electron box in
the range of weak to strong tunneling 0<a t&0.6. Our MC
data interpolate well between the perturbative results12 and
those of a nonperturbative instanton analysis19 in the limits
of low and higha t , respectively. Our data demonstrate th
the third-order perturbation theory13 yields quantitatively
correct values forEC* for a t&0.3. On the other hand, we fin
quantitative deviations at higher values ofa t .

A similar conclusion has to be drawn concerning the
lidity of the RG approach of Ref. 17. This approach is n
equivalent to a direct perturbative expansion12,13 in a t since
it allows for a partial summation of diagrams in all orders
a t . On one hand, for largea t it works better than the per
turbative expansion,13 capturing the qualitatively correc
trend of the renormalized charging energyEC* to decrease
with increasinga t up to high values. On the other hand, t
neglect of higher-order vertex corrections in the RG m
lead to quantitative errors at largea t . While the explicit
validity range of the RG analysis is difficult to establish an
lytically, the corresponding information can be extract
from a comparison to the MC data. This comparison reve
differences between the RG approach17 and the MC data for
a t*0.3.

For stronger tunneling we expect a crossover to an ex
nential dependence ofEC* on a t . This is clearly shown by
our MC data already ata t*0.5, where it approaches th
result of Ref. 19. This crossover is not displayed by the p
turbative expansions in powers ofa t , and from a genera
point of view it appears that it cannot be captured within a

FIG. 8. Derivative of the mean charge in the island with resp
to the gate voltage]^n&/]nG for different values ofa t at kBT
50.03EC . From top to bottom:a t50.5, 0.4, 0.3, 0.2, 0.1. The
dashed line corresponds to the absence of electron tunnelinga t

50). For eacha t , the corresponding curve has been normalized
the value atnG50.5.
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finite-order expansion. For this reason also MC algorith
formulated in the charge representation may be limited to
too large values ofa t . On the other hand, the real-time R
result17 has been fitted to the exponential dependence~4! for
0.5&a t&1, but it requires a substantially different pre
exponential functionf (a t) as compared to that found withi
the instanton approach.19

Additional support for both the analytical results obtain
in Ref. 19 and our numerical data in the strong tunnel
regime comes from an independent MC calculation of R
30. These authors analyzed numerically the correla
^cos@w(t)2w(0)#& as a function of temperature at differe
values ofa t , and observed a sharp crossover in the beha
at a temperatureT* (a t). Since this temperature should b
close to the renormalized charging energyT* (a t)
;EC* (0)/kB , it is interesting to compare both quantities f
different values ofa t . This comparison, carried out in Re
21, revealed a very good agreement of the data forT* (a t)
~Ref. 30! with the result of the instanton calculation~25! ~see
Fig. 1 in Ref. 21!, which in turn agrees with our MC data i
the strong tunneling regime.

Our numerical data forEC* are in agreement with the pre
vious MC data of Ref. 23, extending them to largera t and to
substantially lower values of the temperature. Although
accuracy of our MC analysis is higher as compared to t
achieved in Ref. 23~the error bars are smaller and the num
ber of points higher!, it is satisfactory to observe that ou
data show the same trend as that found in Ref. 23. Com
ing our results to the MC data of Ref. 24 we find goo
agreement for lowa t&0.3, while for larger values ofa t their
data aresystematically higher, clearly showing a different
trend with increasinga t as compared to the one indicated b
our data. There are several reasons why we believe that
discrepancy cannot be ascribed to insufficiently low tempe
tures used in our simulation

~i! For all studied values ofa t&0.6, the calculatedEC* (T)
increases smoothly as the temperature is lowered an
clearly saturates atkBT&EC* (0)/5 ~see Fig. 2!. The tempera-
tureT5231023EC /kB is sufficient to observe saturation fo
all a t up to ;0.6. Moreover, a systematic difference b
tween our data and those of Ref. 24 exists already at r
tively low-tunneling strengths 0.2&a t&0.4, where the satu
ration of EC* (T) was observed by all groups already atkBT
*1022EC , i.e., well above the lowest temperature employ
in our simulations.

~ii ! The quantity ẼC(T) converges tothe samevalue
EC* (0), showing saturation at approximately the same te
peratureT&EC* (0)/(5kB) as EC* (T). This convergence is
clearly seen in Fig. 3 fora t50.5. The same behavior o

ẼC(T) was observed for all other values ofa t . Since the

valuesEC* (T) andẼC(T) were calculated independently, th
chance of systematic errors is reduced. Furthermore, th
two quantities monotonously converge to the same va
from below and from above, respectively, thus providing
lower and an upper bound forEC* (0) at eachT. According to
Eq. ~23! these bounds should merge at sufficiently low te
peratures. This is exactly what our data demonstrate.

~iii ! The lowest temperature reached in our MC simu
tions and in those of Refs. 24 and 29 is the same. We obs

t

y
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~see, e.g., Fig. 3 fora t50.5) that at higher temperature
kBT/EC;0.01 the data of Wang29 are still fully consistent
both with Ref. 23 and with our data. However, the da
point24,29at a lowerkBT/EC;0.002 is by more than a facto
of 2 higher than all other points. Neither was this result co
firmed by our MC analysis, nor do we see any physical r
son for such a rapid jump ofEC* (T) at low T, where this
quantity should already approach its zero-temperature va

Very recently one more numerical study of the renorm
ized charging energy in the strong tunneling regime was p
formed in Ref. 13, using a different MC algorithm. The da
points in Ref. 13 lie in-between our data and those of R
24. Unfortunately, the error bars in Ref. 13 are large fora t
.0.4, thus making a detailed comparison difficult at th
stage@see Fig. 4~b!#.

In summary, the Monte Carlo method employed here
been shown to be well suited to study charging effects in
presence of an external voltage at not-too-low temperatu
An important advantage of the MC analysis is that it cov
both perturbative and nonperturbative regimes and allow
s
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n
b

re
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s
e
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s
us

to describe a crossover between them. We conclude tha
combination of the expansion~24!, the instanton result~25!
and the numerical data covers all values ofa t , thus provid-
ing complete information about the renormalized charg
energyEC* at low temperatures. The temperature range
which results for the average charge in the island^n& can be
obtained for 0<nG<0.5, covers most of the temperature r
gion actually studied in the experiments. The Monte Ca
simulations indicate that charging effects are observable
the single-electron box even for strong tunneling, at tempe
tures of the order ofEC* (0)/kB .
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