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Strong charge fluctuations in the single-electron box: A quantum Monte Carlo analysis
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We study strong electron tunneling in the single-electron box, a small metallic island coupled to an electrode
by a tunnel junction, by means of quantum Monte Carlo simulations. We obtain results, at arbitrary tunneling
strength, for the free energy of this system and the average charge on the island as a function of an external
bias voltage. In much of the parameter range an extrapolation to the ground state is possible. Our results for the
effective charging energy for strong tunneling are compared to earlier—in part controversial—theoretical
predictions and Monte Carlo simulatio$0163-182609)03108-2

[. INTRODUCTION tively in an expansion in the dimensionless junction conduc-
tance
In the last few years, charging effects in low-capacitance
tunnel junctions have been studied extensively, on one hand 1 Rk
because of their possible practical applications in single- at:4_7_r2 Et @)

electron devices, on the other hand because of interesting

theoretical questions related to them. These mesoscopic tuh? lowest order, transport by sequential single-electron tun-
nel junctions are generic examples of macroscopic quantumeling processes is described by the “orthodox theordh
systems with discrete charge states and dissipatiohey  the other hand, the perturbation theory also shows that equi-
can be fabricated by modern lithographic techniques witHibrium properties, such as the ground-state endtgfng)
junction capacitances as low as10 °-10 ¢ F. In these and the low-temperature expectation value of the charge
systems, single-electron tunneling is strongly influenced byn)=ng—1/(2E:)dEy(ng)/dng get renormalized by elec-
the Coulomb interaction at temperatufBs.E-/kg~1—-10 tron tunneling processes. The latter is observable as a weak-
K. The simplest device displaying these effects is the soening of the Coulomb blockadé. In first order in«, one
called single-electron box, where a metallic island is condinds for the two quantitid$—1!

nected via a capacit@@; and a tunnel junction with capaci-

tanceC; to a gate voltage sourdés.? This external voltage L, 1 5
polarizes the system, which allows a continuous tuning Ec= 2 4n2 Eo(Ng) =Ec[1-4a+0(a)] (2
G

of the properties of the box. Thipare charging energy of ng=0
the szystem is giyen by a set of paraboE@¢ ,n)=Ec(Nng and (for —1/2<ng<1/2)
—n)< as a function of théntegernumbern of excess elec-

trons in the island and theontinuousdimensionless gate

chargeng=CgVg/e. The energy scale and curvature at (Ny=ayIn
smallng is given byE-=e?/2C. It depends on the capaci-

tance of the islan€=Cg+ C;, ande, the electronic charge. We observe that even for weak the corrections are most
The charging energy is minimized iif is as close t;mg as  pronounced near the degeneracy poitgs- = 1/2. In fact, at
possible. Hence at low temperaturégT<E., and very the degeneracy points and low temperatures any order per-
weak tunneling in high resistance junctios>R«=h/e?,  turbation theory fails.

()

1+2ng
1-2ng/"

n increases in a stepwise fashionras is increased. In the In order to cover stronger tunneling and/or a closer vicin-
range— 1/2<ng=<1/2, which for definiteness we con5|der in ity of the degeneracy points various theoretical approaches
the following, the ground state correspondsne 0, have been pursued. Systematic higher order expansians in

Eo(ng) =E(ng,0). At finite temperatures, higher charge have been performed for equilibriuth®as well as transport

states are excited, and the expectation va{ue; has properties-* These expansions describe the system well for

smeared steps, approaching a linegrdependence at high weak to intermediate tunneling strength as long as the degen-

T. eracy points are avoided or the temperature is not too low.
In the weak tunneling limit one can proceed perturba-Renormalization-grougRG) technique¥*°as well as a par-
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tial summation of arbitrary order processes, accounting fodone down to substantially lower temperaturggpically
resonant tunneling phenometfagover the regime of stron- kgT=2x 10 3E.) than those of Ref. 23kgT=10 2E).
ger tunneling. However, these RG approaches have conceBut this does not account for the differences at smadler
trated on two adjacent charge states and require specifyinga0.4 where the temperatukg T~ 10" 2E. was found to be
high-frequency cutoff of the order of the charging energy,sufficient for convergence. The published MC data are also
thus, introducing an uncertainty, which prohibits a quantita-not sufficient to resolve the discrepancy concerning the pref-
tive comparison. This limitation has been overcome in theactor in Eq.(4).
recent work of Kmig and Schoelléf within a “real-time Other physical quantities of interest are the ground-state
RG” approach. By including higher charge states they obtairenergy of the syster&y(ng) (i.e., the lowest energy band
cutoff-independent results. Concentrating on the renormaland the average charge on the islgnil as a function of the
ization of the density matrix they can further cover nonequi-gate chargeng for general values of the tunneling strength
librium and transport properties. A cutoff-independent ex-o,. These quantities have been studied analytically in the
pression for Eo(ng) had also been obtained within a limits of weak®''®and very strong tunnelinty;*® at finite
“noncrossing” approximation scherre. (not too low temperature$>2® as well as by the real-time
WhenR; is lower, closer toR, the electron tunneling RG analysis of Ref. 17, which appears to cover a larger
leads to strong fluctuations of the charge on the island for albarameter range. It is clearly of interest to extend these in-
values ofng. In the limit of high tunneling conductances, vestigations to intermediate values @f and low tempera-
1/a; can be treated as a small parameter and nonperturbatiygre, and to control the analytic results by numerical means.
effects emerge. Also in this regime a RG analysis has been This paper is devoted to a detailed MC analysis of the
formulated? Instanton techniques have been developed fogingle-electron box in the regimes of weak to strong tunnel-
the equilibrium propertie¥!° as well as a real-time saddle ing O<a,<1. In Sec. Il, we describe the model and the
point expansion for transport propert®s.All these computational method employed in our calculations. The
approaché$=2 arrive at the conclusion that in the strong MC results for the renormalized charging energy at low and

tunneling regime the charging energy. is renormalized as finite temperatures are presented in Sec. lll. In Sec. IV, we
. 5 present the free enerdy(ng) as a function of the gate volt-
Ec=f(ap)Ecexp—27°qy). (40 age, and we show results for the mean charge on the island.

While there exists general consensus about the exponentié‘ld'scuss'on of our results and of their relation to other work

dependence oEg on @, much controversy remains about IS given in Sec. V.
the pre-exponential factor. The instanton analysis of Ref. 19
yields f(a;) > a, for EE<kgT<E¢ (which is confirmed by

the quasiclassical approath and f(at)ocat2 in the limit A. Basic formalism

keT<EZ . In contrast, in Ref. 22 a cubic dependeri¢e:)

3 ; . The grand partition function of the single-electron box
«a; has been found, while Ref. 23 reports a linear depeng4n pe represented in terms of the path intégral
dence for all temperatures. This controversy is one of the

Il. MODEL AND COMPUTATIONAL METHOD

motivations for us to revisit the problem. i
The expression(4) demonstrates that values e§=0.1 Z(nG,at)=f deo >, exp2mimng)
already correspond to strong tunneling, resulting in a sub- m=—e
stantial renormalizatior{Accordingly, a dimensionless con- o+ 2mm
ductance with different numerical coefficients, more suitable X f Do exp—F ¢]). (5)

for the strong tunneling regime could be defined. To avoid %0
confusion, we prefer to use the weak-tunneling expansior|1_|ere the “
parameter, as defined in E(L), throughout this papdrin
principle, Coulomb blockade effects surviveTat 0 for any

value of a;. For instance, clear signs of Coulomb blockade

phase” variablep(7) is conjugate to the island
charge, andnis the “winding” number of the compact vari-
able ¢. The effective actiory] ¢] is given by

have been observed fa~0.84. But the experimental ob- 1 (8/dg)? B 8

servation of such effects for even larggrrequires exponen- Se]= Ef (d—) dr+ Zf drf dr’a(r—17")
tially low temperaturekgT<EZ , and therefore is hard to cJoAET 0 0

achieve. Thus, it is of most practical interest to investigate L e(n)—e(r)

electron tunneling for values af, of order 1 and less. For X sir? 5 | (6)

this purpose, and in order to fill the gap between the limits

covered by the analytic approaches, we analyze the problemnere the first and the second terms account for the charging

numerically by Monte CarldMC) techniques. energy and the electron tunneling, respectively. The kernel
MC results for the renormalized charging enefgfy had  «(7) reads in Fourier representation

been obtained before by different grodpg3?*and in the

limit of small «; there is a very good agreement among the T .

recent dat®?*and those of perturbation thealHowever, a(r)=- E“tg | wn|exp(i Ton), @)

deviations arise fow;=0.2. They increase with increasing

a; and have aystematicharacter, hard to explain within the for Matsubara frequencies smaller than the electronic band-

error bars. One possible source for the discrepancy for largeidth |w,|<D. ForD>kgT, which will be considered here,

a;=0.4 could be the fact that the simulations of Ref. 24 werethe kernel takes the forna(7)= a,(7kgT)?/sirf(mkgT7).
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Apart from the bare charging energy scélg, the dimen- convergence of,,, even for the lowest studied temperatures
sionless conductancg,, and the temperature, the model de-and for strong tunneling, where convergence has been re-
pends on the gate charge,, which is proportional to the ported to be slowe?* Thus, the imaginary-time step em-
applied gate voltage. ployed in the discretization of the paths i&7=pg/N
The effective action and partition function can be rewrit- ~1/(4E;). This means that the high-energy cuteff asso-
ten in terms of the phase fluctuationg(7)=¢(7) ciated with this discretization i@w.~27/A7~25E.. Re-
—2mm7/ B, with boundary conditiond(0)=6(B), in the peating the calculation for a few data points with higher val-
form ues ofN and high-energy cutoff did not change our results.
The classical Metropolis MC sampliffshas been used to
obtain finite-temperature results, and to extrapolate, where

]

Z:m;_m exp2mimng) I m( . B). () possible, toT=0. The partition function has been sampled
according to Eg.(8) for temperatures down tokgT
The coefficients|(ay,B8)=[DOexp(=S,{6]) are to be =E;/500. These low temperatures were necessary to deter-

evaluated with the effective actiorS,[6(7)]=95 6(7) mine the zero-temperature effective charging energy for
+2mm7/B]. They depend on the winding numbar, the large tunneling conductandsee below A simulation run
temperature, and the tunneling conductance, but are indepeproceeds via successive MC stépCS). In each MCS, all
dent of the gate chargag. Thus, from a computational path-coordinates are updated. At each studied temperature,
point of view, the problem reduces to calculating the relativethe maximum distance allowed for random moves was fixed
values ofl (e, B8), which can be obtained from the Monte in order to obtain an acceptance ratio of about 50%. For each
Carlo simulations apart from an overall normalization con-set of parametersa, T), we generated-3x 10° quantum
stant. Since the partition function is even and periodic withpaths for the calculation of ensemble-averaged values. The
respect tg, Z(ng)=Z(—ng)=2Z(ng+1), we can restrict starting configuration for the MC runs was taken after system
our discussion to the region<dn;=<0.5. equilibration at the considered temperature. In general,
For low-tunneling conductance, the island charge is quanequilibration runs of about 2 10* MCS were sufficient, but
tized and at zero temperature the average number of excesssome extreme cases, especially for strong tunneling con-
electrons in the boxn) is a staircase function of the external ductance, equilibration runs of abouxk10> MCS were nec-
voltage. In general, at finite temperatures and arbitrary tunessary.
neling the average charge can be determined from the free In some cases, the acceptance ratio for jumps between

energyF = —kgT In Z of the island by different winding numbers during a MC run becomes very
low, and sampling by direct jumps is inefficient. This hap-

1 JF pens, in particular at high temperaturdg;T>Ec), where

(M=ne= 2 Fna" 9 | /1y is very small form0 and at | i

c dNg mllo y small form=0 and at low temperaturéespe

cially for strong tunneliny where the most relevant phase

From the gate-voltage dependence of the free energy ongyins for different winding numbers are very different. In
can, further, define a temperature-dependent effective chargsese cases. we have calculated by carrying out simula-

ing energy for the single-electron box as tions for fixed winding numbete.g.,m), and evaluating in
this fixedm ensemble the average value

_ ) (10 Ry =(€XP(S[ 0] = S [ 61)) m (12

=B~ 1- ——~
. C( ang
n =
.G _ _ . for m#m’. The average valu®,,,y so defined coincides
The zero-temperature limit of this quantB( =E¢(0) isthe  with the ratiol , /1,,, since by definition we have
renormalized charging energy discussed in the introduction.

9°F

E(T)=2
T2

2
G

It coincides with the classical energy scélg for weak tun- I JDOexp(— Sy 6])exp( Syl 61— Sp [ 6])

neling (¢;<<1), but is renormalized in systems with stronger H_ Do exp—S,[0]) (13
tunneling conductance. At high temperatures, the free energy ] ) )
F(ng) depends weakly omg, and the curvatur€X(T) [t is obvious that these average values fulfill the relation

approaches zero. By using Ed8) and (10), this effective ~ Rm'm=1/Rmm . We have checked that the results of our MC
charging energ%(T) can also be expressed as simulations satisfy this consistency relation within the statis-

tical noise. We have also checked for some sets of param-

EX(T)=2m2kgT{ m2>nG:0’ (12) eters T, a;) that this method of caIc_:uIating reIativ_e values of_
I, gives the same results as the direct Metropolis method, in
Where<m2>nG=0 is a moment of the Coeﬁicieni%(at 'I[)’) which the Wlndlng number changes during a MC run.

The MC method allows us to calculate the partition func-
tion Z as a function ofT, «;, andng. There is, however, a
limitation on the parameter range that can be studied by this

MC simulations have been carried out by the standardnethod. As noted in earlier publicatio’s2*due to the term
discretization of the quantum paths iMb(Trotter number  exp(27imng) in Eq. (8), the ratio Z(ng)/Z(0) for ng#0
imaginary-time sliced’ In order to keep roughly the same rapidly approaches 0, as the temperature is lowered. Since
precision in the calculated quantities, as the temperature the MC method provides the coefficiertg with a limited
reduced, the number of time-slichkhas to increase asTL/  accuracy, the partition functiof(ng) can be determined in
We have found that a valud=4pE_ is sufficient to reach a reliable way only when the ratio(ng)/Z(0) is larger than

B. Monte Carlo method
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the numerical error in,,. The temperature range where re-
liable results can be obtained for a given valuengf# 0
reaches to lower values as is increased, since the larger is
aq, the slowerZ(ng)/Z(0) decreases at low. We found
empirically that the lowest temperature for which the whole
range G=ng=<0.5 can be studied by the present method with
sufficient accuracy, scales roughly &gT,i,~Eg(0)/20.
On the other hand, this limitation does not apply fgy~0.
Hence, the effective charging ener&(T) can be evalu-
ated down to much lower temperatures.

Ill. EFFECTIVE CHARGING ENERGY
A. High-temperature regime

At high temperatureskgT>E(), the partition function of
the single-electron box, including the effect of electron tun-
neling, can be approximated by an expression similar to the
classical resuff

0.4

0 0.1 0.2 03 0.4 0.5 0.6

7=~ z eX[{—ﬂEC(n—ng)z] Inverse temperature (BEq)

n=—wx

FIG. 1. The parameteﬁ:c(T) is plotted in the highF region, for
several values of the tunneling conductanrge Symbols indicate
results of the Monte Carlo simulationsy,=0.1 (circles, 0.3
(squarey 0.5 (triangles, and 1(diamonds$. Error bars are smaller
than the symbol size. Lines correspond to ELp), derived from

= . w2m?
= E exp 2mimng— — . (14

m==e BE(T)

The temperature-dependent paramé@(T) takes into ac- iclassical calculati . ; d
count quantum fluctuations. It reduces to the bare charginge™mclassical calculations in Refs. 22 and 29.

energyEc both in the weak tunneling limit and at high tem- several values of, . An increase in the strength of tunneling

peratures. In the second form we made use of a Poisso&hd quantum fluctuations leads to a decreasé@f We

resummation to establish the relation to the winding numbeBbserve good agreement between MC and analytic results up
representation. At sufficiently high temperatures, where only, e 0 2 even for the highest junction conductance con-
winding numbersm=0,=1 have a non-negligible contribu- gijereqd. For larger values gfthe high-temperature approxi-
tion (1,/19<11/1¢ for |m|>1), Ec(T) is well defined. In  mation (15) becomes insufficient, dropping below the MC
this case Wang and Grab®rexpressed the result of a semi- results.

classical calculation, where Gaussian fluctuations around the In the temperature range shown in Fig. 1, the temperature

classical paths are allowed, in the foi¥). They find dependence of the effective charging eneEgy(T) is domi-
nated by the exponential term in E4.6), i.e., we find van-
= _ Ec ishingly low values forEY , irrespective of the strength of
Ec(T) - (15 .
1+208Ec the tunneling conductance.
As the temperature is Iowereﬁc(T) decreases as quantum B. Low-temperature regime

fluctuations become more prominent. At still lower tempera-

tures it is not guaranteed that the partition function can be We now turn fo the low-temperature region, where the
. 9 P guantum fluctuations of the island charge dominate the ther-
parametrized in the fornl4).

~ mal fluctuations and are responsible for the reduction of the
If the partition function is of the forntl4) andEc(T) can  effective charging energ%(T). The latter can be conve-
be defined, the latter is related to the effective charging enpjently calculated from the mean-square winding number ob-
ergy EZ(T), Eq. (10), by tained from MC simulations at finite temperatures, see Eq.
) ) (12). Our r_esults are displayed in Fig. 2 for several l/alues of
*(T)= ﬂex;{ B ~7T the tunneling conductanceg,=0,. .. 0.4. In generalE¢(T)
A BEc(T)

grows as the temperature is lowered, and reaches a plateau,
the renormalized charging enerdgi(0), at low T. This

This implies that at high temperaturdsg (T) vanishes pro-  saturation ofE%(T) should be found for any value af;.

portional toT exyf — 7*/(BEc)]. However, for growinge, lower and lower temperatures are
We determined~EC(T) by fitting the coefficientd , ob-  required, consistent with the corresponding decrease of

tained from the MC simulation to a Gaussian profile. AtEZ(0), which sets the scale for the convergence.

sufficiently high temperatures, whetg, converges quickly At low temperatures one can also employ an alternative

as a function ofn, this is obviously possible. For this range method of calculation oE% , and thus provide a consistency

the results are shown in Fig. 1. Our data poiistgnbolg are  check. To do so, we first expand the free energy of the sys-

compared with the expressiofl5) (continuous linesfor  tem in powers ohg,

. (16
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0.1

Effective charging energy (E¢/Ec)

0.01
Temperature (kgT/Eg)

FIG. 2. Effective charging energyc(T) as a function of tem-

perature for several values of the tunneling conductance. From top

to bottom:a,;=0 (continuous ling 0.1 (squarey 0.2 (open circley,
0.3 (black circleg, and 0.4(diamonds$. Dashed lines are guides to
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=I[m/{BE]]. Combining Egs.(8) and (21) and defining
~EC(T) = 12/ Ba,(T) one obtains in the low-temperature limit

™

> exp2mimng — w2m2/[ BEc(T)]].
BEc(T)

(22

This relation is valid only for small values @i, since for
ng~1/2 the sum converges slowly and higher valuesnof
for which thel, are no longer Gaussians, gain importance.
Note that this expression for the partition function is for-
mally identical to the high-temperature form given in Eqg.
(14). An expression similar to Eq(22) for the low-
temperature partition function was given in Ref. 22.

It is easy to show that in the limif— 0 the two quantities

~EC(O) andEg(0) coincide with each other. Indeed, in this
limit the sum in Eq.(22) can be replaced by an integral,

giving (m?), _o=BEc(0)/(27%) and the identityEc(0)
=EZ(0) becomes obvious. At low but finit€ one finds
from Eq. (22

()
Ec(T)

=1-4BEc(T)ex — BEc(T)]. 23

the eye. Error bars are of the order of the symbol size, unless shown

explicitly.

F(ng,T)=E&(T)NZ+A4(T)Ng+Ag(T)NE+ -+ . .
1

Taking a derivative of the partition function in E) with
respect tong we find

4

2
Ad(T)= 35 [3(m%)* (M) ng—o, (18)
478
Ao(T) = 255 L(m°) — 1K mEH(m?) +30(m*) o o,
(19

and analogous expressions for the higher order terms. Pro-,.—¢ . g . ;
g P 9 r||nd|st|ngU|shabIe(W|th|n the statistical noigefor tempera-

vided that the low-temperature behavior is regular we cal
conclude from Eq.11) that for BEE(0)>1, the average
(m?) diverges agm?)e 8. Similarly, one hagm?*)« 32 and
(mB)e g3 in this limit. Since the coefficients, (T) are finite
at all temperatures includin§=0, one obtains
(mMH(m?)2=3+0(1/B), (M°)/(m?)3=15+0(1/B),
(20)

and similar relations for the higher momentsrof This im-
plies that at lowT the distribution of the coefficients, must
be close to a Gaussian function wf, up to high winding
numbergm|=< BEE(0). In other words, in the limit of lowl
we can rewritd ., in the form

I mcexd —ay(T)ym?—a,(T)ym*—---], (2D

with a,(T)~1/(BEc) and a,(T)~1/(BEc)%. Hence, we
havea,(T)/a,(T)~1/(BEc) [the latter relation can be also
derived from the fact that,(T) scales at lowT as|,(T)

The relations described above are well reproduced by our
numerical MC analysis. Consistent with the relati@2), at
low T the coefficientsl,, are well described by a single-
Gaussian function, up to high valuesmf characterized by

only one parameterEc(T). This parameter is presented in
Fig. 3 as a function of temperature faf=0.5. Also shown

are the results foEZ(T). The data points foEC(T) are
indicated by open squares, those for the effective charging
energyE&(T) by black circles. Both converge to each other

on a temperature scale set B(T), consistent with Eq.
(23). We also note that both functions converge to a common
plateau at low temperatures, which defif€s(0). Similar
convergence is found for all other values @f; the results

6(_)r E&(T) andEC(T) derived from our MC simulations are

tures lower than~E&(0)/(5kg).

Clearly, the two methods are not independent from each
other. They are equivalent once the Gaussian distribution of
the coefficientd ,, has been established. However, the fact
that at low temperatures the data display the Gaussian distri-
bution with the required accuracy provides a consistency
check for our MC procedure. The combination of both ap-
proaches increases the reliability by reducing the chance of
systematic errors.

For comparison we also present in Fig. 3 the MC results
of two different groups for the same tunneling conductance:
diamondé*?®and open circle&® All of them are compatible
with those obtained here except for those found in Ref. 24
for BEc=500, which lie clearly higher than our general
trend.

The results obtained fdEg (0) from the low-temperature

limit of EE(T) and EC(T) are shown in Fig. 4 as black
symbols. For comparison, we also present analytic and ear-
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¢
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0.04 % E

Effective charging energy (E

[ 1
0.001 0.01 0.1
Temperature (k;T/E.)

FIG. 3. Convergence of the low-temperature effective charging
energy EZ(T) as a function of the temperature, for a tunneling
conductancer,=0.5. The results of the present MC simulations are
represented by black symbols. Open squares are resuléc(d'r)
derived from our Monte Carlo simulations. For comparison, results
for EE(T) found in earlier MC simulations for the same tunneling
conductance are given: Diamonds, data of Wah@l. (Ref. 24;
open circle, data point of Hofstetter and ZwergRef. 23. Error
bars are shown when they are larger than the symbol size. The
horizontal-dashed line indicates the value to which our results con-
verge at low temperature.

lier MC results. In Fig. 4a), we show the data for low to
intermediate values of the tunneling conductance of
=<0.4 and in part &) we present the effective charging en-
ergy E&(0) for the strong-tunneling regime on a semiloga-
rithmic plot. Our MC resultgblack symbols follow closely
those given by Hofstetter and Zwerger in Ref. (@pen tri-
angles, while for «,>0.3 the MC data of Wangt al?*
(open squargsare systematically higher than those found
here.

For completeness we add that very recentlypfart
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Effective charging energy [Eg (0)/Ec]

Effective charging energy [Eg (OVEg]
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14

0.8

0.6

0.4

0.2

n 1 L 1 n 1 n
0 0.1 0.2 0.3 0.4
Tunneling conductance (a)

0.1

0.01 |

1 1
03 04 0.5 0.6
Tunneling conductance (o)

et al”® carried out MC simulations in the charge representa- FIG. 4. Low-temperature effective charging energ(0): (a)
tion [open circles in Fig. é)], which implies an expansion in the conductance region up tq=0.4, and(b) for strong tunnel-
in a;, rather than the phase representation employed heireg. Black symbols: results of the present MC simulations. Data

and in previous MC simulatiorfs:**

from earlier simulations are represented by open symbols: triangles,

In the figure we also present the analytic results of perturfrom Ref. 23, squares from Ref. 24, and circles from Ref. 13. The
bation expansions in the tunneling conductance up to secorftished-dotted and continuous lines correspond to second- and third-

(dashed-dotted lineand third order(continuous ling In

order perturbation theory in,, respectively. The dashed line rep-

third-order, Gppert et al®® found for the zero-temperature resents the real-time RG of Ref. 17. The bold and dotted liné)in

renormalized charging energy

¢(0)
c

with A, = 5.066 andA;=—1.457. We also show the;
dependence of the renormalized charging ené&§jy0), as
obtained from the real-time RG calculatidhgdashed ling
Our numerical values foEg (0) agree with the results of the
perturbation expansion and the RG approachdfes0.3.

= 1—4at+A2at2+A3at3+ O(af),

correspond to nonperturbative calculations in Refs. 19 and 22, re-
spectively.

In Fig. 4(b) we display results folEg(0) for stronger
tunneling and compare with the predictions of several ana-
Iytical calculations. In this regime the weak-tunneling expan-
sions fail, while the real-time RG resuifs(dashed ling
show a qualitatively correct trend throughout. Already for
a;=0.5 our MC results get closéwithin the error barg
to the result obtained by a nonperturbative instanton
calculatiort® (bold line)
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g FIG. 6. Width of the free-energy bandW=F(ng=0.5)
S o4t —F(ng=0), as a function of the junction conductaneeat several
2 temperatures. Open symbols are finite-temperature results for
0z | kgT/Ec=0.4 (squarey 0.2 (triangles, 0.1 (circles, and 0.03(dia-
monds. Black symbols correspond to the lowest temperature
0 , , , , reached in our MC simulations. The continuous line is a fit to the
0 0.1 0.2 03 0.4 05 expressionV=W, exp(—Kay), with K=7.6+0.2. The dashed line

Gate charge (ng) is the prediction for the low-temperature bandwidth for strong tun-

FIG. 5. Free energy vs the dimensionless gate voltageas neling (Ref. 19.

obtained from Monte Carlo simulation&@) Data for junction con-
ductancea,=0.3 and different temperatures. From top to bOttom.aroundnG=0.5. At high temperatures; (ng) approaches a
kgT/Ec= 0.01, 0.03, 0.05, 0.1, and 0.2. The width of the free- cosine shapeF(nG)=E’é(T)[l—cos(ZnnG)]/(sz), as ex-
energy bandf(n=0.5)~F(ns=0), decreases as the temperature o -1e for the classical limit. At low temperatures, the free-
increases(b) Same at fixed temperatukg T=0.0FE, for several energy band is closer to a parabolic shape, which is what we
values of the tunneling conductance. From top to bottaps:0.5, expect in the limit of vanishing junction cor;ductampél
0.3, 0.1, and @dashed ling For eacha,, the free energy has been with deviations that are most pronounced nege=1/2 ’
normalized by its value aig=0.5. : . - - - )
A complementary picture is provided in Fig(l}. Here
. 4 2 ) F(ng) is plotted for fixed temperaturésT=0.0FE - while
c(0)=167"atEc exp(—2m at y), (29 4, is varied. The band is close to a cosine function for large
) ) ) i conductance, and clearly differs from this shape for small

wherey is Euler’s constant. Since the numerics confirms theat_ For the ease of comparison in this figure the free energy
result(25) already fora;~0.5, and since the accuracy of the has peen normalized for eaeh to its value atg=0.5.
instanton analystg should increase withy,, we expect that The temperature dependence of the bandwidttT)
Eqg. (25 remains accurate also in the regime>0.6 not =F(ns=0.5)— F(ng=0) is shown in Fig. 6 for several val-
covered by our MC simulations. For comparison, we alsq,qoq of a;. For kgT>Ec, one hasW(T):E’é(T)/wz
present in Flg éb) the result fOfEE(O) found in Ref. 22 for :4kBT exn:_WZ/(BEC)], as follows from the hlgh'

strong tunneling a1f=30 (dgtted ling, which predicts a pre- temperature expression f& (T) given in Eq.(16). In gen-
exponential factor- «; . It lies more than one order of mag- eral, one finds thaW(T) increases as the temperature de-

nitude higher than the results of our MC simulations. creases, converging to a low-temperature limit. But this
convergence is slower than that found for the renormalized
IV. GATE-CHARGE DEPENDENCE charging energ¥g(0). Theblack symbols in Fig. 6 corre-

spond to the lowest temperature we could study for each
value. Within the temperature range analyzed here we
The MC method employed here allows us to determingeached saturation aV(T) only for ¢;=<0.3. In this range
the “free-energy band’F(ng) as a function of the gate volt- the low-temperature results can be fitted to an exponential
ageng at finite temperatures. As an example, we display inlaw of the form W(T=0)=W,exp(—Ka) where W,
Fig. 5(a) results at different temperatures for a dimensionless= E~/4 andK=7.6+0.2 (solid ling). This is still consistent,
conductancea;=0.3. The error bars of the Monte Carlo within the error bars, with the expression derived for weak
simulations associated with the free energy are largesunneling® W=W,(1—8a,In2). For strong tunneling, one

A. Free-energy band
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expects for the bandwidth a similar scaling as a function of 0.5 - - ' '

a; as for the renormalized charging energy, iW(T=0)
~exp(—27%ay). This form, with prefactors as predicted by 04l i
the instanton calculation of Ref. 19, is shown by the dashed ' (a) oy =01
line in Fig. 6. The comparison with our Monte Carlo results
reveals differences. While the explicit result of Ref. 19 is not
supported, the exponential dependence may be reached at
larger values ofx; than covered so far.

Note that even for weak junction conductarjeehere a
good convergence diN(T) to its low-temperature value is
demonstratel] the second derivativé"(ng) close tong 01}
=0.5 is still changing at the lowest temperatures considered
here. This is in line with the results of various analytic . . .
calculations:®-1216.17 \where a logarithmic divergence for % 01 02 03
F”(ng=0.5 was found aff =0. While this divergence can- Gate charge (ng)
not be seen directly in our finite-temperature MC simula- 05 . . . .
tions, its precursor is clearly observe#’(ng=0.5 in- 4
creases continuously as temperature decreases fos,all ’:'

!

values considered here. 04 -
(b) kgT = 0.03 E, '

02

Average charge <n>

0.4 0.5

o
w
T

B. The charge on the island

The average number of excess electrons in the is{ahd

is of practical interest, since it can be measured directly by
measuring the voltage of the box. It follows from the free
energy by Eq(9). In Fig. 7@ we display(n) vs the gate ]
chargeng at several temperatures for a dimensionless con- 01T Do
ductancea;=0.1. As expected, at high temperature the av- /’
erage charge follows closely the liga)=ng, while it de- 0 . s s

creases for lowefl as Coulomb blockade effects become ¢ o G oharge () o4 0s

more pronounced. According to the numerical restriction dis-
cussed above for the calculation of the partition function FIG. 7. Average number of excess electrofry, in the single-

Z(ng), the lowest temperature that could be studied for allelectron box(a) For a dimensionless conductaneg=0.1 at vari-
values ofng at a;=0.1 waskgT~0.0&E . For these param- ous temperatures. From top to bottokyT/Ec = 0.6, 0.2, 0.1,
eters the average charda(ng)) has reached the zero- 0.04, and 0.03(b) At temperaturel =0.0%_ /kg for several values
temperature limit for &ng=0.35, as can be seen from the Of @ . From top to bottomz,= 0.4, 0.3, 0.2, and 0.1. For com-
convergence of the curves in the figure. For gate changes Parison, the average charge fey=0 is also given(dashed ling

closer to 0.5, no saturation is found for the temperatures
covered, and th@=0 value will be lower than our finite- results and those reported in Ref. 13 is found again in the

temperature results. Our conclusions are supported bgegion close tong=0.5, where the above-mentioned loga-
the real-time RG calculations by Ky and Schoellet!  rithmic divergence fow(n)/dng is expected to appear.

They find a zero temperatu(ng)) close to our low- In order to analyze how long Coulomb blockade effects
temperature results up tog~0.35. However, consistent are observable it is convenient to study the derivative
with earlier work!®-121%the RG calculations predict &  9(n)/dng as a function ofg . For;#0 this derivative has

=0 a logarithmic divergence for the slope @fi(ng)) at  its maximum aing=0.5, and it approaches a plateau around
ne=0.5. This is beyond the range covered by the MC datalc=0, the height of which is related ¢ (T) by Eq. (10).

We note, however, that the lowest temperature presented iFhis decrease is a measure for the strength and observability
Fig. 7(a) is not far from the lowest temperatures presentlyof charging effects. The results of our MC simulations are

attainable in the laboratory, as for typical valueskgf/kg ~ Presented in Fig. 8 for tunneling conductances in the range
=1 K andT=20 mK, one hakgT=0.0E. 0.1=;,=<0.5, at temperatur&kgT=0.0F: (a; decreases

In Fig. 7(b) we present the dependenée) vs ng for from top to bottom. For convenience we normalized
several values of the tunneling conductance, as obtainedn)/dng by its value atng=0.5 for eacha;. We see that
from MC simulations at a temperatufe=0.0E./kg. In  even for the highest conductance presentge; 0.5, charg-
this figure, the tunneling conductance increases from bottorthg effects remain observable in the range of temperatures
to top, and for the largest, shown (@,=0.4) the depen- comparable to the correspondifig (0)/kg : the decrease of
dence is close to a linear one. For comparison, we give alsé(n)/dng atng=0 as compared to the value fog=0.5 is
the average charge for the casg=0 (dashed ling These ~3%. A similar conclusion can be reached for other values
finite-temperature results compare well with those found reof «, i.e., charging effects should be observaaieleast at
cently from Monte Carlo simulations in the charge represeniemperatures of the order &g (0)/kg even in the limit of
tation by Ggpert et al!® at a lower temperature SEc large junction conductances. These results are compatible
=10%. The main difference between our finite-temperaturewith recent measurements by Chouvasal,” where clear

Average charge <n>
I
n
T
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12 ' - - . finite-order expansion. For this reason also MC algorithms
kgT = 0.03 E¢ formulated in the charge representation may be limited to not
1r too large values of; . On the other hand, the real-time RG

/ result’ has been fitted to the exponential dependegatéor

7 0.5= =<1, but it requires a substantially different pre-
exponential functiorf(«;) as compared to that found within

1 the instanton approacfi.

Additional support for both the analytical results obtained
. in Ref. 19 and our numerical data in the strong tunneling
/ regime comes from an independent MC calculation of Ref.
/ 30. These authors analyzed numerically the correlator

Normalized derivative of mean charge
[=]
[=2]
T

0.2 Ji 4
/ . .
/ (codo(7)—¢(0)]) as a function of temperature at different
0 . . ! e values ofa;, and observed a sharp crossover in the behavior
0 o1 02 03 04 03 at a temperaturd* (a). Since this temperature should be

Gate charge (ng) . . "
close to the renormalized charging energy*(«)

FIG. 8. Derivative of the mean charge in the island with respect~Eg (0)/kg, it is interesting to compare both quantities for
to the gate voltage)(n)/dng for different values ofa; at kgT  different values ofa;. This comparison, carried out in Ref.
=0.0Fc. From top to bottom:;=0.5, 0.4, 0.3, 0.2, 0.1. The 21, revealed a very good agreement of the datalfofa,)
dashed line corresponds to the absence of electron tunneling ( (Ref. 30 with the result of the instanton calculati¢®b) (see
=0). For eachy,, the corresponding curve has been normalized by|:ig_ 1 in Ref. 23, which in turn agrees with our MC data in
the value ang=0.5. the strong tunneling regime.

Our numerical data foE¢ are in agreement with the pre-
signs of the persistence of charging effects were observed \joys MC data of Ref. 23, extending them to larggrand to
a sample with an effective conductance as largea@s gypstantially lower values of the temperature. Although the
~0.84, even at temperatures larger than the renormalizegccyracy of our MC analysis is higher as compared to that
charging energy. achieved in Ref. 23the error bars are smaller and the num-
ber of points higher it is satisfactory to observe that our
data show the same trend as that found in Ref. 23. Compar-
ing our results to the MC data of Ref. 24 we find good

The detailed MC analysis carried out in the present papesigreement for lowy,< 0.3, while for larger values af, their
allows us to determine the low-temperature values of thelata aresystematically higherclearly showing a different
renormalized charging ener@{ for a single-electron box in  trend with increasingy, as compared to the one indicated by
the range of weak to strong tunneling=@;=<0.6. Our MC  our data. There are several reasons why we believe that this
data interpolate well between the perturbative reStiied  discrepancy cannot be ascribed to insufficiently low tempera-
those of a nonperturbative instanton anaf{fsis the limits  tures used in our simulation
of low and highe,, respectively. Our data demonstrate that (i) For all studied values of;<0.6, the calculate&g(T)
the third-order perturbation thedryyields quantitatively increases smoothly as the temperature is lowered and it
correct values foE for ¢, =<0.3. On the other hand, we find clearly saturates &g T<E%(0)/5 (see Fig. 2 The tempera-
guantitative deviations at higher values &f. tureT=2x10 3E /kg is sufficient to observe saturation for

A similar conclusion has to be drawn concerning the va-all «; up to ~0.6. Moreover, a systematic difference be-
lidity of the RG approach of Ref. 17. This approach is nottween our data and those of Ref. 24 exists already at rela-
equivalent to a direct perturbative expansfoliin a, since tively low-tunneling strengths 02a,=<0.4, where the satu-
it allows for a partial summation of diagrams in all orders inration of EE(T) was observed by all groups alreadykafl
a;. On one hand, for large; it works better than the per- =10 2E, i.e., well above the lowest temperature employed
turbative expansioff capturing the qualitatively correct in our simulations.
tr_end_ of the_ renormalize_d charging enerB§ to decrease (i) The quantityEc(T) converges tothe samevalue
with increasinga, up to high values. On the other hand, the gx ) showing saturation at approximately the same tem-
neglect of hlgher-order vertex correcnon_s in the RQ .mayperatureTsEE(O)/(SkB) as EX(T). This convergence is
Iea.d'to quantitative errors at 'Iar.get: .Wh'le the ex'pI|C|t clearly seen in Fig. 3 for;=0.5. The same behavior of
validity range of the RG analysis is difficult to establish ana-~ i
lytically, the corresponding information can be extractedEc(T) was observed for all other values of. Since the
from a comparison to the MC data. This comparison revealsalueseg (T) andE(T) were calculated independently, the
differences between the RG approdcand the MC data for chance of systematic errors is reduced. Furthermore, these
a;=0.3. two quantities monotonously converge to the same value

For stronger tunneling we expect a crossover to an expdrom below and from above, respectively, thus providing a
nential dependence &g on «,. This is clearly shown by lower and an upper bound f&¢ (0) at eachT. According to
our MC data already aty,=0.5, where it approaches the Eq. (23) these bounds should merge at sufficiently low tem-
result of Ref. 19. This crossover is not displayed by the perperatures. This is exactly what our data demonstrate.
turbative expansions in powers of, and from a general (iii) The lowest temperature reached in our MC simula-
point of view it appears that it cannot be captured within anytions and in those of Refs. 24 and 29 is the same. We observe

V. DISCUSSION
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(see, e.g., Fig. 3 fom;=0.5) that at higher temperatures to describe a crossover between them. We conclude that the
kg T/Ec~0.01 the data of Warfg are still fully consistent combination of the expansio24), the instanton resuf25)
both with Ref. 23 and with our data. However, the dataand the numerical data covers all valuesagf thus provid-
pointf*?at a lowerkg T/Ec~0.002 is by more than a factor ing complete information about the renormalized charging
of 2 higher than all other points. Neither was this result conenergyE¢ at low temperatures. The temperature range for
firmed by our MC analysis, nor do we see any physical reawhich results for the average charge in the isléngcan be
son for such a rapid jump dE&(T) at low T, where this  obtained for Gsng=0.5, covers most of the temperature re-
guantity should already approach its zero-temperature valugion actually studied in the experiments. The Monte Carlo
Very recently one more numerical study of the renormal-simulations indicate that charging effects are observable in
ized charging energy in the strong tunneling regime was perthe single-electron box even for strong tunneling, at tempera-
formed in Ref. 13, using a different MC algorithm. The datatures of the order oEE(0)/kg .
points in Ref. 13 lie in-between our data and those of Ref.
24, Unfortunately, the error bars in Refj 13 ar_e_largecfpr _ ACKNOWLEDGMENTS
>0.4, thus making a detailed comparison difficult at this
stage[see Fig. 4o)]. We thank G. Falci, F. Guinea, J. Kig, and H. Schoeller
In summary, the Monte Carlo method employed here hagor useful discussions. The work was supported by the
been shown to be well suited to study charging effects in thé&eutsche Forschungsgemeinschaft within SFB 195 and by
presence of an external voltage at not-too-low temperaturethe INTAS-RFBR Grant No. 95-1305. One of (6.P.H)
An important advantage of the MC analysis is that it coversacknowledges financial support from CICY®pain under
both perturbative and nonperturbative regimes and allows ugroject No. PB96-0874.
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