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Electron inelastic mean free path, electron attenuation length,
and low-energy electron-diffraction theory
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Low-energy electron diffractiodLEED) theory is used for describing the electron transport in crystalline
solids with the purpose of determining the electron attenuation length. The inelastic scattering of the primary
electron in the electron gas of the material is introduced into the LEED theory in terms of the electron inelastic
mean free path derived by Tanuma, Powell, and Penn from the Lindhard dielectric function and optical data
[Surf. Interface Anall7, 911 (1991)]. The theorem of flux reversal for electrons in situations of inward and
outward propagation is deduced from local inversion symmetry and specific boundary conditions at the
sources. The theory is applied to 50—400 eV electrons incident on the three low-index surfaces of copper, and
a fair agreement is found with a previous Monte Carlo simulation of the electron transport in amorphous
copper. In addition to the inelastic electron-electron gas scattering, the inelastic electron-phonon scattering has
a significant effect on the attenuation length in a crystalline material. The temperature parameter, necessary in
a LEED calculation, does not occur in current Monte Carlo simulations. Common scattering potential models,
at low energy, for LEED and for Auger electron spectroscopy and x-ray photoemission spectroscopy are
discussed[S0163-182809)03707-9

[. INTRODUCTION the lattice is calculated to infinite order by dynamical LEED
theory®# Inelastic events are taken into account by means of
The aim of the present paper is to compare Auger electroan imaginary potentiaV/;, often referred to as the absorp-
spectroscopyAES) and x-ray photoemission spectroscopy tive or optical potential. More intensity is scattered out of the
(XP9) studies of electron emission depth at low energieprimary 00 beam into anothéik beam than is backscattered
with calculations of electron transmission in low-energyfrom hk into 00 because of the inelastic losses occurring
electron diffraction(LEED). The paper presents a dynamical together with the elastic scattering events. Therefore, the
LEED theory for the calculation of the electron attenuationspacing between a plane at degih where the electron has
length in crystalline solids, and the theory is applied to copprimary energy to a plane a} where it undergoes an energy
per in the energy range 50—-400 eV. The calculations ar¢oss, is generally less thanyep. In the following the aver-
based on the tables of electron inelastic mean free path dage spacindz, —z,| is referred to as the attenuation length
rived by Tanuma, Powell, and PeiiPP) from the Lindhard ), .
dielectric function and optical data for 27 elemental sotiés. Electron transport in LEED and in Monte Carlo simula-
A fundamental interest in this comparison is that dynami-tion can be compared irrespective of the direction of propa-
cal LEED is manifestly a multiple-scattering thedr§, gation. Section Ill demonstrates that flux reversal follows
whereas current Monte Carlo simulations are based on thiom local inversion symmetry in the solid. Flux reversal is
single-scattering Born approximation all the way from 2000shown to be an asymptotic feature attained at such a great
down to 50 e\? An immediate question is whether Monte depth beyond the electron source that the intensity transients
Carlo simulation is able to produce true emission depths irjue to the particular boundary condition have levelled out.
the low-energy regim’ The attenuation of the electron transport in a crystal is
In a solid the primary intensity of electrons incident on studied in great detail by LEED calculations on copper. In
the surface or created at internal sources is attenuated by ti$zc. IV an elastic electron-ion core-scattering potential is
common effect of elastic and inelastic scattering. For elecdesigned, and the electron mean free path available in the
trons of keV primary energy the electron propagation fol-TPP tables as a function of primary energy is transformed
lows a definite trajectory, and the elastic electron-ion corénto an imaginary inner potential. The LEED spectra calcu-
scattering can be described by the Born approximation. Belated for Cif111) with these potentials excellently agree with
cause of the elastic collisions with ion cores the trajectory ishe experimental data. The establishment of good scattering
not straight but zigzag, and the distance from a scatteringarameters for copper is an important prerequisite of the
node, where the electron preserves the primary energy to gresent note comparing the attenuation lengths calculated by
point where an energy loss occurs, is always shorter than tHeEED for crystalline copper and by Monte Carlo simulation
inelastic mean free pathyep . for amorphous copper.
A LEED approach to the determination of electron trans- A series of case studies on tlig11), (100, and (110
port attenuation is delineated in Sec. Il. In ideal crystals thesurfaces of copper in Sec. V show that the transmitted inten-
space-filling electron probability density is expandable insity decreases versus depth with a logarithmic gradient that is
plane waves or beams, and the multiple electron scattering iconstant to a good approximation provided the primary beam
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is incident at an angle less than about 45° from the surface dinlg
normal. The attenuation lengths following from LEED are Lo - 2
accompanied with orientational uncertainties due partly to
interlayer propagators varying in magnitude with angle ofDifferential steps inz are not easily coded in the layer-
incidence and partly to angular fine structure in the diffrac-doubling method, but , can be set up as
tion.
The fundamental concepts of LEED and Monte Carlo : Inlg)

. . . . o . L= (3)
simulation are considered in Sec. VI in light of some previ- 90
ous review papers. The electron-copper scattering potential
of the present paper is then discussed in relation to a particlbecause the attenuation length is defined from a transmission
lar differential scattering cross section used in the AES-XPSntensity that decreaes exponentially, in which situatign
literature down to such low energy as 50 eV. Itis remarkedandL () above are constant and equal. The logarithmic trans-

that the inelastic electron-phonon scattering is not considereghission gradient is known in the AES-XPS literature under
in the current Monte Carlo simulations of electron transportthe name of “emission depth distribution functiofi-*°

The author speculates whether temperature-dependent Monte -cse studies df ) made in the energy range 20—400 eV

Carlo simu[ation would confirm that an _amorphous materialsnow that a strong exchange of intensity can occur between
has a similar forward electron-scattering lobe as a barg,, primary beam and the other beams and K{htan ex-
eIe_Ic_Lrion-lon crore;] stcr;atte:;erh tion lenath in r end ihibit the typical behavior of th@endellsungor pendulum

S Paper o € aftenuation feng copper enas %olution of Ewald in electron transmission microscdpyhe

Sec. VII, the conclusion, by emphasizing the importance o ;
. . ) outermost layers of the crystal generate the backscattering
the AES-XPS and LEED techniques applying eqUIValentfrom the surface, and, correspondingly, one sees a transient

models for elastic and inelastic scattering in their common ", () during the iterations=<3, where a depta() of less or
energy range.

equal to eight layers is attained. In other words, the boundary
condition at the surface influences the wave solution to the
Il. ELECTRON TRANSMISSION Schralinger equation down ta‘®. This view on the wave

A. LEED field is further discussed in Secs. Ill and V.
The total intensity of all the beams

Most LEED theories currently use the layer-doubling
method for determining the wave field in the substrate and A
the reflection from the surfaceGiven the reflection and the 1= 1 (4)
transmission at the two sides of a layer parallel to the sur- 9
face, a LEED computer program calculates successively thgas a logarithmic gradient "), which varies relatively
reflection and transmission by one layer, two layers, fouisiowly with depth because of cancellations among the beam-
layers, and so forth. The layer-doubling converges when thgyiensity exchanges. At greater depth3, where the back-
imaginary inner potentia¥y; is in the range 2.5-5 eV, which gcaitering transient has vanishad!) generally tends to a
comprises most elements above 100 eV primary energy. Thgynstant value €0) provided that the off-normal incidence
convergence is rapid like an exponential one, and three of e js less than about 45°. Outside the 45° admission cone
four iterations are usually sufficient for structure determlna—L(i) slowly increases withi. A logarithmic transmission gra-
tion. Layer-doubling still works, when the primary energy is gient| () that is constant with respect taorresponds to an

very low andVy; approaches 1 eV. exponentially decreasing intensity proportional to éX}x),

For primary energies greater than a few electron volts th.%vhereas a slowly increasing gradient can be described as a

backscattered LEED signal is weak compared with the inc"“stretched” exponential decrease like eagf)(a<0 and
dent electron intensity. This means that the magnitude of th6<ﬁ<1)

wave field inside the surface is essentially determined by the
forward-electron transmission. The transmisssion matrix o[
the ith layer-doubling iteration is denoteﬂgg, , Whereg

stands for the Miller indicebk of a beam; the primary beam

The logarithmic transmission gradient? corresponding
0 exponential intensity decrease in the admission cone of
semiangle 45° defines an attenuation length

00 is from now on denoted by a sole zero. Propagators lead- 1

ing from one atomic plane to another are includedl'gj,. NaL=— 0] (i=3). 6)

The electron intensity carried by a beanthrough the stack

of layers is expressed as flux in units of incident flux From the qualitative arguments presented in Sec. | one infers

that A o <\ yep for the joint effect of inelastic and elastic
scattering. At very low energy, where the wavelength of the
primary electron is unable to resolve the crystal structure and
only the specular beam is backscattered, it is expected that
NaL approached yep.

(i): |Reng| |Tg(;|2
9 |Rek02|

wherek, is thez component of the wave vectéy of beam
g, and whera counts the iterations; thedirection is normal
to the surface.

The decrease of beam intensitigsnormal to the surface
is conveniently visualized by diagrams of the logarithmic ~When the atomic graininess of a solid is disregarded, a
transmission gradient primary electron propagates in any directisras a plane

oY)

B. Inelastic mean free path
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wave = exp(kz), undisturbed by diffraction but attenuated 10————
by inelastic scattering, hence with a wave numbkehat is &ﬂ\

<)
complex. The intensity of the wave then decreases with a 2 0.8 i
factor 1£ over the inelastic mean free pathyep, s Cu(111)
o 0.6+ L
A 1 6) 2 o camev
= 8 044 L
IMFP™2 Imk 5 047 o 5200V
. . ) £ 1 o—0100eVv
The motion of the primary electron of ener@yin the ho- — 02+ v v50eV -
mogeneous electron gas is governed by the energy- ]
momentum relatiorE = 3k?+Vy, whereVy=V+iV; is a o.o00 T s T Tl
complex potential composed of the real inner potential : K -+g|2/E ‘
A

Vo, (<0) and the imaginary optical potentialy (<0).
Atomic units are used and the energy scale is referred to the £~ 1 11 absolute value of interlayer propagators if1€)
Fermi energy. The energy-momentum relation gives the fol-d
lowing connection between the the electron absorption qual
tities for propagating wavesE(—Vy,>0),

rawn vs%|kH+g|2/E, the energy of propagation parallel to the
Turface in units of the primary enerdy

has minimum attenuation and predominates at all depths. On
the other hand, a primary beam approaching grazing inci-
dence undergoes a relatively strong attenuation. The elastic
e (E—Vert[(E—V.)2+ V211212 8 scattering then grgdually transmits primary e_Iectr_on_ flux to-
{ o+ [ o)™+ Vol ®  ards beams havink + g <|k;| and attenuation similar to

The homogeneous electron-gas model provides an imagfPat of perpendicular motion. In the latter case, therefore, the
nary potential/q; through Eq(7). The energy dependence of Negative logarithmic gradient®) slowly increases with

Awep i known for 27 elements by TPP’s tables based orfléPth. LEED calculations on low-index copper surfaces in-
optical date and the energy dependence\t§, can be de- dicate that the angle of incidence distinguishing exponential

rived from the interstitial charge density of the solid by the decrease from stretched exponential decrease is roughly 45°.

local density approximation. When used in LEEWDg(E)
describes the electron absorption in a solid to a good ap- lll. FLUX REVERSAL
proximation(Sec. V).

In crystals the electron field has translational periodicityWh
parallel to the surface, and electron losses can only occur ilﬂhi
wave motion in thez direction perpendicular to the surface.
The separateddirected motion of an electron in beaghas
a complex wave-vector componekf, and an energy of
propagation

2Vgh imrp=Voi(IMk) ~t= —{2(E—Vg,) + (2\ jiep) ’2}1227)

LEED electrons propagate from the surface and inwards,
ile AES and XPS electrons emerge from internal sources.
s section demonstrates that the electron transport in solids
is reversible in the sense that the flux is the same function of
distance in the inward and outward direction provided two
conditions are fulfilled. The crystal structure has to have lo-
cal inversion symmetry, and the flux has to be considered at
1 distances beyond the extension of the transient generated by
Eg=E— §|kH+9|2’ (9)  the boundary condition at the source.

In the solid occupying half-spac>0 the electron trans-

when the primary beam is incident with a wave-vector com-POrt is governed by the Schiimger equation and a continu-

ponentk; parallel to the surface. Equatici8) determines ity equation with a sink. T'he sink |s'assumed to be a uni-

Im kg, on replacement ok by kg, and of E by Eg, . forml_y dlstrlbgted_ absorpfuve potential ; (_<0), and _the
The stretched exponential intensity decrease occurring &/@stic scattering is described by a potentix,y,z) with

near-to-grazing incidence is a feature of the interlayer propaduclear singularities corresponding to the periodic or amor-

gators expikgd) (d is the interlayer spacingFigure 1 illus- phous atomic ;tructure. The Schimoger equation with a

trates the interlayer propagator by its magnitudeCOMPIeX scattering potential

exp(—dimk,,) regarded as a function of the variabip _ g

=3lk+ g|2/gE, which is the energy of propagation parallel to Vxy,2)=Vi(xy,2) + Vo (10

the surface expressed in units of the primary endfgyn  determines a complete set of linearly independent basis func-

particular, for the specular beam thevariable equals sf@, tions. These are conveniently arranged in two sets of func-

where 6 is the angle of incidence. The diagram in Fig. 1 istions ¢.(x,y,z) and ¢_,(Xx,y,z) (n=1,2,...), whose

drawn for the C(l11) surface with consideration of the en- fluxes decrease in the positive and negatiwdirection, re-

ergy dependence of, andVy;. It turns out that the inter- spectively. Lein=1 correspond to minimum decrease.

layer propagator begins a substantial decrease begpnd If the elastic scattering potential has local inversion sym-

=0.5-0.75, corresponding to an off-normal incidence ofmetry at a plang=z,,

45°—60° for the specular beam. lkg, assumes its mini-

mum value with the least wave numb+g| of surface Vi(x,y,2) =Vi(x,y, 22~ 2) (11

parallel propagation and the greatest endtgyavailable for  the basis functions will obey the symmetry relation

propagation normal to the surface. When the primary inci-

dence is close to the surface normal, the primary intensity & _n(X,Y,2)=constX ¢,(X,Y,225—2). (12
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Then, in the vicinity ofz=z,, the fluxes of¢, and of¢_, A. Elastic and inelastic scattering
decrease in oppositedirections with logarithmic gradients  ap glastic scattering potential for copper in a fcc lattice is
of equal magnitude. Consider now two electron transporgicylated by the superposition of atomic charge dené&ities
situations, one electron wave generated by a source at tgnerated by a self-consistent-charge Hartree-Fock-Slater
surface and propagating inwards code??~?*This code has both a nonrelativistic and a relativ-
istic option, of which the former is sufficient in the present
context. Afterwards an excited-state potentigl(E) de-
‘ﬂinw:; Andn (13 scribing the exchange and correlation energy of the primary
electron is designed by means of the Hedin-Lundqvist local
nsity approximatioR®~2’
The ad hocmultiplicative factor toV,(E) introduced by
Hedin and Lundqvist in their theory is conveniently used for
adjustment of the local density approximation to the nonuni-
y :2 B._.. (14) form charge dgnsity in a crystal. In the case_of(ﬂll), the .
outw™ 44 Fnen factor 0.96 brings the peaks of the theoretical and experi-
mental spectra into excellent agreement. The result is the

A, and B, are excitation coefficients determined by an ex-following energy-dependent inner potential for copper

ternal and an internal boundary condition, respectively. Elec-
tron transport is reversible, Vol E)=max —13.4,-3.6-65.8E+10.0 7] (16)

and another electron wave driven by a source in the interiofje
of the crystal and propagating outwards

_ _ as referred to the vacuum level. The ground-state inner po-
Yourd XY, 2) = CONSLX Yinu(X,Y,220=2), (15 tential —13.4 eV is valid up toE~36 eV, where the

ided the bound diti h ; ._excited-state inner potential takes over. In express$i)
provided the boundary conditions at the surface or at an iNg.e \york function is assumed to be 4 eV, but in the later

ternal source are the same. In general they are different, ang-p calculationsV(E) is adjusted to the energy scale of
the wavesjn, and o,y do not exhibit strict inversion sym- . experiment by a constant shift

metry. However, on the ass.ur_nption that the source gives rise 1o partial-wave phase shif&(E) (I is the orbital quan-
to a beam spectrum containing a primary wage of pré- v,y humbey calculated from the present electron-ion core
dominant intensity, the elast_lc sca_tterlng lobes of the atom otentiaf® nicely follow the rule of thumb that the number of
large for the forward scattering, will generate an asymptoti hase shifts scales a€Y? for a given accuracy:

electron.wave.that is specific to the matenal. In the presenc (100 eV)<0.002 for =7, and &(400 e\)<0.003 for
of local inversion(11) such asymptotic electron transport is =12

rever3|ple. . . The effect on LEED from inelastic electron-phonon scat-

Cubic crystals have inversion symmetry._The LEED S.tUdYtering due to the thermal vibrations of the crystal lattice can
on copper in Sec. V shows that asymptotic transmission i
attained upon three layer doublings.

In an amorphous material inversion symmetry is every
where present to a good approximation, and flux revers
holds in the nontransient region. The concept of trajectoryf
(or flux) reversal was introduced by Gries and Werner in
connection with electron transport in AES and XPBater
the flux transients occurring in the vicinity of the boundary at
a surface or an interface were extensively studied by Mont
Carlo simulationg?

In crystals where inversion symmetry of typgl) does
not occur, the logarithmic gradients are expected to depen ef. 2, Table I, and Ref. 5, Tablg.IThese tables extend
significantly on the direction of electron transport. An ideafrom' 56 eV and ’upwards .wr’1ile the.LEED data on(CL1)
about such a directional effect can perhaps be gained b%f?ef 14 go down to verg/ low energy. For the purpose of
considering the electric resistivity of noncubic metsigor combaring the present LEED calculaﬁon on(Cid) with
Instance, the resistivities of Be, Sn, and Zn have the parallehqe previously published structure determination, the author
to-perpendicular ratios 1.2, 1.4, and 1.03, respectively.

takes the liberty to extrapolate théy(E) curve following
from the TPP calculation down to 20 eV with proper atten-
IV. LEED ON COPPER tion to the intensity of the low-energy peaks in the specular-

. ) ) ) _ beam spectrumh yep andV,; for copper are drawn as func-
The theory presented in the previous sections will be iltjons of energy in Fig. 2.

lustrated by LEED calculations on the three low-index sur-

faces of copper, which were earlier subject to extensive

LEED studies, namely Ga11),"* Cu(100,*7' and B. LEED spectra and r-factor

Cu(110.1"-2° The experimental LEED data on Cuil), The analysis of electron transmission inside the low-index
which are available to the author, will be used for establishsurfaces of copper is carried out using the computer code of
ing an appropriate LEED scattering potential for copper. Rundgren and Salwe®® which contains layer-doubling rou-

De taken into account in the calculations by a Debye-
temperature dependent real-to-complex transformation of the
phase shifts.The Cy111) data were recorded at an ambient
emperature of 300 K, and it turns out that the listed Debye
emperature for copper, 315R js perfect for the calculation

of the CyY111) spectra. The vibrational enhancement in the
topmost layer is expected to be very small due to the dense-
ness of the layer and is not detectable with the limited
@mount of data available on cuy.

An imaginary inner potential/;(E) follows through Eq.

) from TPP’s calculation of the inelastic mean free path



5110 J. RUNDGREN PRB 59

for the 131 eV peak in the 00 spectrum, the ratio 1.4 for the
173 eV peak in the 10 spectrum, and the ratio 1.4 for the 128
eV peak in the 01 spectrum. The magnitudes are convinc-
ingly coherent.

It is noted that the excellent agreement of theory and ex-
periment shown in Fig. 3 is achieved without any optimiza-
tion of the inelastic input parameters, which are the Debye
temperature and the imaginary inner potential derived from
TPPS’s\ uep table.

The inelastic electron-phonon scattering has an important
0 100 200 360 4000 effect on the intensity and shape qf the LEED spectra. When

Energy (eV) the temperature is put equa 0 K instead of 300 K in the
LEED calculation on C(L11), the metric distanc®, jumps

FIG. 2. Inelastic mean free path and imaginary inner potentiafrom 9% to 14%, which indicates a significant LEED sensi-

for copper. tivity to temperature.

Imaginary Inner Potential (eV)
(y) yied 9ai4 ues|y onusejau|

tines easily adaptable to the operations in Sec. Il. The nu- V. ATTENUATION IN COPPER
merics of the code was carefully tested against the LEED
program of Moritz and co-worker8:* The LEED spectra
for Cu(112) are illustrated in Fig. 3. The attenuation of the electron field in the crystal is ob-
As r (reliability) factor for estimating the misfit between tained from the total transmitted intenslt@'/) as a function of
theory and experiment this paper uses the metric distahite the depth of penetratiori”). Figure 4 conveys a general idea
about the attenuation of the electron field by diagrams of the
1 logarithmic transmission gradient versus depth for the Cu
Dl_EE J'IQ"“_IQYEXIO'E’ 17 (111) surface at the angl inci ° 45°
] gles of incidenee=10°,45°, and
) ) 60°. As expected from the angular dependence of the inter-
where the theoretical and experimental spectga, and  |ayer propagators illustrated in Fig. 1, one finds that the loga-
lgex, respectively, are normalized to unit integral over therithmic transmission gradient is virtually constant for 10°,
energy range of bearg. The spectra in Fig. 3 give B;  roughly constant up to 45°, and substantially increasing for
Value equal to 9% ||ke |n the 0r|g|nal structure detel’mlnatIOI’IGOo |n the present paper the Iogarlthmlc grad|ent |S taken to
of Cu(111).** Visual inspection of the diagrams in the previ- pe the value at the sixteenth layer for all incidence angles.
ous and the present paper gives a slight preference to the
agreement obtained in the latter, in particular, regarding the B. Attenuation length

specular beam. The present paper reports LEED calculations on the

The peaks if 4 andl ., are well positioned in relation e
to each other, which directly shows that the energy depen(—lll)’ (100, and (110). surfaces of copper for incidence .
dence of,, is correct to a good approximation. angles 0—70 degrees in steps of 5 degrees. The attenuation

| and! g o have virtually equal peak widths, which de- length, which is the reciprocal logarithmic transmission gra-

termineV, as a function of energy. In addition, it is inter- dient, [Eq. (5] will now be studied as a function of the

esting to consider the magnitude of the theoretical and exgm'gr?gC:Z%’S{ﬁg]atlﬁsgggi?oﬂy tﬁge;?ér?gz;?ig;mg lna?[?lge_
perimental spectrbeforethe beamwise normalization on the ’nds on the su.rface index ’In Figs. 5-7 the at?enuation
assumption '_[ha_t the _experl_mental bee_lm spectra are referr:%?n gths for copper calculated by LEEb are compared with
to the same incident intensity. Consulting the raw data of th

LEED experiment, one findgn arbitrary unitg the ratio 1.5 The vaIu_es ob'talned by Cumpson and S¢@8) using Monte
Carlo simulatior?

Figure 5 shows\,, as a function of primary energy for
(10) LEED on Cu(111) the Cu111) surface. With a fixed azimuth two incidences are
6=0° chosen, one at 10° and one at the side of the 45° admission
LA e T T Y cone. The seemingly irregular structure in thg (E) curve
(1) is caused by numerous constructive and destructive interfer-
ences occurring in the elastic electron scattering.

Figure 6 represents,, as a function of the off-normal
incidence and primary energy for the three low-index sur-
faces of copper. The curves show the same general trends in
all three cases. Although locally they vary differently, the
curves attain roughly the same height at each particular en-
ergy. The minimum value of 5, occurs for primary energies
around 100 eV.

FIG. 3. LEED study of C(111) with experimental data from Figure 7, finally, illustrates the dependencegf on azi-
Lindgren et al. (Ref. 14. Individual intensity scalings make the muthal angle and primary energy for 20° off-normal inci-
theoretical and experimental spectra coalesce, for presentation pudence at the Qd11) surface. Again, the intensity shows a
pose. vivid diffractional structure.

A. Logarithmic transmission gradient

o

o

Intensity (arb. units)

Energy (eV)
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{’—,’ (c) Cu(111), 6=60°, ¢=[21-1] FIG. 5. Inelastic mean free path and attenuation length in
g -0.1+ - Cu(111). Azimuth is[211], and angle of incidence i® 10°, and
c (b) 45°.
S
8 -02- -
£ It is noted that the uncertainties given in Table | and plot-
S 034 &—< 400 eV ted in Fig. 8 are, in fact, not error bars caused by any nu-
= 0—0200eV © merical approximation but are due to the orientational varia-
_E-;J” V_VCC ;goesv tion of the diffraction. The dispersion of the attenuation
0.4 et length belonging to a particular crystal face amounts to 0.2—
v 02 30 40 50 0.4 A. A polycrystalline copper sample, which exhibits sev-

Depth (A) eral surface faces, can have larger dispersion.

FIG. 4. Logarithmic transmission gradient at the(Cl0) sur-
face. Azimuth is[ZIT], and angle of incidence i@ 10°, (b) 45°, VI. DISCUSSION
and(c) 60°.

Starting from LEED theory one is naturally led to the
concept of “logarithmic transmission gradient,’L
=(d/d2) Inl, for describing the decrease of the electron flux

A comprehensive description of the electron transmissioyng for defining an attenuation length. The concept of
as a function of primary energy is obtained by calculating the‘emission depth distribution” used in AES-XPS literature is
average attenuation length in the 45° admission cone, wheigefined by the same derivative of the intensity as above, but
the transmitted intensity decreases exponentially. The pegthe naming used in this note was preferred because of its
taining standard deviation estimates the orientational variaallusion to transmission matrix, which is a corner stone of
tion of the attenuation length. The present calculation, apLEED theory®
plied separately to the three low-index surfaces of copper, is
carried out using the grid#=0°-45° in steps of 5° and
¢$=0°-345° in steps of 15° of which the latter grid is re-
ducible by the particular surface symmetry. The surface- In Sec. V the attenuation length in copper is calculated
specific results are listed in Table I, and a global averagdrom the nontransient part of the electron transmission with
with standard deviation is illustrated in Fig. 8 for the energyneglect of the boundary condition at the surface. Current
range 50—400 eV. The calculations are carried out both at Monte Carlo simulations utilize nontransience in the same
and 300 K to illustrate that the attenuation length in crystal-way®® But the two descriptions of electron transmission go
line materials is sensitive to temperature. The gap betweeapart already from Eq7). LEED theory use¥, and Monte
the 0 K curve and the 300 K curve turns out to increase withCarlo simulation\,ep. The imaginary potential gives rise
increasing energy and attains 0.8 A at 400 eV. For comparito a continuity equation for the electron probability density
son with the Monte Carlo simulation method, Table | con-with a sink, giving a continous probability for electron ab-
tains the attenuation length for copper calculated by’CS. sorption. In the Monte Carlo simulation with inelastic mean

C. Orientational uncertainty

A. LEED and Monte Carlo simulation
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1 =[011 O—C400eV . . . i
<7 (b) Cu(100), ¢=[0 ‘] 0—0200eV [ FIG. 7. Attenuation length as a function of azimuth and primary
<6 O—0100eV | energy for C@111). Comparison with a Monte Carlo simulation
5 v V506V (CS) (Ref. 5.
§ 57 filed symbols, CS |~
c 4 -

% 3 i been discussed quite a long time from the points of view of
2 AES-XPS (Refs. 6,7 and LEED?* Diffuse LEED treats

£ 2% i amorphousness in an atomic layer adsorbed on a crystal by a
< I B cluster calculation. The cluster size is limited by the inelastic

0O events which prevent electrons at a given point to feel atomic

structure at a distanc.

S NI v | It was hoped that the present LEED calculation and the
_7. () Cu(110), ¢=[-110] o—C400eV 1 Monte Carlo simulation on copper would converge near the
<] . 0—0200eV | mu pp ge !
= 6- 0—0100eV | upper-energy limit of 400 eV. No such tendency is seen in
=) v—v 506V Fig. 8. The LEED and CS curves run more or less parallel
597 filled symbols, CS [

above 100 eV.

g4 i A major difference between the calculations of CS and
}‘E 3 5 the present paper is that the former are applied to an amor-
52 . L phous material, whereas the latter are carried out on a crystal.
% 1] i Disorder by itself causes incoherence and electron absorption

1 in diffraction, as, for instance, in the case of random metallic

0 0 15 30 45 60 75 90 alloys®® If a disorder argument is important in the present
Incidence Rel. to Surface Normal (deg) context, the electron absorption in an amorphous material

would be stronger than in a crystalline one. In Fig. 8 the
FIG. 6. Attenuation length as a function of off-normal incidence gttenuation length of CS is in fact longer than the LEED one
and primary energy for three low-index surfaces of cop@r poth a 0 K and at 300 K. The intensity is further discussed
Cu(lll)_, (b) Qu(lO()), and(c) Cu(110. Comparison with a Monte  j the following two subsections.
Carlo simulation(CS) (Ref. 5. The LEED attenuation lengths presented in Table | and
Fig. 8 are subject to orientational uncertainty caused by two
free path, the electron trajectory is a pearl-rope of elasticalleffects. First, the intensity variation due to the angular de-
scattering ion cores, sooner or later broken off by an inelastipendence of the interlayer propagat@®ec. 1l B), and, sec-
event. ond, the diffractional intensity variations with respect to
The low-energy limit, below which the single-scattering E, 8, ¢, and crystal facéSec. V B. These orientational un-
Born approximation is unjustified with a given standard ofcertainties add up to 10-15 %. CS demonstrate that the at-
accuracy, is not knowh.Generalizations of the methods tenuation length given by Monte Carlo simulation is a
dedicated to either amorphous or crystalline materials havemooth function of emission ange The authors estimate

TABLE |. Attenuation length(in A) vs energy for three low-index surfaces of copper.

at 300 K at0 K CSRef. 5
E (eV) (113 (100 (110 (113 (100 (110
50 3.3:0.5 2.9+0.5 3.3t0.4 3.4-0.6 3.1+x0.4 3.5-04 29
75 3.0:0.5 2704 2704 3.1+r05 2.9+0.5 2.8:0.5 3.3
100 2.7#0.5 2504 2.6:0.5 2.9-0.5 2.7+05 2.7+0.5 35
200 3.6:0.5 3.3:0.5 3.2:0.6 4.0+0.6 3.6:0.6 3. 7#0.5 4.4
300 4.4-0.6 4.2£0.7 4.0+0.8 4.9+0.7 4.7+0.7 4.5-0.8 5.5

400 5.0:0.7 4.9-0.7 4.8-0.9 5.6£0.9 5.70.7 5409 6.5
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8 : ' : ' : ' : ' TABLE II. Imaginary potentialVy; for copper from selected
27_' Cu(111) L LEED works.
:CE»S_ N Surface Vi (eV) with Refs.
c 5 -
] 2l i (111)-(1x 1) —4.6 (Ref. 14
& | (100-(1x 1) —4 (Ref. 15-17
g 3 e 00S N (110-(1x 1) —2.5+0.3(Ref. 18, —4 (Refs. 17 and 19
g2 O—OLEED, 0K | (110-(1x2) —5 (Ref. 20
< 1] ®&—@LEED, 300K |-

0 . T . :

0 100 200 300 abo ferred one. The fact that the electron-scattering potential of
Energy (eV) Czyzewskiet al. overestimates the forward scattering, may

. . R . explain that the CS calculation gives greater attenuation
FIG. 8. Attenuation length for G11) in a 45° admission cone length than the LEED calculation.

about the surface normal; comparison with a Monte Carlo simula-
tion (CS (Ref. 5. Vertical bars show orientational uncertainties;
the middle curve is shifted 5 eV to the right for clarity. C. Inelastic scattering

The attenuation length depends on temperature in LEED
theory as shown in Fig. 8, while temperature does not occur
as a parameter in current Monte Carlo simulations.

Figure 9 shows how the inelastic electron-phonon scatter-
ing due to lattice vibrations influences the effective
differential-scattering cross section of the ion cores. The sen-

A basic element in the calculation of electron attenuatiorsitivity to temperature varies from nothing in the forward
lengths is the elastic electron-ion core scattering potential. ldlirection to a maximum in the backward direction. In the
their Monte Carlo simulation CS use the differential scattercase of 100 eV primary energy the backscattered intensity
ing cross section tabulated as a function of energy by Czyzeelative to the forwardscattered intensity is 0.16aK and
wski et al®’ If the pertaining electron-scattering phase shifts0.07 at 300 K; at 400 eV the corresponding ratios are 0.07
had been available, the immediate action had been to appnd 0.003. Although the backscattering is thus found rapidly
them to a LEED calculation. Instead, the differential scatterto decrease in relative intensity when the energy increases
ing cross section will be used to shed some light on théhe LEED calculation illustrated in Fig. 8 shows that the
attenuation lengths illustrated in Fig. 8. effect of thermal motion on the attenuation length is strong

Figure 9 shows the differential cross section for copper a@ind roughly the same in the whole energy range 50—-400 eV.
100 eV following from the superposition of Hartree-Fock- In crystalline materials mirror planes give rise to multiple
Slater charge densities in Sec. IV A together with the differ-scattering, which can amplify backward scattering and the
ential cross section produced by the relativistic Hartree-Focleffect of thermal motion.
method of Czyzewslkeét al. In the first place the 0 K curve of A hypothesis close at hand is that amorphous materials,
the present paper is considered. One finds a substantial digthere there is no analogue to multiple scattering between
crepancy between the cross sections of the two papers, afirror planes, scatter electrons in the forward direction much
which the latter is said to have little experimental supportlike the ion cores. Monte Carlo simulation with temperature-
below 1 keV3’ The electron-scattering potential generated independent differential scattering cross sections would then
Sec. IV A reproduces extremely well the LEED spectra onshow a very weak effect on the attenuation length, and the
Cu(111) as demonstrated in Fig. 3 and is considered the presingle-scattering Born approximation could be valid down to

some low energy. A test calculation to see whether the effect

the “maximum usable emission angle” for a given accuracy
of emission depth and find that 5% accuracy defines a 58
admission cone.

B. Elastic scattering

10 ot of lattice vibrations is observable with the current resolution
E\\ Cu, 100 eV — LEED, 0K of AES-XPS equipments is beyond the scope of the present

o — LEED, 300K paper.
10" 4 BN —- Czyzewski etal. The agreement of theoretical and experimental LEED

spectra for copper shown in Fig. 3 is achieved without any
optimization of the inelastic-input parameters, which are the
Debye temperature and the imaginary inner poteMjabe-
rived from TPP's\ep table. Vy; illustrated in Fig. 2 is
approximately constant in a large energy interval; it assumes
its minimum value—4.54 eV at about 200 eV primary en-
ergy and increases t6 4.37 eV at the primary energies 128
and 400 eV.

The imaginary innner potentials determined in eight

FIG. 9. Differential scattering cross section for copper at 100 eVLEED investigations on copper are presented in Table II.
from a self-consistent-charge Hartree-Fock-Slater model applied tRReference is made to works which us¥ & E) that remains
a fcc lattice of ion cores; comparison with the Hartree-Fock calcuconstant or has a minimuthlike in Fig. 2. The heuristic
lation of Czyzewskiet al. (Ref. 37. —EY® model is left out of consideration, because it is de-
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3 3
| |

-
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b

T T T T

¥
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creasing at high energy. Table Il gives a mean imaginary It is of general physical interest that AES-XPS and LEED
inner potential—4.0 eV, accompanied with an important utilize compatible electron-ion scattering potentials, where
root mean-square dispersion, 0.7 eV. The mean LEED valuthe energy regions of the methods overlap. LEED establishes
roughly agrees with the TPP value for copper4.4 eV in  valid potentials for elements at energies extending to some
the range 128-400 eV, but the LEED technique is probablyp00 eV. A great body of experimental evidence exists; in
capable of less dispersion Wy, than the above. 1995 the LEED literature contained 156 surface studies on
clean metals and semiconductors distributed on 31
elements?®
) TPP’s table of inelastic mean free paths for 27 elenfents
Flux reversal for electron transport in crystals and amoregtaplishes a standard for the design of imaginary inner po-
phous materials is derived from local inversion symmetry tentials for LEED. The negativd;s following from the
The flgx reversgl is limited to the region exterlpr to the Mg’ through Eq.(7) are all found to go through a mini-
wave-field transients due to the boundary conditions at thgyym somewhere in the interval 100-300 eV and slowly to

source and at interfaces. _ increase towards high primary energy.
This paper is a comparison between attenuation lengths

calculated by LEED and by Monte Carlo simulation. A fair
agreement is found for crystalline and amorphous copper.
Details concerning the scattering parameters remain to be
clarified before the low-energy limit of the Born approxima-

VII. CONCLUSION
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