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High-depth-resolution Rutherford backscattering data and error analysis of SiGe systems
using the simulated annealing and Markov chain Monte Carlo algorithms

N. P. Barradas, A. P. Knights, and C. Jeynes
School of Electronic Engineering, Information Technology and Mathematics, University of Surrey, Guildford,
Surrey GU2 5XH, United Kingdom

O. A. Mironov,* T. J. Grashy, and E. H. C. Parker
Department of Physics, University of Warwick, Coventry CV4 7AL, United Kingdom
(Received 28 September 1998

The thickness and composition of SiGe/Si quantum wells has been studied by high-depth-resolution Ruth-
erford backscatterinRBS) analysis. While a depth resolution at the surface of 8 nm is achieved, the degra-
dation of resolution with depth must be taken into account for a correct analysis of the data. Fully automated
analysis incorporating the depth resolution as a function of depth was performed using the simulated annealing
algorithm. Bayesian inference using the Markov chain Monte Carlo method was also employed, and confi-
dence limits on the SiGe depth profiles obtained from the RBS data are established. The results obtained are
used to show that the interface sharpness in SiGe/Si multilayers depends on the temperature of growth. Finally,
it is shown that standard RBS using a normal angle of incidence is sufficient to obtain narrow limits of
confidence in the thickness and stoichiometry of single quantum wells, but not of multiple quantum wells, for
which high-depth-resolution experiments are neces$&§163-1829)01107-§

[. INTRODUCTION demonstrated that the general inverse RBS prolflantain-
ing the depth profile from the spectriiman be efficiently

Si-Si,_,Ge, multiple quantum wells have many possible solved using a simulated annealing computer algorithm.
applications in optoelectronics, with the potential for mono- Another relevant problem is that the study of samples
lithic integration with Si technology.These include infrared containing 3—-10-nm-thick SiGe layers is limited by the
photodetectors based on a number pfype strained depth resolution of the RBS technique. The problem is still
Si; _,Gg, wells with thicknesses around 3—10 nm, separatednore severe when several layers are present, and the indi-
by Si barriers with thicknesses around 30-50 nm, cappesiidual thickness and composition of each is to be deter-
with p-type Si for electrical contaétThe layer quality, stoi- mined. In standard RBS, a’Hor He" beam in the 1-2-MeV
chiometry, thickness, and interface sharpness have a stromgergy range is employed, which strikes in the sample nor-
influence on the optical properties of Si/SiGe systems, andpal to its surface. Backscattered nuclei are detected with a
therefore, their careful assessment is necessary. solid-state detector. The depth resolution is generally not

Rutherford backscattering spectrometRBS) is a well-  good enough to study systems such as those of interest here.
established and powerful technique for determining the elAn alternative to the use of expensive magnetic
emental composition of thin films using an energetic Iightspectrometeﬁsis to perform RBS at the grazing angle of
ion beam, normally H or He, in the 1-2-MeV range. Becausdncidence, in which the increased path length of the beam in
the data analysis is based on Newtonian mechanics, it is fullgach layer leads to an enhancement of the depth resofution.
guantitative without the need to recur to standaste, e.g., However, the depth resolution degrades as the beam enters
Ref. 3. RBS can be therefore used to obtain quantitative andeeper into the sample, due to different processes such as the
traceable information about homogeneous films. It has beestatistical nature of the process of energy loss through colli-
used in a round robin exercise organized by the Nationasion with the electrongenergy straggling or to multiple
Physical Laboratofyto characterize the 100-nm J&; stan-  small-angle collisions with the sample nucleiultiple scat-
dard for electron spectroscopy, and also to quantify a sedering. These effects become more important as the angle of
ondary implanted standard by the Institute for Reference Maincidence becomes shallower, and when analyzing the results
terials and Measurements in G8ehdditionally we recently ~ of grazing angle of incidence experiments they must be ac-
demonstrated 1% accuracy in the determination of the Icounted for, otherwise the composition of the layers will be
content of IRGa, _,As films?® incorrectly evaluated. Szigi, Paszti, and Amsel presented

However, most samples of interest, such as the ones stud-computer codepepTH ' that calculates the depth resolu-
ied in this work, are not homogeneous. In such a case it iton as function of depth with an error smaller than 10% by
usually difficult to devise a computational method transpartaking into account the detection system, the physical prop-
ent enough to obtain depth profiles from the spectrum whoserties of the sample, and the physical effects that lead to
accuracy is traceable. Moreover, in many cases the specteegradation of depth resolution.
obtained from real samples are sufficiently complex to pre- In this paper, we present a fully automated analysis, with
clude manual extraction of accurate depth profiles in a reathe simulated annealing algorithm of SiGe quantum wells
sonable time. Addressing these problems, we have recentlysing high-resolution RBS, accounting for the correct values
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of the depth resolution as a function of depth. Furthermoreproblems such as the NP-compléite., insoluble in polyno-
we extend this work to show how the computational methodmial time) traveling salesman probleti,and is widely ap-
is able to generate information about the errors involved irplied in different fields, from ion-beam analysis to natural
the depth profiles obtained, by applying Bayesian inferencéanguage processirfy.SA is based on an analogy with an-
using the Markov chain Monte Carlo integration method.nealing, i.e., removing defects from a crystal by melting it
This allows us not only to derive the SiGe layer thicknessand subsequently cooling it down very slowly. Given a cur-
and stoichiometry automatically from the RBS data, but alsaent state of the system with energly; , another statgwith
to establish confidence limits on the solutions obtained.  energyE; is generated by a random process, in which state
is slightly changed. If the energy differenddE=E;—E; is
negative, the system is taken to be in the new gtafeAE
is positive, that is, if the energy of the system increases, the
Samples with a nominal composition(®01)/Si300 nm/  transition can still occur with a certain probability given by
(Si 30 Nnm/Si 7dG& 2,5 NM) 5 /Si 50 nm were grown by solid the Boltzmann factor
source molecular-beam epitaxy, at different substrate tem- o
peratures ranging from 550 to 810°C. A®1)/Si,/Ge 3 P(i—])=exp(—AE/kgT), @
7-nm/Si 70-nm sample was also produced. The experiment
e e et Aek1ee M constat. I at sach temperature tme enough i a
lowed for the crystal to reach thermodynamical equilibrium,
ness for the substrate temperatures used, and cross-section, . ST
transmission electron microscopy results show no strainf'-ind if the cooling is $IOW enough, the_n'a#o K the crystal
induced dislocations in the epitaxial region. The samples‘S guaranteed to be in a state of minimum energy. Note that
! e ' if the system is degenerate, that is, if more than one state
were fully-strained as verified by measurements of x-ray -
rocking curves and Raman speckfa. C(_)rresp_onds to the minimum energy, Tat 0 K the system
will be in any one of those states.

Grazing_ angle of incidﬁpce RBS experiments were per- In the analogy with simulated annealirig,becomes any
formed using a 1.5-MeV Hebeam on the Sacawe3-MV objective functionf=f(x) to be minimized, where the state

van de Graaff acceleratdt.A surface barrier detector with : ' : i
f the system is defined as In ion-beam analysis is the

20-keV energy resolution was located under the beam a : A :
R S epth profile of all elements. A state transition is defined as
160° to the beam directiofiCornell geometry. For each : ) )
oy the generation of a new structure given the previously calcu-
sample, spectra were collected from normal incidence to aj) : :
o R : . ated one by randomly changing the depth profiles by some
11° grazing incidence tilt angl®, defined as the angle be- o . "
L . amount. The probabilityP of accepting a transition from
tween the beam direction and the sample surface with a ver- S .
; . : : state x to statey is given by the so-called Metropolis
tical tilt axis. The beam was 0.2—0.4 mm wide and 0.6 MM terior?t
high. A 1.5<5.0-mnf detector aperture was used to reduce
geometrical dispersion. The detector-sample distance was 75 P(x —minfexo —Av2/T).1 2
mm. The 5-nA beam current was measured with a transmis- (x=y) {exp(—Ax7/T). 11, @
sion Faraday cup with precision2%:* The pressure during wheref=A x? is the x? change due to the transition, afids
the experiments was>810 ® mbar. Standard RBS was also a control parametenot a temperatujeAt high values of the
done using the Surrey 2-MV van de GradffThe beam was  control parametef, practically all the transitions are ac-
circular with a 1-mm diameter. Two detectofsandB, were  cepted, corresponding in the analogy to a liquid state with
used simultaneously. Detectarwas located at a 165° scat- high entropy. AsT decreases, the probability of transitions
tering angle in the same plane as the beam and the normal {gith related high increase o becomes smaller, and at very
the sample¢IBM geometry, and had a 16-keV full width at small values ofT only transitions that lead to a decrease in
half maximum(FWHM) and 6.5 msr solid angle. DetectBr )2 are accepted. In SA; is initialized at some high valug,
was located at a 133° scattering angle in the IBM geometrythat allows practically all transitions to be accepted. Tfien
and had 14-keV FWHM and 4.3-msr solid angle. Both de-is decreased slowly, according 1, ;=kT,, wherek is a
tectors were circular and no aperture was used. The energyositive constant smaller than 1. At each valueTofL,
calibration was determined with a 0.5% error in the gain andransitions are proposed; the succession of all the accepted
a three-channel error in the offset, and the beam fluence wagates is called a Markov chain, so during the SA process
measured with a 2% pre_:cisiéﬁ.Complemen_tary x-ray dif- several Markov chains are computed, one for each value of
fraction (XRD), transmission electron microscopy, and the control parameter. The values B, k, andL,, define
secondary-ion-mass-spectrometrySIMS)  measurements what is called the cooling schedule. For sufficiently high
were also carried out on some samples. values of these three parameters, it can be mathematically
provert® that the absolute minimum of the objective function
is found. In practical terms, that would lead to extremely
long calculation times, and a reasonable cooling schedule,
that leads to a high-quality solution as opposed to the best
Simulated annealingSA) is a global optimization algo- one, must be used.
rithm designed to find the absolute minimuypr maximum) We have previously described the implementation of the
of any given functiont® 8 It is completely general in the simulated annealing algorithm to RBS, elastimon-
sense that it entails in principle no restrictions on the func-Rutherford backscattering? and elastic recoil detection
tion to be minimized. It has solved previously intractableanalysis?® and demonstrated its application in complex prac-

Il. EXPERIMENTAL DETAILS

‘?}\I/hereT is the temperature of the system dggis the Boltz-

Ill. SIMULATED ANNEALING AND MARKOV CHAIN
MONTE CARLO ALGORITHMS



PRB 59 HIGH-DEPTH-RESOLUTION RUTHERFOR.. .. 5099

tical cases Ztgat would have been very hard 59 analyzgio,-based system the maximum O concentration allowed is
otherwise?*~?® The resulting computer programpr,”’ is to 2 In this case, it is not convenient to use maximum entropy’s

the best of our knowledge currently the only tool that allowsyninformative prio® Finally, p(d|x) can be taken to de-
automatic extraction of depth profiles from raw data. Otherpend on they?, e.g., through

approaches, such as the Bayesian inference and maximum
entropy methods of Fischer and co-work&s have been p(d]x)=exp(— x212), 4
extremely successful in improving the depth resolution of
RBS by effectively deconvoluting the apparatus responsgyith the y2 function defined in the usual way:
function from the data, but they have not applied it to extract
depth profiles from data.
Simulated annealing, while very successful in a wide XZEE [(Yiexpt—Yithe(x))/ai]z, 5
range of problems, has one main shortcoming: it returns one !
state of the systerfi.e., one depth profilecorresponding to ; i ) )
the minimumy? found, without any indication of fit error. Where Yeq and Yy, are the experimental and theoretical
Further, RBS is many times ambiguous, with more than on&Pectra respectively, ang =sqrt(Ye,;) is the experimental
depth prof"e producing the same Spectr%}-nand as stated error in theith channel of the SpeCtrUm. Other sources of
above simulated annealing would just find, at random, one offTor, such as uncertainty in the beam fluence or in the en-
those solutions. In many cases extra informatmt can be €rgy calibration, can also be included. The prObIem now is to
input in NDF (Ref. 22] is available to constrain the solution, €valuate Eq(3), which we will do with the Markov chain
and many ambiguities can be solved by measuring more thadonte Carlo(MCMC) sampling method, in particular the
one spectrum under different experimental conditiéiand ~ Metropolis Hastings algorithfh based on the Metropolis
NDF can fit simultaneously up to ten spectra collected fromcriterion given in Eq. (1). Take a Markov chain
the same sampd. However, it would be highly desirable to Xo:X1,---Xn,---Xm, ~ such  that p(xi[Xo,X1,... X 1)
be able to calculate both confidence intervals on the finaF P(Xi|Xi—1), that is, the probability that theth member of
depth profile and also to obtain all the possible solutions. the chain bex; depends only on the previous element of the
One possibility is Bayesian Inferenc8l).3*3* Suppose chain, and is determined by the random distributigr; ,y).
we wish to have information ox, about which soma priori ~ The Markov chain is then generated by proceeding frpto
information| exists which can be expressed in terms of theX;+1 by considering a candidate poiptgenerated with the
conditional probabilityp(x|1), known as theprior distribu- ~ random distributionq(x; ,y). The candidatey is then ac-
tion, i.e., it is the knowledge we have abaoxtbefore any cepted(that is, it becomes; ;) with probability P(x—y)
experiment is done. Suppose also that we have some expe#ficcording to the generalized Metropolis criterion
mental observationd=d(x) which depend on the param-
etersx in a known way. The knowledge of the dependence of P(x—y)=min{[ w(y)q(y,x) /[ m(x)q(x,y)],1}, (6)
the observations uponr is then the conditional probability
p(d|x), the so-calledikelihood function It describes how where the acceptance functierix) is a function ofx to be
probable it is to obtain a certain experimental result givenchosen, as seen below. After running the Markov chain for a
well-known parameters; in RBS, this corresponds to calcuperiod ofn iterations until equilibrium has been reach#uht
lating a theoretical spectrum from a known depth profile, ands, until the probability of the system being in the statbe
adding the apparatus response function and statistical flugiven bya(x)], we continue for a furthem— n iterations; the
tuations. The question becomes, how much do the experMarkov chainx,,... X, then constitutes a sample from the
mental observations alter our original beliefs about the paacceptance distributiof(x). This sample is an empirical dis-
rametersx? In other words, given the experimental RBS tribution which, if large enough, reflects all the properties of
spectra and ang priori information, what can we say about = without need for direct evaluation of.
the depth profile? The answer is given by Bayes' theorem  The transition distributior can be chosen such that it is
symmetric, i.e.g(x,y) =q(y,x). All that is finally needed is
p(x|d1)=p(d|x)p(x|1)/p(d]l). (3) tosetw(y)=p(d|x)p(x|I) as in Eq.(3), and taking Eq(4)
and the fact thap(x|l) is incorporated in the generation of
The probability density functiop(x|d1) is called thepos- transitions of state into account, the acceptance criterion to
terior distribution as it is the knowledge we have about 9€nerate the Markov chain becomes
taking into account the experiments done and any other in-
formation. It therefore contains all the information about the P(x—y)=min{exp — Ax*/2),1}. 0
sample given the data. With it, it is possible to calculate the
mean solution(x) as well as confidence intervals given by = The Markov chain so generated is then a sample of
the standard deviation(x). As p(d|l) is independent ok, p(x|dl), that s, it reflects all the information ov&rthat can
we can treat it as a normalization constant. In the generdbe obtained from the experimental data, taking into account
case, any depth profile is possible,®x|1) could be a con- any previous information on the system. Not only averages
stant for all atomic functions between 0 and 1, and zerand standard deviations of the concentration of any element
outside that interval. However, in many cases previous inforat any depth can be calculated, but ambiguous problems can
mation about the system is available from other sources, analso be conveniently treated: if there is more than one solu-
this term represents those constraints as imposed by the ug@n that fits the data correctly(x|d1) will be multimodal,
in NDF; for instance, the user may specify that in athatis, it will have one maximum per possible solution.
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IV. ENERGY RESOLUTION AS A FUNCTION OF DEPTH

>
o

In RBS analysis the energy resolution degrades with
depth, faster at grazing angles of incidence. The result is an
artificial broadening of any features in the spectra obtained,
and to determine the real depth profile it is necessary to
know the depth resolution precisely. This is particularly criti-
cal when high-resolution experiments are performed by us-
ing a grazing angle of incidence, as in this work. In this case,
the geometrical straggling and the multiple scattering are the
main factors that lead to a fast degradation of the energy
resolution with depth.

The computer cod®ePTH (Refs. 10 and 3bcalculates FIG. 1. Depth resolution as a function of depth, as calculated
the depth resolution as a function of depth with a precisiorwith peptH for the two setups used. For the Sagavéuigh-
better than 10%. It has been validated for many differentesolution setup, the angle of incidengidor each curve is shown.
systems, including pure é‘?,SiGe,ll and Co/Re multilayer%. For the Surrey standard set up, the depth resolution values for the
It takes into account the detector resolution, the energy anfvo detectorsA andB used are shown.
angular spread of the beam, the geometric spread caused by
the finite beam size and by the detector’s solid angle, andase, however, the effect of energy resolution degradation is
energy straggling and multiple scattering in the sample. Icrucial and must be taken into account for a correct interpre-
does not, however, allow for the small low-energy tails duetation of the data. The widely distributed codemp (Ref.
to plural scattering from higl-target elements. 40) calculates only the effect of Bohr straggling, which

Previously'! we analyzed the RBS data collected for themakes analysis of complex samples such as multilayers a
SiGe/Si multilayers with a cumbersome, although correctfedious procedur®, and the results are not always reliable.
procedure: The RBS spectra were first converted to a set dVe therefore decided to allowpr to take advantage of the
apparent depth profiles, using Si and SiGe stopping powerstate-of-the-art calculations available witEPTH.
and densities! A test depth profile with the nominal sample ~ To calculate the depth resolution as a function of depth
composition was then convoluted with the depth resolutior{either by incorporatin@ePTH into NDF or by rewriting the
function, as calculated witberTH The different spectra ob- code each time a theoretical function is computed would
tained, one for each angle of incidence, were then comparggcrease the calculation time unacceptably because in the
with the corresponding experimental Ge profiles. An auto-simulated annealing process thousands or tens of thousands
matic fit process followed, where the fit parameter was thef functions are computed, while eadEPTH calculation
Ge depth profile. There are several problems with thigakes a few seconds to run on a PII processor running at 300
method: (1) It is not general, i.e., only the signal coming MHz. The alternatives are either to calculate the depth reso-
from one of the element&Ge) is used, and the information lution as function of depth beforehand using the nominal
on the Si signal is ignored?2) Also, the signal of the element sample composition, or to recalculate it at each value of the
of interest is required to be fully separated from all othercontrol parameter, that is, once per Markov chain. We opted
elements presentd) It does not take the isotopic distribution for the first method as it allowed us to usePTH directly
of the elements into accouftbecause generally the different without the need to incorporate it inter. If the final fitted
isotopes cannot be separated) The method is sensitive to depth profile is significantly different from the nominal one,
statistical fluctuations on the data, and extra information haghe depth resolution should be recalculated and the fit re-
to be introducede.g., that the samples were multilayers with peated. This was not necessary in any of the examples shown
five SiGe layers (5) The code developed was not general, asn this work.
it was written for the particular system under study. It was Finally, the depth resolution values calculated for the ex-
therefore desirable to develop an alternative, generaperimental conditions in the two setups used in this work are
method, unique in that no other of the computer codes preshown in Fig. 1. It is clear that, in the Sacavehigh-
sented so fafsee Ref. 38 for a recent revig¢would perform  resolution system, an improvement by a factor of 5 in the
automated fits including the effect of energy resolution degdepth resolution at the surface is reached by using a grazing
radation. angle of incidence}=11°. However, at that angle the deg-

To ensure that the depth profiles obtained with simulatedadation with depth is vary fast, due to the increased prob-
annealingor any other algorithmare correct, the theoretical ability of multiple scattering. Deeper than 100 nm, multiple
test functions generated must be as realistic as possible. Btattering is the largest contribution to the energy resolution.
the papers quoted above, the degradation of energy resol®n the other hand, at normal incidenc&=90°) or atd
tion with depth was explicitly not taken into account, which =26° the depth resolution at the surface is much worse than
led to an overestimation of the thickness of interfaces. Thisit a grazing angle of incidence, but degrades much slower
was done for reasons of simplicity of the code as well aswith depth, and deeper than 150 nm a better depth resolution
running time. Also, in most casds.g., normal angle of in- is obtained using @ =26° angle of incidence than using a
cidence the energy resolution changes only slowly with 9=11° grazing angle. The differences observed in depth
depth and full calculations are not necessary. When grazingesolution at normal incidence for the Sacavand Surrey
angle of incidencé¢as well as in other cases, e.g., in elastic(detectorsA andB) setups are due mostly to the difference in
recoil detection analysi€Ref. 39] is used as in the present the resolution of the detectors.
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FIG. 2. Fits obtained for the (Si30-nm{SiGe,,,5-nm)y s FIG. 3. Fits obtained for the (Si30-NMSiGE2,5-NM)ys

multilayer grown at 550 °C. The same depth profile was used 1o fit,, ijaver grown at 810 °C. The same depth profile was used to fit

the foyr spect_ra simultaneously. The fitted partial spectra COMehe four spectra simultaneously. The fitted partial spectra corre-

sponding to Si and Ge are also SL‘IOWH for the spectra collected @},onging to Si and Ge are also shown for the spectra collected at
angles of incidence of 16° and 11°. angles of incidence of 16° and 11°.

V. RESULTS AND DISCUSSION .
could not be simultaneously good for all spectra.

Using simulated annealing and following the procedure The depth profiles obtained are shown in Fig. 4 for(@e
outlined in Sec. Ill, we fitted the RBS spectra taken from thethere are only two elements present the Si and Ge profiles are
Si(002)/Si 300-nm(Si 30-NM/S} 765G 2,5-NM)5/Si 50-nm  complementary Note that a depth of EBat/cn? corre-
multilayers grown at 550 and 810 °C, obtained in the Sasponds to 0.2 nm, taking into account the density of Si and
caven high-depth-resolution setup. Four spectra were colSiGe, 5 10?? at/cn?®. That the sample grown at 810 °C has
lected from each sample, from normal incider{®@°) to a  sharper SiGe layers than the sample grown at 550 °C has
11° grazing angle of incidence. All the experimental profilesbeen confirmed with high-resolution SIM3,and is ex-
are fitted simultaneously with the same depth profile, to in-
crease the sensitivity and ensure consistency between the fits.
The results are shown in Figs. 2 and 3 for the samples grown
at 550 and 810 °C, respectively. It is interesting to note that
there is some unintentional channeling in the spectra col-
lected at normal angle of incidence, in the region corre-
sponding to the bulk Si substrate. Consequently the region of
interest in the fit for these spectra is set from 200 to 350 to
avoid the channeled part of the data. The fits obtained are
very good. The effect of the degradation of depth resolution
is clearly observed in the Ge signal-&t 16° and 11°, with 0 e ol ]
the signal from each successive Ge peak being broader and 0 25DOe tgo(omw?z?/crlr?e(;o 1250
worse defined than the previous. The fact that the width of P
the Ge peaks could be correctly reproduced for all angles of FIG. 4. Fitted Ge depth profiles for the (Si30-nm/
incidence using the same depth profile proves WERTH  Si, ,dGe, 2,5-nm)y 5 multilayers grown at 550 °@dashed lingand
calculates the depth resolution correctly. Otherwise, the fiB10 °C(solid line).

20— |

10 4
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o
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TABLE I. Depth resolution at the position of the SiGe layers in

20
the (Si30nm/Si;dGe .5 Nnm)ys multilayers obtained with the
different angles of incidence used, for the Sacasetup. g 5
S15;
Depth resolutio(nm) E
=10
Layer Depth(nm 9d=11° 9=16° 9=26° I=90° é
surface 7.5 10.7 16.9 37.8 S 2 1o
1 50 8.9 117 17.9 39.0 I
O " — T T B
2 85 11.3 12.7 18.6 40.0 0 250 500 750 1000 1250
3 120 15.3 14.4 19.4 40.6 Depth (10" at/cm®)
4 155 21.3 16.7 20.2 41.4
5 190 201 19.6 21.2 421 FIG. 5. Fitted Ge depth profile for the (Si30-nm/

Sip 765 205-nm),.s multilayers grown at 810 °C, with the depth
resolution as calculated witbepTH (solid line), and using only the

. . system resolutioridashed ling
plained because the higher temperature corresponds to the

equilibrium regime of Ge segregation near the Si/SiGesiangard deviation of the depth profiles that are consistent
interface;” with correspondingly better defined interfaces. ith the data within the experimental errors. The results

These results correlate with the observation by Raman spegyiained with BI/MCMC  for the $D01)/Si 300-nm/
troscopy of zone-folded acoustic modfegwhich depend on (Si 30-NM/S, 7456 225-NM)5/Si 50-nm multilayers grown

the crystalline and interface qualfty only on the sample at 550 and 810 °C are shown in Figgapand &b), respec-
grown at 810°C. These modes. are not observc_ad for IOWetrively. The lines indicate the confidence limits1 standard
growth temperatures due to the increased smearing of the G iation of the posterior probability distribution defined in
profile. More interesting is the fact that the two Ge peaksEq. (3). The relatively high ambiguity on the Ge concentra-
closer to the surface seem in the fitted depth profiles to bgy, 'is chiefly due to the limited depth resolution as dis-
sharper than the_deeper pgaks, while we know from th%ussed above. That can be also inferred from the increased
SIMS data that this feature is not real as no such large dif, margin at deeper layers, where the depth resolution is

fgrence was observe.d. It is instead due to the de_pth reSOIWorse, and the two deeper layers can not be fully resolved.
tion at the different SiGe layers. The depth resolution values

at the position of the five SiGe layers obtained from each of

the spectra are given in Table I. The depth resolution is in all 20 ]
cases worse than the 5-nm thickness of the SiGe layers; as 15 2)

any SiGe layer thickness thinner than the depth resolution

value is consistent with the data, the simulated annealing 101 |

algorithm will determine randomly one of the possible val-

ues, which however have different probabilities depending 54

on the density of states in the parameter space. At the first /\ W\ R }\

=)

SiGe layer the depth resolution @t=11° and 16° is still
very good, and close to the thickness of the SiGe layer, and
the probability of obtaining a solution with a relatively sharp
first SiGe layer, thinner than 10 nm, is high. For deeper
layers the depth resolution is worse, and that probability is
smaller; for instance, for the third layer any thickness value
below 15 nm leads to a good fit. On the other hand, the third
layer is superimposed on the Si signal&t11°, which
decreases the sensitivity of the experiment, and in fact the
useful information at that depth is taken mostly only from

—
[

(&)

Atomic fraction (%)
=

ik

c)

o

15-
the spectrum collected at=16°, which further reduces the ﬂ ﬂ
sensitivity. Finally, the depth profiles obtained for the 101
multilayer deposited at 810 °C by using the depth resolution
values as calculated withepTH, and just the 20-keV system 51
resolution without taking into account the degradation of m AN }f\
resolution with depth, are compared in Fig. 5. As expected, Oo 230 500 750 1000 1250
not to consider the degradation of energy resolution leads to Depth (10" at/cm?)

overestimation of the width of the SiGe layers, in order to

reproduce the broadening of the Ge signal with an underes- riG_ 6. Confidence limit$+1 standard deviatigrof the poste-

timated FWHM below the surface. rior probability distribution obtained with BI/MCMC for the Ge
As said above, SA only finds, randomly, one of the solu-depth profiles, for the (Si30-nm/SigGey2,5-nm),s multilayers

tions consistent with the data. BI/MCMC, on the other handgrown at(a) 550 °C and(b) 810 °C. (c) Results obtained for the

takes into account the density of solutions in the parametenultilayer grown at 810 °C using only the low resolution spectra

space and therefore is able to calculate the mean value ardillected at normal incidence and &t 26°.
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FIG. 8. Confidence limit§+1 standard deviatigrof the poste-
rior probability distribution obtained with BI/MCMC for the Ge
depth profile, for the $001)/Siy /G&y 3 7-nm/Si 70-nm sample.

200 250 300 350 400

Channel depth resolution. The depth resolution at 70 nm

FIG. 7. Fits obtained for the RBS spectra of the (350X 10" at/cn?, taking the Si density into accoyrfor the
Si(001)/Siy /Gey 3 7-nM/Si 70-nm sample, taken at normal angle of two detectors is given in Table II. In both cases it is much

incidence with detectord andB in the Surrey standard resolution higher than the=~50x 10%at/cn? (=10 nm) thickness cor-
system. The same depth profile was used to fit the two spectreesponding to the broader limit determined by BI/MCMC.
simultaneously. However, one might expect that any SiGe layer thickness
thinner than the depth resolution value would lead to a good

The results obtained for the multilayer grown at 810 °C, butfit, and hence the question arises of why does the BI/MCMC
derived only from the low resolution spectra collected at nor-alculation produce a significantly less ambiguous confi-
mal incidence and at=26° (that is, without using the spec- dence interval. The answer lies in the energy loss of the He
tra collected aty=11° and at 16f are shown in Fig. &), beam. as it crosses the SiGe layer with thipkrteﬁsat leads
and as expected the definition of the layer sharpness is mudf a finite widthAEg,, of the Ge(and S) signal, even not
worse and the error bars increased. taking into account the broadening due to depth resolution:
The simulated annealing fits to the data collected with the AEge,=[e]t )
Surrey standard depth resolution setup for the Get—LEIL
Si(00D/Siy Gey 3 7-nm/Si 70-nm sample are shown in Fig. where[e] is the stopping power of He in the SiGe layer. The
7. There is some unintentional channeling in the spectra, inalues of ¢] calculated for a $i;Ge, ;3 layer and a He energy
the region corresponding to the bulk Si substrate. The regioof 1481 keV (calculated for He after crossing a
of interest in the fit was set from 230 to 400 and from 260 t0350x 10'®at/cn? thick pure Si layer for an initial energy of
400 in the spectra collected with detectdrsand B respec- 1500 keVf are given in Table Il. The energy width of the Ge
tively, to avoid the channeled region. The two spectra weraignal from a delta layer due to the finite depth resolution
fitted simultaneously with the same depth profile to ensure #WHM is simply
consistent data treatment. Notice the dip in the Si signal due
to the reduced Si concentration in the SiGe layer. The error AEge Fwhv= F- 9
estimateg =1 standard deviatignobtained with BI/MCMC
are shown in Fig. 8. The expectation value and standar :
deviation of the Ge concentration and thickness of the layel?Yer that would lead to a one channel broadening of the Ge
are 298) at. % and ) nm, respectively. These values com- Si9nal:
pare reasonably well with the values obtained with XRD, 2 2_ 2
TEM, and SIMS, 32 at. % and(®) nm, respectively. ABcerwin T{tale 1" ={ABce pwrnt I}, (10
The depth profile of the sample obtained with BI/MCMC whereT is the gain in keV in the energy calibration. The
is quite well defined, taking into account that the SiGe layewalues obtained fot; are given in Table II; a SiGe thicker
is very thin and that the experiment has a rather poothan 78<10%at/cn? would already lead to a one-channel

% Finally, we can determine the thickness of the SiGe

TABLE Il. Stopping powele] of He in the SiGe layer of the &01)/Siy /Gey3 7 nm/Si 70 nm sample,
depth resolution at the SiGe layer, energy widtBg, rywnm Of the Ge signal due to the depth resolution,
energy calibration gain, and layer thicknegssecessary to broaden the Ge signal by one channel.

[£] Depth resolution AEGe FwHM Gain ty
Detector (10%keVcent/at) (nm)  (10'%at/cn?) (keV) (keV/channal (10 at/cnf)

A 0.118 33.0 165 195 2.894 93
B 0.147 27.2 136 20.1 3.104 78
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broadening in the spectrum collected with dete@&pand the  SiGe depth profiles obtained from the RBS data were estab-
BI/MCMC calculation rejects that possibility as not being lished. We would like to stress that, although it is relatively
consistent with the data, and hence the confidence intervaimple to calculate error bars due to the collection statistics
shown in Fig. 8 is correctly obtained. The same did not hapwhen the signal coming from each layer is well separated, to
pen in the low-resolution BI/MCMC analysis of the the best of our knowledge no other method had been previ-
multilayer grown at 810 °(results shown in Fig. (¢)], ously described able to determine the error in the stoichiom-
where the thickness of each SiGe layer was slightly smalleetry and thickness for each layer, for the general case when
but the resolution somewhat better, because the peaks cortite signals are superimposed as happens in the multilayer
ing from the Ge in the five SiGe layers are extensively susamples studied here.
perimposed. Finally, it is also shown that standard RBS using a normal
angle of incidence is sufficient to obtain narrow limits of
VI. CONCLUSIONS confidence in the thickness and stoichiometry of single quan-

tum wells, but not of multiple quantum wells, for which

Monte Carlo algorithms to derive the composition of SiGe/Si

thin films and multilayers from high-resolution Rutherford
backscattering experiments, where a depth resolution at the
surface of 8 nm was achieved. For the first time, fully auto-
mated analysis taking into account the depth resolution as a The authors would like to thank Professor J. C. Soares
function of depth was done using the simulated annealingnd Dr. M. F. da Silva for providing access to the high-
algorithm. This confirmed that the interfaces between theesolution RBS facility in ITN Sacave, Portugal, M. Jenkin
SiGe and Si layers are sharper in samples grown at 810 °@nd Dr. P. K. Marriott for discussions on SA and MCMC,
than in samples grown at 550 °C. and Dr. Edit Szilayi for providing thebeEPTH code and use-

Bayesian inference using the Markov chain Monte Carloful discussions. This work was carried out under EPSRC
method was also employed, and confidence limits on th&€ontract No. GRL78512.
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