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Amphoteric charge states and diffusion barriers of hydrogen in GaAs
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The states and microscopic diffusion mechanisms of hydrogen in crystalline GaAs are investigated by theab
initio molecular-dynamics method. The static equilibrium position for neutral hydrogen is found around the
bond-centered~BC! site as in crystalline Si. As a negativeU center, the hydrogen behaves as a stable donor
around the bond-centered site in thep-type material, while it acts as a stable acceptor around the interstitial site
surrounded by four nearest Ga host atoms in then-type material. The hydrogen cation diffuses along the
BC-CGa-BC-CAs-BC path in a high valence electron density region with a barrier of 0.46 eV inp-type
materials. On the other hand, the hydrogen anion diffuses along theTGa-Hex-TAs-Hex-TGa path in a low
electron density region with a barrier of 0.55 eV in then-type material. The diffusion is more effective in
p-type GaAs. Good agreement with experiments is found. Based on these results, the amphoteric behavior of
hydrogen, its passivation effects of dopants, and its diffusion mechanisms can be understood in bothp-type and
n-type GaAs.@S0163-1829~99!02107-4#
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Hydrogen has long been recognized as an all-purpose
sivant for defects. The passivation of shallow acceptors
donors by hydrogen was first discovered in Si.1 The incorpo-
ration of hydrogen in doped Si will deactivate the dopa
and thus degrade the doped layers. It has also been indic
that the passivation is observed as a result of formation
neutral hydrogen-dopant complexes in Si.1–3 The properties
and effects of hydrogen in GaAs are similar to those of
drogen in Si, namely, the passivation of dopants in do
GaAs. The passivations of bothn-type andp-type GaAs
were experimentally reported.1,4–8 All of the donors Si, Ge,
Sn, S, Se, and Te and the acceptors Be, Mg, Cd, Zn, an
are passivated by hydrogen.9 The passivation depth is in
versely dependent on the dopant concentrations. The the
dissociation energy of the dopant-H complexes was obta
for several donors: SiGa ~1.20 eV!, SnGa ~1.20 eV!, SeAs ~1.52
eV!; and for several acceptors: ZnGa ~1.3 eV!, SiAs ~1.45 eV!,
CAs ~1.35 eV!, BeGa ~1.15 eV!, and CdGa ~1.35 eV!,10 where
a symbolAB indicates a substitution ofB by A. The donor Si
has been the most noticeable passivation impurity
GaAs.8,11,12 The vibrational absorption of the SiGa-H com-
plex had been found and analyzed using Fourier transf
infrared~FTIR! spectroscopy at the temperature between
and 300 K.13 Among the acceptors, Be has a lower dissoc
tion energy than Si. The low dissociation energies sugg
that the passivation of acceptors and donors by hydroge
GaAs are equally important. Technologically, hydrogen p
sivation has been employed in device fabrications, such
hydrogenated FET~HFET!, semiconductor lasers, and op
cal waveguides, etc.

In the growth of GaAs layers, hydrogen plays a mo
decisive role than it does in Si. The hydrogen is invaria
existent within the source chemicals, e.g., AsH3, or TBA’s
~tertiarybutylarsine! in which the bonded hydrogen can e
sentially suppress the incorporation of carbon acceptor in
GaAs layers.14 In vapor phase epitaxy, H2 is usually used as
PRB 590163-1829/99/59~7!/4864~5!/$15.00
s-
d

s
ted
of

-
d

C

al
d

n

m
.5
-
st
in
-

as

y

e

the carrier gas for metalorganics, e.g., Ga~CH3)3 , to enhance
the growth rate. Because of the technological importance
GaAs layers in high-speed microelectronic and optoel
tronic devices, considerable attention has been paid to
role of hydrogen in crystalline GaAs.

In this paper, we present theoretical studies on the beh
ior of hydrogen as it diffuses through a GaAs crystal. Fro
the fundamental aspect, it reveals the interaction betw
hydrogen and the prototypical III-V compound semicondu
tor. By changing the position of the Fermi level in the ba
gap, we can determine the stable sites and charged state
an isolated hydrogen. The results give us information ab
the effects of interaction between hydrogen and the dop
while they are well separated. Furthermore, the diffus
paths of hydrogen can be examined by our simulated di
sion along a specific trajectory.

The states of hydrogen in crystalline GaAs have be
theoretically investigated earlier. Maricet al. indicated that
the hydrogen prefers to occupy the position near the bo
centered site between a Ga and As atom with the Ga
bond relaxing by 34.5% in the cluster HGa4As4H18.

15 Brid-
don and Jones noted that the hydrogen finds itself stabl
the bond-centered site with a Ga atom substituted by an
ceptor, while at the donor antibonding site a hydrogen-do
pair is formed in the cluster Ga16As26H50.

16 The similar con-
figurations with hydrogen-donor or hydrogen-acceptor pa
were also found in the calculations on a periodic super
with 16 and 32 host atoms of GaAs by Pavesi a
Giannozzi.17 The configuration is different from hydrogen i
n-type crystalline Si with donors, where hydrogen is at the
antibonding site. Pavesi and co-workers had also reported
amphoteric behavior of the hydrogen, based on the sa
supercells of 16 and 32 host atoms.18,19 We have noted tha
the differences among the total energies corresponding
various hydrogen positions are of the order of tens of e
ranging between 0.01 and 0.29 eV in the results of Pav
4864 ©1999 The American Physical Society
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and co-workers.18,19 The small size of supercell may cau
significant interactions between H atoms in neighboring
percells. It resulted in dispersion of the hydrogen level a
placed deviations in energy calculations besides the w
known underestimation of the band gap by the local-den
approximation for the electronic exchange-correlation fu
tional. Furthermore, the relaxation of the host GaAs ato
around hydrogen may also be spatially extended in a la
supercell. The energy between different sites can have va
tions of 0.4 eV when a 32-atom cell is replaced by a 16-at
cell.18,19 A relatively large supercell is needed to reduce
uncertainty.

The present calculations are performed using the C
Parrinello~CP! molecular-dynamics methodology.20 The va-
lence electrons are described by density-functional theor
the local-density approximation~LDA !. The norm-
conserving electron-ion pseudopotentials21 are used and
modified to avoid a Ga ‘‘ghost’’ state.22 For Ga and As at-
oms, the potentials are tested to successfully reproduce
structural properties.23 The electronic wave functions are e
panded on a plane-wave basis with a kinetic energy cutof
14 Ry ~;9000 plane waves!. The k points used in the firs
Brillouin zone~BZ! to represent the charge density are tho
that fold into theG point of the simple cubic supercell of 6
host atoms. It has been demonstrated that theG-point sam-
pling in the BZ at such supercell size can effectively rep
duce the static and dynamic properties of semiconducto24

Besides, in defect energy calculations, theG-point sampling
is also successfully used in references 23, 25, and 26
nally, no symmetry restrictions are imposed on the sys
during the calculations.

For atomic relaxation when any impurity or defect is i
troduced in the supercell, we use a more efficient schem
obtain a stable structure. The scheme is still in the spiri
the CP method, where the electronic variables obey New
ian equations to closely follow the ionic motions. While a
oms are undergoing the normal molecular-dynamics ev
tion according to the Hellmann-Feynmann forces on them
frictionlike force is introduced to slow down the atom mo
ing upward on the Born-Oppenheimer surface. More spe
cally, the velocity of each atom is decomposed according
the direction of force acting on it. The component perpe
dicular to the force is eliminated. The parallel componen
checked then. If it has the same sign as the force, it st
Otherwise, the component is reduced by a factor of 3. In
experiences, this procedure is much faster in atomic re
ation than a simple steepest-descent or conjugate-gra
technique. Using this technique, we have obtained thoro
relaxation for the system.

In our investigation on the hydrogen diffusion barrie
we adopt the so-called ‘‘adiabatic trajectory’’ simulation23

Along a specific diffusion path, the diffusing species, whi
is the hydrogen anion or cation, moves with a constant
small speed. The remaining atoms in the system relax sim
taneously in the same scheme as described in the prev
paragraph. The excess energy introduced by the cons
speed motion of the diffusing atom is removed in the rel
ation. The energy surface along the diffusion path is th
probed.

The stable sites and charged states for atomic hydro
interstitials are determined by examining the total crystal
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ergy at several symmetric positions in GaAs~see Fig. 1!.
They include a tetrahedral site surrounded by four neares
hosts (TGa), a tetrahedral site surrounded by four As near
hosts (TAs), an antibonding site nearest to a Ga host (ABGa),
an antibonding site nearest to an As host (ABAs), a center
site of the rhombus formed between three nearest Ga at
and theTAs site (CGa), a center site of the rhombus forme
between three nearest As atoms and theTGa site (CAs),
bond-centered site~BC!, hexagonal site~Hex!, and M site.
TheM site is not on~110! plane. It is located midway on the
axis connecting the BC with the nearest Hex. The calcula
energies for various configurations of neutral hydrogen in
stitials are listed in Table I, among which the energy of B
configuration is taken as zero. Our results indicate that
BC configuration has the lowest crystal energy as in Si. T
stability of the neutral configurations goes in the order
follows: BC, CGa, ABAs, TGa, M, CAs , ABGa, TAs , and
Hex. The energy difference betweenCGa and BC is 0.14 eV,
while the energies ofCGa and ABAs are degenerate. Hence,
neutral hydrogen atom in GaAs finds the stable position
the BC site, instead of the antibonding site of ABAs as pre-

FIG. 1. Schematic illustration of the~110! plane through the
atoms in GaAs crystal. The high-symmetry interstitial sites for
atom are denoted as follows. BC is the bond center,T the tetrahe-
dral site~the subscripts indicate the first-nearest-neighbor ion!, AB
the antibonding site,C the site defined as the center of the rhomb
formed between three adjacent ions and the nearestT sites, and Hex
the hexagonal site. TheM site is not on the~110! plane but lies in
the middle of the axis connecting a BC with the nearest Hex si

TABLE I. Total energy differences for neutral H in GaAs wit
full relaxations. The zero of the energy is the global minimum
the relaxed crystal. The different columns correspond to the res
for H in the different high-symmetry interstitial sites. BC is th
bond center,T the tetrahedral site~the subscripts indicate the first
nearest-neighbor ion!, AB the antibonding site,C the sites defined
as the center of the rhombus formed between three adjacent
and the nearestT sites, Hex the hexagonal site, andM the site in the
middle of the axis connecting the BC with the nearest Hex site. T
last row cites the results from the calculations of Pavesi, Gianno
and Reinhart~Ref. 18!.

Site BC CAs CGa ABAs ABGa TAs TGa M Hex

Energy~eV! 0.0 0.37 0.14 0.14 0.07 0.47 0.18 0.34 0
Ref. 18 0.19 0.21 0.11 0.0 0.23 0.22 0.29 0.11 0
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4866 PRB 59C. WANG AND Q.-M. ZHANG
viously predicted by Pavesi and co-workers.18,19 Our results
benefit by a larger defect spacing due to periodic bound
conditions and more thorough relaxation for atoms. T
binding energy of a neutral hydrogen atom in the equilibriu
BC site, which is obtained by comparison of the energies
the interacting system with those for the isolated H2 and pure
GaAs, turns out to be 1.39 eV~cf. 1.27 eV by Pavesi and
co-workers!.

The formation energy of a hydrogen interstitial is infl
enced by its charged state, which in turn depends on
Fermi-level positionm in the band gap. If the interactio
between hydrogen and dopant can be ignored, the forma
energy of a hydrogen interstitial in the charge stateN is
calculated asE(N)2mN, whereN is the net electrons an
E(N) is the energy referred to the top of the valence ban27

The stable charged state of a hydrogen interstitial could t
be calculated at any Fermi level positionm. As the Fermi
level changes in the band gap, the hydrogen finds for itse
stable charge state. In the region of high electronic cha
density, the hydrogen interstitials tend to behave like don
On the other hand, in the region of low electronic char
density, the hydrogen interstitials tend to behave like acc
tors.

In the p-type materials, the hydrogen interstitial finds
self most stable in a positively charged state at the BC s
The compensation by a free hole exothermically occurs
tween a H1 and an acceptor. Inn-type materials, the hydro
gen interstitial finds itself most stable in a negatively charg
state at theTGa site. The compensation by a free electr
exothermically occurs between a H2 and a donor. These re
sults are in agreement with the hydrogen passivation effe
in which a passivated dopant is bonded to the charged
drogen to form neutral dopant-hydrogen complex and an
hilate a free carrier.

FIG. 2. Energies of various charge states of the interstitial
drogen at their corresponding stable sites~in parentheses!, relative
to the neutral hydrogen in vacuum, as a function of the Fermi-le
positionm in the gap.

TABLE II. The relative energies among the various sites in h
valence charge density region for H1 in p-type GaAs. The zero of
the energy is set at the global minimum.

Site BC CAs CGa ABAS M TGa

Energy~eV! 0.0 0.35 0.44 0.62 0.870 1.23
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Our results of calculations give us the information th
single hydrogen interstitial in GaAs is a negativeU center.
The zero energy of the hydrogen interstitial is set at the n
tral hydrogen in vacuum. As shown in Fig. 2, when t
Fermi level moves from the top of valence band to edge
the conduction band, the stable hydrogen interstitial chan
from H1 to H2 state. The neutral hydrogen has never bee
stable species. The similar conclusion has also been obta
for hydrogen as an impurity in crystalline silicon.28 It should
be noticed that associated with the uncertainty in LDA e
ergy levels there is a possibility of the existence of H0 near
the midgap. The relative energy difference among the v
ous sites in high valence charge density region for H1 in
p-type GaAs and in the low charge density region for H2 in
n-type GaAs are shown in Tables II and III, respectively.

Voids surrounded by stacking faults, microtwins, and d
locations have been observed near the projected range
high dose hydrogen-implanted GaAs sample using hi
resolution transmission electron microscope at 550–600
by Sadanaet al.29 The phenomenological explanation res
on the forming of H2 molecular bubbles in the GaAs. Th
hydrogen first precipitates until the H2 molecules are nucle
ated. As the temperature is raised, they grow rapidly a
burst to create and enlarge the surrounded defects. We
also carried out the calculations on the formation energy o
H2 molecule. The H2 molecule is the most favorable struc
ture among hydrogen clusters Hn . Our calculations point out
that theTGa site is the most stable position for H2 ~see Table
IV !. The energy for the molecule orientation along either
@100# or the @111# directions is almost degenerate. The c
culated bond distance in the@100# and @111# direction is,
respectively, 0.829 and 0.823 Å, which are slightly larg
than that of an isolated hydrogen molecule in our calculat
~with a value of 0.792 Å, to be compared with the expe
mental value of 0.75 Å!. The energy of H2 in the TGa site is
higher than an isolated H2 by 0.66 eV, but lower than that o
a pair of two far separate neutral hydrogen atoms by 5.53
~cf. 0.5 and 5.6 eV, respectively, by Pavesi and co-worke!.
The energy of the H2 structure is also lower than any othe
H2* complexes.30 It implies that the H2 molecules are nucle
ated through the hydrogen precipitating in GaAs.

Hydrogen has been known to be diffusive in bulk cryst
line GaAs. Several experiments have described the hydro

-

l

TABLE III. The relative energies at several sites in low char
density region for H21 in n-type GaAs. The zero of the energy is s
at the global minimum. For comparison, the value at BC is listed
well.

Site TGa TAs Hex BC

Energy~eV! 0.0 0.29 0.55 0.89

TABLE IV. Relative energies~in eV! of H2 in the interstitial
sites of GaAs in both@100# and @111# orientation.

Site TGa TAs BC

@100# 0.0 0.19 1.03
@111# 0.02 0.09 2.13
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diffusion to be dependent on temperature, hydrogen con
tration, and dopant concentration. The investigation of
diffusion profiles of hydrogen and dopant reveals that hyd
gen diffuses mostly in atomic form at high temperature31

Molecular hydrogen is less mobile. The diffusing spec
could be neutral hydrogen, proton or H2, depending on the
doping in GaAs. Experimentally, diffusion is always grea
in p-type GaAs for similar doping levels.32 Therefore, the
diffusion mechanism could vary with the Fermi level dete
mined by doping.

We use the adiabatic trajectory scheme described pr
ously to determine the migration barrier. We considerp- and
n-type GaAs separately. As discussed earlier, inp-type GaAs
where the Fermi level is close to the top of the valence ba
H1 is the most stable state. The global minimum for H1 is at
BC site. From one BC to a nearest-neighboring BC, we
sign and maintain a small constant speed to a H atom in the
direction connecting the two BC’s. During the adiabatic t
jectory simulation, the H atom is allowed to relax in th
plane normal to the direction. It leads us to the saddle p
of the energy surface when reaching the peak of the tra
tory. The saddle point is found to be eitherCGa or CAs ,
depending whether the center atom between the two BC
As or Ga. The energy barrier is 0.46 eV atCGa, and 0.36 eV
at CAs @see Figs. 3~a! and 3~b!#. The lowest energy diffusion
path between BC sites is hence in the high valence ch
density region, i.e., BC-CGa-BC-CAs-BC, etc., with an acti-
vation energy of 0.46 eV. The path is similar to the o
suggested for H1 in p-type Si.2,3,28,29The barrier from BC to
the low charge density sites is much higher. As can be s
in Table II, the energy for H1 at TAs is 1.32 eV higher than
that at BC. Therefore, H1 is unlikely to migrate into the low
valence charge density channel. Experimentally, an act
tion energy of 0.37 eV was found for jumping of H from
BC to another about a Be acceptor inp-type GaAs.33 Our
result is in good agreement with this measurement. Bu
needs to be noted that in our calculations H and the dop
are well separated. It should cost a higher energy when
fusing away from the acceptor in the case of the experim
Indeed, the activation energy was estimated as 0.58 eV
later experiment on deuterium diffusion profiles in zin
doped GaAs.34

On the other hand, inn-type GaAs where the Fermi leve
is close to the bottom of the conduction band, the glo
minimum for H2 is at TGa site. The energy for H2 at TAs is
only slightly higher than that atTGa. The energy barrier
between these two sites occurs at the Hex site, as show
Fig. 3~c!. The lowest diffusion path for H2 is hence in the
low valence charge density region, as described by
TGa-Hex-TAs-Hex-TGa path with an energy barrier of 0.5
eV from TGa to Hex as shown in Fig. 3~c!. Since the energy
cost for H2 from TGa to the BC site is higher~0.89 eV!, H2

is unlikely to migrate into the high valence charge dens
region. By comparison with experiments, earlier experime
on the diffusion of H inn-GaAs got a spread of activatio
energies, from 0.62~Ref. 35! to 2.2 eV.36 A recent experi-
ment on the diffusion of negatively charged muonium, wh
behaves like a light isotope of H, inn-GaAs, obtained an
activation energy of 0.73 eV.37 Since the energy surfaces w
obtained are at the zero temperature, the mass of H doe
affect the barriers.
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In summary, we have presented a microscopic descrip
of hydrogen behavior when it diffuses through the crystall
GaAs by means ofab initio molecular-dynamics simulation
Our calculations suggest that hydrogen behaves as a don
p-type GaAs or an acceptor inn-type GaAs. The hydrogen
prefers diffusing through GaAs in atomic form. Inp-type
GaAs, the atom loses an electron to Fermi level and has
global minimum at the bond center. H1 diffuses in the high
valence charge density region. While inn-type GaAs, hydro-
gen atom acquires an electron from Fermi level and is m
stable in the tetrahedral interstitial site surrounded by nea
Ga atoms. H2 finds the diffusion path in the low charg

FIG. 3. Total-energy changes for the motion of H1 along
BC-CGa trajectory~a!, H1 along BC-CAs trajectory, and H2 along
TGa-Hex-TAs trajectory ~c!. The same notations as in Fig. 1 hav
been used. In~a! and ~b!, the other half of the trajectories is no
shown. It can be obtained by symmetry. The energy barrier for e
trajectory is the maximum of the curve.



ot
co
in

nal

01,

4868 PRB 59C. WANG AND Q.-M. ZHANG
density region. The activation energies obtained in b
cases are in good agreement with experiments. It is also
sistent with the fact that atomic hydrogen is more diffuse
p-type than inn-type GaAs.
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The calculations have been carried out at the Natio
Center for High-Performance Computing~NCHC! of Tai-
wan, supported under Grant No. NSC 86-2112-M-155-0
and the Pittsburgh Supercomputing Center.
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