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Simulation of thermal conductivity and heat transport in solids
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Using molecular dynamicéMD) with classical interaction potentials we present calculations of thermal
conductivity and heat transport in crystals and glasses. Inducing shock waves and heat pulses into the systems
we study the spreading of energy and temperature over the configurations. Phonon decay is investigated by
exciting single modes in the structures and monitoring the time evolution of the amplitude using MD in a
microcanonical ensemble. As examples, crystalline and amorphous modifications of Selenium aadeSiO
considered[S0163-18209)02905-7

I. INTRODUCTION ity in silicon by deriving and evaluating a formula based on
the Kubo and Greenwood-Kubo formaliStmepresenting the
Thermal conductivity and heat transport play an importanteat current operator in terms of eigenmodes determined
role in the understanding of structural and dynamical differ-from the dynamic matrix of the disordered Si structure.
ences between amorphous and crystalline substances; how-Using MD simulations, Michalski has studied the influ-
ever, the underlying mechanisms are not yet fully underence of harmonic and anharmonic contributions to the
stood. Since the low-temperature experiments by Zeller andtomic interaction potential on thermal conductivity and heat
Pohl thermal conductivity and specific heat are known totransport in two-dimensionalquasicrystalling structures.
show a universal and anomalous behavior in glas$tise-  Furthermore, he has investigated the influence of delocalized
nomenological models to explain these outstanding effectand localized modes, the latter being responsible for strong
have been proposed by Andersenal? and by Phillips  anharmonic effects in glass¥s.
et al® [tunneling in two-level system&LS) model, and an Our work is concerned with molecular dynamics simula-
extension to somewnhat higher temperatures has been work&@ns of thermodynamical steady-state and nonequilibrium
out by Karpovet al* in order to take into account contribu- transport properties in realistic covalent structures, where the
tions caused by anharmonic vibrations and thermally actimain contributions to the thermal conductivity and the
vated hopping processes or relaxations in glaésefs poten-  propagation of heat pulses and shock waves originate from
tial mode). However, a fully consistent picture requires the the vibrational degrees of freedom. Our simulationsiare
analysis of both equilibrium, steady-state and non-similar to those of Michalski? but differ from this work by
equilibrium aspects of the transport properties of solids.  our use of three-dimensional structures with periodic bound-
During the last two decades nonequilibrium molecular dy-ary conditions in all lateral dimensions.
namics(NEMD) has been applied to study such properties, One aim of our simulations is to check whether one can
e.g., heat transport, the evolution of shock waves, and decajimulate and realistically describe thermodynamical proper-
of phonons:® Based on these pioneering investigations itties with “usual” interatomic potentials and structures in a
becomes possible to study the properties of solids using reealistic way, and how reliable such potentials and configu-
alistic interaction potentials, enabling us to distinguish berations are in modelling heat transport in solids. Another
tween the influence of specific features, e.g., the nature gbsue we want to address is the importance and influence of
chemicalbonding, and a more universal behavior, e.g., astructural differences in glasses and crystals regarding heat
more generaphysicaldynamics. Since more than 25 years transport. Here, the computer experiment mimicking the
shock waves have been simulated using NEWR®fs. 9,10  macroscopic setup used to calculateis complemented by
with the focus on shock wave propagation, on plastic dEfOFthe Study of phonon decay and wave propaga’[ion in such
mation of solids or shock wave-induced meltitgvery re-  gglids.
cently large-scale computer simulations have been per- |n the next section, we briefly describe the systems and
formed to gain insight into plastic deformations in solidsinteraction potentials which we have used. In Sec. IIl, we
induced by shock waves, where the influence of dislocationgxplain the methods in detail. The results and comparison
and defects on the plastic deformation is investigated USingjith experiments are presented in Sec. IV, followed by a
NEMD.'? In these extensive simulations boundary effectsgiscussion of the results.
could be excluded.
The estimation of phonon lifetimes and their influence on
transport properties is stressed by several authbréadd Il EXAMPLE SYSTEMS
et al. have calculated the thermal conductivity for an fcc lat-
tice using both density- and heat-flux correlation functidns.  As representative covalent materials we have used Se and
Allen and Feldman have investigated the thermal conductivSiO,. Selenium readily forms glasses and amorphous
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structures® Several crystalline structures exist, including -z -

two (a- andB-) monoclinic forms with four eight-membered 0 L/2

rings packed differently in the unit cell. Under standard con-

ditions the most stable crystalline phase consists of infinite % %

parallel helical chains with trigonal symmeti3/1® We used 1 7/

this so-called trigonaltf) Se for our investigations of crys- // //

talline selenium. // // periodic boundary conditions
The potential used to simulate Se has been described % %

earlier’” The parametrization of the potential was chosen to // //

mimic certain structural properties of selenium: The potential // //

was fitted to reproduce bond lengths, angles, and bonding

energies of small Se molecul¥s!°and to give a reasonable T — AT T, + AT

description of the trigonal crystaf:2:2 ’ ’
SiO, exists in many different crystalline allotropés.g., FIG. 1. Realization of the computer experiment in order to de-

a and B quartz, high and low cristobalite, tridymite, keatite, termine the thermal conductivity of solids. In all spatial directions
coesite, and stishovﬁ? and is known to be a strong glass we apply periodic boundary conditions. The shaded areas symbol-
former?*=2° The atomic interaction potential was fitted by ize the layers where the temperatures are fixed.
Vashishtaet al® in order to reproduce structural and dy-
namical properties of both crystalline and glassy phases. |owed to move according to Newton’s laws. The velocities
From experiment it is known that-SiO, has a quite high ¢ these particles are not rescaled. After some fityically
thermal conductivity compared to others glasSeshich  seyeral thousand MDSa stationary temperature gradient
have typ|caIIy'thermaI condgghwhes of 'ghe order of Seve.raIZAT/LIZ has developed. To determine the temperature gra-
gi;s\é\/e/? };r: Sglr;%é?st‘z% ekr)r;/plrr;ic;:jpcl\)AteDntgﬂserfgLsse ?rg?nzs :/(v)eﬂiem’ we calculate the “local” temperatu(ég._, the kinetic
oy 2% 0899 | nergy of sublayers of the structure by dividing the system
equilibrated liquid$?°and a final quench to 0 K. . : . .
into parallel layers of equal thickness in which we measure
the “local” (kinetic) temperature as described in Refs. 8,38.
[ll. METHODS AND CALCULATIONS In Fig. 2 we plot the temperature of the sublayers versus the
z coordinate of the layersE [ —L/2,L/2] corresponds to the
original box, the additional points are plotted to show the

termine structural, dynamical and thermodynamical quantiperIOdIC boundary conditiopsThe fluctuations (?f the mean
ties one typically explores correlation functiofs.g., van temperatures in those subensembles for Whlch we do not
Hove correlation to get insight into the radial distribution of 'égulate the temperature are abai4%, whereas in the two
atomic distances, and velocity autocorrelatfoor displace-  1ayers, where the temperature is fixed by scaling the velocity,
ment autocorrelatidi to calculate the vibrational spectrum the local temperatures change aboi% (this is the change
of configurations Here we want to describe a more direct Of the local temperature in one time stepfore scaling.
way to determine thermal properties of solids. Note the clear development ofliaear temperature gradient
during the simulation. This shows the development of a
steady nonequilibrium state, which enables us to use Fouri-
er's law of heat flow:**%3% where the heat flug necessary
Experimentally the thermal conductivity is determined byto maintain the temperature differencA® is given by
measuring thestationary heat flux necessary to maintain a
temperature gradient generated by two heaters in the
sample” One fundamental problem in experiment is the
thermal insulation of the sample against heat loss to the sur ~ «or
roundings. Note that in computer experiments this problem
can be avoided by imposing periodic boundary conditions.
In this paper we describe a simulation which is designed 400 r
to mimic the experimental setup. First we equilibrate con- ,
figurations(with N= 1470 to 23 520 particlest temperature ;-
T for several thousand MD time stefiypically 4000 to 360
40000 MDS. In order to determine the thermal conductivity
« of a given structure, we select two “contact” layers of
atoms (typically about 10% of all atoms comprising the 320
structure and fix the average temperatures in these layers a
T,.=T=AT by scaling the atomic velocities according to the
formula 3NkgT=Ey;,. For symmetry reasons these layers 20 e
are separated by half the box length. In order to reduce sur n L2
face effects we apply periodic boundary conditions in all
spatial directions. The setup of our computer experiment is FIG. 2. Mean temperatures in the sublayers of the structure vs
sketched in Fig. 1. The atoms outside these layers are alhe z axis.

With molecular dynamic$MD) one can simulate and in-
vestigate properties of complex systetfis®*In order to de-

A. Thermal conductivity
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(M) 2AT . ' ' ' ' 7
I=aat ~ W2 @ wr yd

Here,At is the time step used in the MD simulatiohjs the 150 L e
interface area of the sample perpendicular to the heat flux e
and(AE) is the average energy per time stap which is |, &
added and subtracted, respectively, in the layers representin | e
the heat contacts. The changes of the endgi¢) are de- o
termined by the changes of the temperatures of the layers S
We heat and cool the layers by rescaling the velocities of the | e
particles comprising the layers, i.e., changing the atomic ve- yd
locities fromyv; (before scalingto v; (after scaling. There- o
fore, the energy difference is given byAE)=(AE) , , , , , ‘
:<%Eil\l:|_lmi(vi,2_vi2)>: %NLkB< 5T|_>, Wlth NL the numbers 0 0.005 0.01 0.015 . 0.02 0.025 0.03 0.035
of atoms in the layerlarge enough to define a sensible local
temperatureand( 8T, ) the temperature change necessary t
maintain the desired temperatufe=T*=AT of the layers.
The amount 8T, ) is averaged over the last 20 000 MDS of

our simulation. To avoid quantum effects, which we canno o .
account for(e.g., tunneling in two-level systeiswe have tthe phonons is limited by the surfaces of the experimental

chosen “intermediate” temperatures to simulate and to meapmbe.S which act as scgtte_zre_rs?%or the phonons._This phenom-
sure thermal conductivity. In order to test our “computerenon is known as Casimir I|m_ - In computer simulations
experiment,” we vary(a) the temperature gradientd) the where one deals with smaltypically nanoscalestructures,

layer thicknesses(c) the temperatures, and) the system the mfluence of the system size will be even stronger than in
size. experiments with sample diameter of the order of mm. In

(a) We find that temperature differences between the con(—).rder t9 deal with this phenom_enon, we have performed
tact layers ranging from 20 to 40% of the average temper simulations for §e_vera| system 3|zl?sand extrapolated Fhe
ture are sufficient to reach convergence in the “measure-hermal conductivity fon‘_m'. I.n Fig. 3 we show the in-
ment” of (AE) in reasonable computer time. However, in verse c_Jf the thermal conductivity versus the inverse of the
typical computer simulations the temperature gradients are Agyer distance fot-Se.

the order 18’ K/m, which is orders of magnitudes higher

than in experiments. Such large gradients might have a B. Heat pulse

strong influence on the decay of phonons. To study the dissipation and spread of kinetic energy in
(b) We have varietN, from 1 to 20 % of the total number the system we induce a heat pulse into the system after it has
of atomsN in the simulation cell. In our experience we get gquilibrated. We scale the atomic velocities in a layer with
fast convergence of the results by using abNyt=0.1 N N, particles(typically 15% of the samp)eto be much higher
atoms in the layers. . ) ) than the averaged velocities of the atoms outside this layer.
(c) The temperatures used in our simulations range fromter this initial heat pulse the sample is allowed to evolve

several K upwards to about 400 K. At temperatures below %reely. Again we calculate the “local” temperatures for a
K, the physical effects in solids are dominated by quantumsequence of sublayefd.

effects which our classical simulation method cannot de- The time evolution of the local temperatufét) in the

scribe. On the other hand, very high temperatures lead tgjferent layers provides insights into the mechanisms under-
large displacements of the atoms in the layers, and the 'ntefying the energy transfer in the systénin particular com-
faces of the layers and the rest of the system roughen comyyring the evolution of crystalline and glassy systems eluci-
siderably. Simulating Se glass at temperatures ranging frofgates differences in heat transport caused by the structure of
3.5 to 170 K, we observe mean displacemeuts=0.6 t0  he samples. Especially the Fourier transfornT ) can be

0.8 A peratom. In trigonal Se the mean displacement of thgsed to identify modes and vibrations responsible for heat
particles is about 0.2 A per atom &t=370 K. transport. We have applied heat pulses to amorphous Se and

The drift in the total energy of the configurations is lessyigonal Se, both parallel and perpendicular to the helical
than 4 parts in 1bfor the highest temperature employed andchains.

less than 3 parts in $Gor the lowest temperature simulated.
The reason for this energy drift is the use of an isothermal
“subensemble” in the part of the system where we fix the
temperature, while treating the rest of the system as a micro- The sound velocities of the structures can be determined
canonical ensemble where the total energy is conserved. from the effects of moderate shock waves in the system.
(d) From experiment one knows that in “perfectly” crys- We generate such a wave by shifting the atoms of one layer
talline but finite structures the thermal conductivity dependgN, =0.02-0.05 N) from their equilibrium positions by
on the lateral dimensions of the samples. The smaller thabout 2.5% of the nearest-neighbor distance in one direction
crystalline sample, the smaller is the measured thermal corand follow the development of the perturbation. As initial
ductivity. In such confined structures the mean free path otondition the atomic velocities are set to zero. Measuring the

o FIG. 3. The inverse thermal conductivity fW/cm K]~ for
different system sizes plotted versus inverse system size in reduced
units atT=90 K for t-Se.

C. Shock waves
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“local” (kinetic) temperaturegas in Ref. 38 in the sublay- 0.01 ' .
ers at every time step we derive the sound velocity from the sasAexperimen)
space-time evolution of the temperature. We have appliec
this procedure to trigonal Se both parallel and perpendiculai
to the chains, tax quartz, and to amorphous Selenium and
SiO,.

0.001 s <>+$
D. Decay of modes

K [W/em K)]

One of the central questions in the field of heat transport
concerns the lifetime of phonons. In perfectly harmonic crys-
tals, the lifetime of phonons would be infinite. However, due
to anharmonic contributions to the potential, which gain im-
portance with increasing temperature, the mean free path o
the phonons is limited by umklapp processes. On the othe: "', 10 100 Tooo
hand, at very low temperatures, when the umklapp processes T
are effectively frozen out, the only limiting factors of ther- £ 4. Thermal conductivity[W/cm K] of Se glass plotted
mal conductivity and of lifetimes and mean free paths ofyersus temperatur® in K in a double logarithmic plot< : simu-
phonons are the scattering of phonons due to surface effecsion, +: experimental values from Ref. 46.
(Casimir limit) and/or impurities or defects of the structures.
In real materials the thermal conductivity is also limited by
electron-phonon interactions and isotope effétfClearly,
the description of processes in terms of phonons depen

strong;ly on Wh_ethero'lthbe exk?ct states in arr:hirmoElc SKSten}ﬁe types of modes involved and their detailed interactions.
can be approximated by phonons, I.e., whether the phonoRg, . “jeyelopment of single modes can be extracted in the

dhec"?‘y slowly enough to ?”ﬁw a meaningiul deSfCI’IpthOI’! 9fone-phonon approximatichf Using the projection proce-
tmgdgztantaneous state of the system in terms of vibration ure, we have investigated tiheSe crystal and Se glasses.

The phonons, which correspond to the eigenvectors
(EV's) of the dynamical matrix of the system, are deter- IV. RESULTS
mined in harmonic approximation by diagonalization of this A. Thermal conductivity

matrix*® Since the number of eigenvectorsN;N being the . . . .
number of particles in the simulation cels very large, we . Using the algorithms described In Sec. [l1A we have
simulated the thermal heat conductien (parallel to the

can only estimate the lifetimes for a subset of the EV’s. In> """ X S .
order to determine the lifetime of a phonon, we excite anchams) of trigonal Se. The limitations of the very short dis-

. > ) o . tancelL between the layers kept at fixed temperatufgs
eigenmodeg; (normalized to unityin the system by displac- =T=AT, which is computationally accessible, suggest an

ing the atoms according to their contributions to the Corre'extrapolation of the distance to infinity. The simulation at

sponding eigenvector, and follow the time evolution of the; _ 5z« \ields x=0.033 W/(cmK) forN=23520 atoms
atomic motion using NVE-MD where the number of atomS'ExtrapoIazng Lo ' gives k(L=5)=0.072 W/(cmK) '

the volume and the total energy are kept constant. The orig\?\/hich is about a factor of 6 lower than the experimental

nal displacement is given by result?® At T=90 K even the largest simulated system with
AT(0)= a6, @) N=23520 atoms deviates from the experimental value by
I more than a factor 3.8. In the limit of infinite system size, we
wherea is the amplitude of the displacement vector. find k(L=2)=0.071 W/(cmK) for trigonal Se. This result
During the MD simulation we calculate the projection of is 30% lower than the experimental result. A& 370 K we
the actual atomic displacement onto a subspace of eigemxtrapolate x(L=%)=0.017 W/(cmK) which deviates

usual dynamic structure fact@(@, v) can be used to obtain
information on the broadening of peaks and frequency shifts
typically groups of modesut only little knowledge about

modes{ep}: from the experimental valuec=0.0538 W/(cmK) mea-
sured atT=400 K.** At temperatures abovd =350 K

Ar(t)-ep, photons contribute to the thermal conductivity which lead to

Cre,,= T o - (3 an increase ok.?’ The discrepancies may be due to some

Ar(D)] short-comings of the potential which we use to model Se,

especially the low-frequency phonons are described

The projection on the eigenmoeﬁ? will have the periodr; insufficiently”

=1/y; of the excited eigenmode, and the amplitude will be In the case of Se glasses, we find a much better agreement

constant as long as no interactions with other modes occu etween the results of our simulations and the experimental
i.e., as long as the mode does not decay. Due to the anha‘! = : exp

A : . Indings. In Fig. 4 we plot the thermal conductivity versus
monic interactions between the eigenvectors other modetsém erature with double-loaarithmic scales. In the whole
will become excited. The calculation of the expansion coef- P 9 :

ficientsc2, (with m#]) allows to monitor the excitation of temperature range covered, the deviation between the theo-
rem J retical values and the experimental offeever exceeds 20—

other modese,,. With this procedure one can follow the 30 %. Furthermore, no significant system size effect has been
time evolution ofsinglephonons or modes of the solids. The detected in our calculations.
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FIG. 5. Evolution of the local temperature of the layg(t)
(dotted ling and the rest of the crystdl,(t) (solid ling) in K vs ' ' ' ' ' ' )
time in MDS after a hot spot was induced into a layer parallel to the
chains a trigonal Selenium crystallite witi=1470 atoms. The 0.002 |
typical period of temperature changes is about 77 fs.

Our simulations of SiQ glasses show a different behav-  ooois
ior, however. To gain results of thermal conductivities com- _
parable with experiment it was necessary to construct gIasseTT(”)
with L up to 125 A . From these we were able to extrapolate ~ °0!

the thermal conductivity in the limit — oo as upper bound of

the computed thermal conductivity in Si@lasses. AtT )

=60 K we findk=0.59 W/(mK), a result 25% higher than ~ “*°[ ]
the experimental valu¥.Here one should note that the pho-

non spectrum calculated using the potential for Siien in 0 . L . ! . L L

Sec. Il overestimates the low-frequency motfeshile the 0
calculated spectrum for Se underestimates the low-frequency
phonons-’

v [THz]

FIG. 6. Fourier transfornpower spectrumT,(») (a) andT, ()
(b) of T, ;(t) of Fig. 5.
B. Heat pulse

In a trigonal Se crystal consisting of 1470 atoms we ex-
cited in one layer parallel to the axis a heat pulse with a laxation time” is about 350 MDS:0.7 ps). These modes
local temperature which was 5 times higher than the temreflect the “dissipative” character of the evolution of the
perature in the rest of the system. The layer comprised 21{kinetic) temperature in the layer exposed to the heat pulse.
atoms(14 chains with 15 atomsWe observed the spread of Apart from this dominating peak due to the fast decrease in
the energy in the system. By symmetry the direction of thgemperature at the beginning of the MD run, we find familiar
flow was perpendicular to the chains of the crystal. The evoggntributions at the high frequency end caused by bond

lution of the “local” temperaturd(i.e., the kinetic energyof stretching modes, and a broad spectrum towards lower
the layerT,(t) and of the rest of the syste(t) are shown frequencied’*

in Fig. 5 as dotted and solid lines, respectively. From Fig. 5 In another simulation, we excited a heat pulse in a layer

one can deduce that the velocities of the atoms in the Iayeralralllel 1o the basal plane #fSe. Again. the eneray dissi-
with the induced higher temperature change with a period of P - Agam, gy

about 0.15 pgcorresponding to a frequency of 6.5 THmd pation of the excited layer causes a strong peak to appear at
additional lower-frequency modulations in the case of crys—t.he Iow-frequency part of the spectrum. Howev_er, We again
talline trigonal Se. find bond stretchlng modes clearly developed in the power
The Fourier transforms of, ,(t) are shown in Fig. 6. s_pectrum. Thf high frequency part of the spectrum of §XC|ted
SinceTocw? the frequencies of the temperature changes are brations inT,(v) resembles the one we calculate in the
factor of 2 higher than the corresponding changes of th&éase of perpendicular heat flow, but some deviations in the
velocities. However, taking this factor 2 into account themMiddle of the spectrum occur. This part of the spectrum is
power spectrum resulting from the Fourier transform ofassigned to librations and bond-bending vibratibhs.
T,(t) resembles in some features the usual density of states e have performed the same simulations for a Se glass
DOS#80n the other hand, the power spectrum associate@0nsisting of 1470 atoms. We observed a fastponentia)
with the temperature evolution of the excited layer shows Neat relaxation” of the induced thermal energy, as in the
strong contributions at low frequenciésaused by the strong case oft-Se. Again, the power spectruim(v) exhibit some
exponential decay of the temperature of this layer: the “re-similarities with the typical vibrational DOS a&-Se.
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FIG. 7. Times in fs needed for the perturbation to reach the FIG. 8. PI’O]ECIIOI’Erej of the actual displacement onto the ini-

layers are plotted vs the distance of the layers in A along thdially activated eigenvector for a mode with=1.36 THz in the
direction of propagation. t-Se vs time in MDS. The system is equilibratedTat 60 K. The

envelopes of the projections are two exponential functions.

C. Shock waves
the middle of the system in the positizadirection by about
eﬁ;OS and 0.02 A, respectively. As before, we observed the
i - . me dependence of the induced shock wave by following the
(Stésceras:gallj?/C}fﬁs_jgéjgi;)?w;gzi)ﬁt(\)/vjzdlglde?g tzer tgﬁggﬁllar kinetic temperature evolution of the various layers. In both
ystal ) ) YErs perp ~ cases we did not observe any clearcut wavelike perturbation
to the ch_alns and studied the time evolution of a IC)erturbat'O'E)ropagating through the system. Therefore, it was impossible
induced in the system b)_/ d|splgg|ng the atoms of one layer g o determine reliably, or at least to estimate the sound veloci-
the strugture fror_n th_elr equmbnur_n pqsmons by about ties of the glasses from these simulations. This negative out-
0.05. A in thez direction. As described in Sec. Ill C, we come of the analysis of the behavior of shock waves in
monitor the development of the local temperature of the lay- lassy and disordered structures contrasts with the findings

ers. _The son_md velocity of the system can be derived b or the crystalline counterparts and might be traced back to
plotting the time necessary for the perturbation to reach thgtructural differences, e.g., the lack of long-range order in

various layers along the system. I_n F'g' 7_the times are pIOt:':lmorphous structures. Thus structural defects in glasses
ted versus the layers along theaxis, yielding a sound ve-

. . ) ) might cause the “overdamping” of the wave, which is most
locity v,=5690 m/s. This result agrees well with earlier re- g bing

likely related to the rather fast decay of phonons in glasses
sults obtained for the longitudinal sound velocitys (seeySec. IV D yorp g

=5630 m/st’

After dividing the trigonal Se in layers oriented parallel to
the chains(and perpendicular to the axis) and displacing D. Decay of modes
the atoms of one layer in thedirection, we again measured

the speed of the heat pulse, finding an effective sound velo%h I_Extc;iting 5";9{? m(\)ISes in It'h?j tsg stem aI(Ijows (;’S to.bstLéd.y
ity in the x directionv,=4600 m/s. Due to the symmetry of €ir time evolution. We applied the procedure described in

the trigonal structure, this result is by a factor of cos 30°Sec. Il D to a subset of modes only, since the trigonal Se-

smaller than the longitudinal sound velocity;=5330 m/s crystallite cho.sen comprlseblzlfwo a.toms. In the low-
calculated previousiy’ frequency regime <5 THz) we investigated the decay of

To calculate the sound velocity of quartz, we investi- n(=25) modes. To estimate the influence of temperature, we

gated the time evolution of a perturbation induced in theexc'ted the EV’s both for th& =0 K configuration and for a

system by displacing the atoms of the central layer from theif:ryStaIIIne conflgurgtlon equilibrated @=60 K. In Fig. .8
equilibrium positions by about 0.02 A in the direction. we plot the pl’OjeCtIOI’Crej [see Eq.(5)] versus observation
The structure comprisingl= 2356 atoms was divided into time t. The initially excited mode has a frequenay
24 layers perpendicular to the direction. Following the =1.39 THz and is delocalized, its participation ratio being
same procedure as before, we calculated the sound veloci,=0.62. The envelope of the projection exhibits an expo-
v,=8335 m/s. This result agrees well with the longitudinal nential decay with a time constant=70 ps. The Fourier

sound velocitycsz=8250 m/s obtained from the elastic con- transform gives insight into the frequency shift of the modes
stantCz~180 GPa* due to anharmonic effects and into the spectral broadening of

Next we investigated both-Se with N=1470 particles the mode. The latter effect is also relevant for the lifetime of
anda-SiO, with N=23456 atoms. We divided the structures @ mode but not so reliable due to the finite simulation time.
into 21 and 24 parallel layers, respectively. These layerd he Fourier transform of the projectian, shown in Fig. 8
were oriented perpendicular to tkeaxis, and we induced a leads to the spectral density plotted in Fig. 9 with a maxi-
perturbation into the glasses by displacing all the atoms imum atv=1.36 THz. This shift in frequency means that the

We have determined the sound velocities of solids fro
the analysis of shock waves both for crystals and glass
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FIG. 9. Fourier transform of the projectian, shown in Fig. 8. FIG. 10. Structure faczto‘ﬁ(@,v) in the[0£0] direction for two
! values of Q: solid line Q=2#/a[0 0.2 0] and dashed line&Q
mode has softened with temperatlfen order to verify, ~=27/al0 0.3 0.

whether the shift in frequency is due to temperature effectgygges in the high frequency end of the DOS did not show

or is an artifact of the damping of the mode, we have calcuany appreciable decay of the EV's within the observation
lated the Fourier transform of casjexp(~t/7) with @  time.

=1.39 THz and withr~7x101%7x10 *7x1071? s, For glasses, the behavior of the modes is totally different.
Even for the shortest decay timewe find a shift less than We have diagonalized the dynamical matrix of one Se glass
10 %w. Thus we conclude that the observed shift in fre-and calculated the EV's. In the low-frequency regime there
guency is really caused by the influence of the temperaturexist beside extended eigenvectors a few quasilocalized
on the modes, in qualitative agreement with the softeningnodes, while in the high-frequency part of the spectrum
observed in experimeft. nearly all modes are localized. In the regimes of low, me-

Due to interactions between the modes additional fredium, and high frequencies we have performed similar simu-
guencies are excited in the system. In order to estimate thiations as in the case of trigonal Se. For a quasilocalized
excitation of additional modes, we have calculated the promode (with a frequencyr=0.31 THz and a participation
jections of the actual displacement on modieg} with fre-  ratio p,=0.09) we observe a fast decay of the eigenmode.
quencies similar to the initially excited one. We sum theNo clear vibration develops or can be identified in the glass.
square of the projections on 50 modes. After an observatioRuring the MD run, we also checked, whether a subset of
time of about 35 ps, the square of the expansion coefficierdbout 20 modes with similar frequencies might be more
of the initially excited mode is still larger than 0.6, and the stable. When analyzing phonons in the low-frequency re-
sum for the energetically similar modes is 0.3. Obviously,gime we found that this small subset of eigenmodess
the atomic displacements are still restricted to a small subthan 1% of the EV of the configuratipdescribed the atomic
space of EV’s. Thus, only 1% of the eigenmodes of the conmotions to an extent of about 30%. The phonons of the me-
figuration are needed to describe the atomic motions to mor@ium and high-frequency regime were much less stable and
than 90%. decayed within several ps.

This detailed analysis can be complemented by a calcula- Finally we considered the decay of phonons in the non-

tion of S(Q ») that has the advantage to be directly Compa_equilibrium steady state, in order to estimate the influence of
rable with éxperiment. However, in general for a given the strong temperature gradient on the lifetimes of the eigen-

| oh tribute to th = Theref vectors. We excited some phonons in-8e crystallite with
several phonons contribute to the saB{@,»). Therefore, N=1470 atoms, where two layers were kept at fixed tem-

an unambiguous assignment of the spectrun®@,») 0 peraturesT, =T=AT, and monitored the projection of the
singlemodes is not possible. As an example we show in Figactyal displacement onto the additionally excited eigenvec-
10 for two values oRin the[0 & 0] direction the resulting  tor. In comparison with the lifetime of the same mode ex-
S(Q,v). The estimate of the lifetime by full width at half cited in a configuration with constant temperature, the pho-
maximum (FWHM) yield for the dominant phonon i non proved to be much less stable: typically about a factor of
=2m/a[0 0.2 0] approximately 25 ps. But due to the su- 5. However, since we extrapolate to infinite system size
perposition of the peaks it is difficult to estimate the lifetimeskeeping the temperature difference between the contacts con-
of the other phonons. In particular, there are several phonorgant, the effect of the strong temperature gradient present
which cannot be investigated calculating o8¢0, ») be- during t_he simulations should be largely eliminated when
cause of thisQ selectivity. calculatingx (L = ).

In the high-frequency regime we followed the time evo-
lution of a mode just above the gap of the DOS. The eigen-
frequency of thiglocalized mode wasy=6.2 THz, and it In this paper we have presented simulations of steady-
decayed within 2 ps. However, the simulations of extendedtate and nonequilibrium thermal heat transport in condensed

V. SUMMARY AND CONCLUSION
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matter. As examples we used Selenium and,SifBoth in
crystalline and amorphous modifications.

AND J. C. SCH® PRB 59

is so strong that the element-specific details of the inter-
atomic potential are less important than in crystalline struc-

In the crystalline structures the thermal conductivity tures.

showed a clear system size dependei@asimir limit), due

Complementing these steady-state computer experiments,

to the restrictions of the mean free path of the phonons byimulations of shock waves and heat pulses in condensed
the lateral dimension of the simulation cell. Extrapolation of matter were performed. Again one can clearly see the influ-

the system sizé. to infinity yielded values of the thermal
conductivity of the same order of magnitude as the exper

this means that the lifetimes of the eigenmodes are limite
only by anharmonic effects of the atomic interaction poten
tial.

In glasses the situation is rather different. In the case of?
Selenium glasses, it was sufficient to simulate structure

comprising 1470 particles in the simulation cell to reach con
vergence of the results for the thermal conductivity. This cal
be understood considering that the amorphous structure, or

be more precise the state of disorder itself, is the reason fdt )
g\_/here the disorder plays the role of scatterers for the modes.

port in glasses. The phonons decay fast within several ps.
But nevertheless, the eigenmodes typically interact with en-

the anomalous and universal behavior of thermal heat tran

ergetically similar mode$ which means that the “sub-

ence of structural order or disorder on the results and the

joutcome of the calculations.

mental results. Since there are no impurities in the system,
the phonons are not scattered at structural defects, vice verSg

¢

In the crystalline structures it was possible to identify
es moving through the system. This is clearly connected
the relatively high stability of the modes contained in the
induced wave packet. The behavior of the wave packet re-
flects the elastic properties of the solid, e.g., one can calcu-
te the sound velocity, from which one can then deduce the
gorresponding elastic constant. In contrast glasses do not
show clearly developed propagating waves after inducing a
eat pulse or a shock wave into the structure. Again, the
fgason for this behavior can be found in the short lifetimes
nd mean free paths of the eigenmodes or phonons of glasses
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