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Simulation of thermal conductivity and heat transport in solids
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Using molecular dynamics~MD! with classical interaction potentials we present calculations of thermal
conductivity and heat transport in crystals and glasses. Inducing shock waves and heat pulses into the systems
we study the spreading of energy and temperature over the configurations. Phonon decay is investigated by
exciting single modes in the structures and monitoring the time evolution of the amplitude using MD in a
microcanonical ensemble. As examples, crystalline and amorphous modifications of Selenium and SiO2 are
considered.@S0163-1829~99!02905-7#
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I. INTRODUCTION

Thermal conductivity and heat transport play an import
role in the understanding of structural and dynamical diff
ences between amorphous and crystalline substances;
ever, the underlying mechanisms are not yet fully und
stood. Since the low-temperature experiments by Zeller
Pohl thermal conductivity and specific heat are known
show a universal and anomalous behavior in glasses.1 Phe-
nomenological models to explain these outstanding effe
have been proposed by Andersonet al.2 and by Phillips
et al.3 @tunneling in two-level systems~TLS! model#, and an
extension to somewhat higher temperatures has been wo
out by Karpovet al.4 in order to take into account contribu
tions caused by anharmonic vibrations and thermally a
vated hopping processes or relaxations in glasses~soft poten-
tial model!. However, a fully consistent picture requires t
analysis of both equilibrium, steady-state and no
equilibrium aspects of the transport properties of solids.

During the last two decades nonequilibrium molecular d
namics~NEMD! has been applied to study such properti
e.g., heat transport, the evolution of shock waves, and de
of phonons.5–8 Based on these pioneering investigations
becomes possible to study the properties of solids using
alistic interaction potentials, enabling us to distinguish b
tween the influence of specific features, e.g., the nature
chemical bonding, and a more universal behavior, e.g.
more generalphysicaldynamics. Since more than 25 yea
shock waves have been simulated using NEMD~Refs. 9,10!
with the focus on shock wave propagation, on plastic de
mation of solids or shock wave-induced melting.11 Very re-
cently large-scale computer simulations have been
formed to gain insight into plastic deformations in soli
induced by shock waves, where the influence of dislocati
and defects on the plastic deformation is investigated us
NEMD.12 In these extensive simulations boundary effe
could be excluded.

The estimation of phonon lifetimes and their influence
transport properties is stressed by several authors.5,13 Ladd
et al. have calculated the thermal conductivity for an fcc l
tice using both density- and heat-flux correlation function5

Allen and Feldman have investigated the thermal conduc
PRB 590163-1829/99/59~6!/4125~9!/$15.00
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ity in silicon by deriving and evaluating a formula based
the Kubo and Greenwood-Kubo formalism13 representing the
heat current operator in terms of eigenmodes determi
from the dynamic matrix of the disordered Si structure.

Using MD simulations, Michalski has studied the influ
ence of harmonic and anharmonic contributions to
atomic interaction potential on thermal conductivity and h
transport in two-dimensional~quasicrystalline! structures.
Furthermore, he has investigated the influence of delocal
and localized modes, the latter being responsible for str
anharmonic effects in glasses.14

Our work is concerned with molecular dynamics simu
tions of thermodynamical steady-state and nonequilibri
transport properties in realistic covalent structures, where
main contributions to the thermal conductivityk and the
propagation of heat pulses and shock waves originate f
the vibrational degrees of freedom. Our simulations fork are
similar to those of Michalski,14 but differ from this work by
our use of three-dimensional structures with periodic bou
ary conditions in all lateral dimensions.

One aim of our simulations is to check whether one c
simulate and realistically describe thermodynamical prop
ties with ‘‘usual’’ interatomic potentials and structures in
realistic way, and how reliable such potentials and confi
rations are in modelling heat transport in solids. Anoth
issue we want to address is the importance and influenc
structural differences in glasses and crystals regarding
transport. Here, the computer experiment mimicking
macroscopic setup used to calculatek, is complemented by
the study of phonon decay and wave propagation in s
solids.

In the next section, we briefly describe the systems a
interaction potentials which we have used. In Sec. III,
explain the methods in detail. The results and compari
with experiments are presented in Sec. IV, followed by
discussion of the results.

II. EXAMPLE SYSTEMS

As representative covalent materials we have used Se
SiO2 . Selenium readily forms glasses and amorpho
4125 ©1999 The American Physical Society



g
d
n

nit

-

ib
t

tia
din
e

e,
s
y

y-
.

ra
iO
we

-

nt

of

ct

by
a
th

he
su
em
s.
e
n

ty
of
e
s
he
rs
su
a
t

es

nt
ra-

m
ure
8.
the

he

not

ity,

t
a

uri-

e-
ns
bol-

vs

4126 PRB 59C. OLIGSCHLEGER AND J. C. SCHO¨ N
structures.15 Several crystalline structures exist, includin
two (a- andb-! monoclinic forms with four eight-membere
rings packed differently in the unit cell. Under standard co
ditions the most stable crystalline phase consists of infi
parallel helical chains with trigonal symmetry.15,16 We used
this so-called trigonal (t-)Se for our investigations of crys
talline selenium.

The potential used to simulate Se has been descr
earlier.17 The parametrization of the potential was chosen
mimic certain structural properties of selenium: The poten
was fitted to reproduce bond lengths, angles, and bon
energies of small Se molecules,18,19 and to give a reasonabl
description of the trigonal crystal.16,20,21

SiO2 exists in many different crystalline allotropes~e.g.,
a andb quartz, high and low cristobalite, tridymite, keatit
coesite, and stishovite!22 and is known to be a strong glas
former.23–25 The atomic interaction potential was fitted b
Vashishtaet al.26 in order to reproduce structural and d
namical properties of both crystalline and glassy phases

From experiment it is known thata-SiO2 has a quite high
thermal conductivity compared to others glasses27 which
have typically thermal conductivities of the order of seve
0.1 W/mK. Using these empirical potentials for Se and S2
glasses are generated by rapid MD quenches from
equilibrated liquids28,29 and a final quench to 0 K.

III. METHODS AND CALCULATIONS

With molecular dynamics~MD! one can simulate and in
vestigate properties of complex systems.30–34 In order to de-
termine structural, dynamical and thermodynamical qua
ties one typically explores correlation functions~e.g., van
Hove correlation to get insight into the radial distribution
atomic distances, and velocity autocorrelation35 or displace-
ment autocorrelation36 to calculate the vibrational spectrum
of configurations!. Here we want to describe a more dire
way to determine thermal properties of solids.

A. Thermal conductivity

Experimentally the thermal conductivity is determined
measuring thestationaryheat flux necessary to maintain
temperature gradient generated by two heaters in
sample.37 One fundamental problem in experiment is t
thermal insulation of the sample against heat loss to the
roundings. Note that in computer experiments this probl
can be avoided by imposing periodic boundary condition

In this paper we describe a simulation which is design
to mimic the experimental setup. First we equilibrate co
figurations~with N51470 to 23 520 particles! at temperature
T for several thousand MD time steps~typically 4000 to
40 000 MDS!. In order to determine the thermal conductivi
k of a given structure, we select two ‘‘contact’’ layers
atoms ~typically about 10% of all atoms comprising th
structure! and fix the average temperatures in these layer
TL5T6DT by scaling the atomic velocities according to t
formula 3

2 NkBT5Ekin . For symmetry reasons these laye
are separated by half the box length. In order to reduce
face effects we apply periodic boundary conditions in
spatial directions. The setup of our computer experimen
sketched in Fig. 1. The atoms outside these layers are
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lowed to move according to Newton’s laws. The velociti
of these particles are not rescaled. After some time~typically
several thousand MDS! a stationary temperature gradie
2DT/L/2 has developed. To determine the temperature g
dient, we calculate the ‘‘local’’ temperature~i.e., the kinetic
energy! of sublayers of the structure by dividing the syste
into parallel layers of equal thickness in which we meas
the ‘‘local’’ ~kinetic! temperature as described in Refs. 8,3
In Fig. 2 we plot the temperature of the sublayers versus
z coordinate of the layers (zP@2L/2,L/2# corresponds to the
original box, the additional points are plotted to show t
periodic boundary conditions!. The fluctuations of the mean
temperatures in those subensembles for which we do
regulate the temperature are about64%, whereas in the two
layers, where the temperature is fixed by scaling the veloc
the local temperatures change about62% ~this is the change
of the local temperature in one time stepbefore scaling!.
Note the clear development of alinear temperature gradien
during the simulation. This shows the development of
steady nonequilibrium state, which enables us to use Fo
er’s law of heat flow,14,38,39, where the heat fluxj necessary
to maintain the temperature difference 2DT is given by

FIG. 1. Realization of the computer experiment in order to d
termine the thermal conductivity of solids. In all spatial directio
we apply periodic boundary conditions. The shaded areas sym
ize the layers where the temperatures are fixed.

FIG. 2. Mean temperatures in the sublayers of the structure
the z axis.
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j 5
^DE&
ADt

52k
2DT

~L/2!
. ~1!

Here,Dt is the time step used in the MD simulation,A is the
interface area of the sample perpendicular to the heat fl
and ^DE& is the average energy per time stepDt which is
added and subtracted, respectively, in the layers represe
the heat contacts. The changes of the energy^DE& are de-
termined by the changes of the temperatures of the lay
We heat and cool the layers by rescaling the velocities of
particles comprising the layers, i.e., changing the atomic
locities fromvi ~before scaling! to vi8 ~after scaling!. There-
fore, the energy difference is given bŷDE&5^DEkin&
5^ 1

2 ( i 51
NL mi(vi8

22vi
2)&5 3

2 NLkB^dTL&, with NL the numbers
of atoms in the layers~large enough to define a sensible loc
temperature! and^dTL& the temperature change necessary
maintain the desired temperatureTL5T6DT of the layers.
The amount̂ dTL& is averaged over the last 20 000 MDS
our simulation. To avoid quantum effects, which we can
account for~e.g., tunneling in two-level systems!, we have
chosen ‘‘intermediate’’ temperatures to simulate and to m
sure thermal conductivity. In order to test our ‘‘comput
experiment,’’ we vary~a! the temperature gradients,~b! the
layer thicknesses,~c! the temperatures, and~d! the system
size.

~a! We find that temperature differences between the c
tact layers ranging from 20 to 40% of the average tempe
ture are sufficient to reach convergence in the ‘‘measu
ment’’ of ^DE& in reasonable computer time. However,
typical computer simulations the temperature gradients ar
the order 1010 K/m, which is orders of magnitudes highe
than in experiments. Such large gradients might hav
strong influence on the decay of phonons.

~b! We have variedNL from 1 to 20 % of the total numbe
of atomsN in the simulation cell. In our experience we g
fast convergence of the results by using aboutNL50.1 N
atoms in the layers.

~c! The temperatures used in our simulations range fr
several K upwards to about 400 K. At temperatures belo
K, the physical effects in solids are dominated by quant
effects which our classical simulation method cannot
scribe. On the other hand, very high temperatures lea
large displacements of the atoms in the layers, and the in
faces of the layers and the rest of the system roughen
siderably. Simulating Se glass at temperatures ranging f
3.5 to 170 K, we observe mean displacements^u&50.6 to
0.8 Å per atom. In trigonal Se the mean displacement of
particles is about 0.2 Å per atom atT5370 K.

The drift in the total energy of the configurations is le
than 4 parts in 104 for the highest temperature employed a
less than 3 parts in 106 for the lowest temperature simulate
The reason for this energy drift is the use of an isotherm
‘‘subensemble’’ in the part of the system where we fix t
temperature, while treating the rest of the system as a mi
canonical ensemble where the total energy is conserved

~d! From experiment one knows that in ‘‘perfectly’’ crys
talline but finite structures the thermal conductivity depen
on the lateral dimensions of the samples. The smaller
crystalline sample, the smaller is the measured thermal c
ductivity. In such confined structures the mean free path
x,
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the phonons is limited by the surfaces of the experimen
probes which act as scatterers for the phonons. This phen
enon is known as Casimir limit.40 In computer simulations
where one deals with small~typically nanoscale! structures,
the influence of the system size will be even stronger tha
experiments with sample diameter of the order of mm.
order to deal with this phenomenon, we have perform
simulations for several system sizesL and extrapolated the
thermal conductivity forL→`. In Fig. 3 we show the in-
verse of the thermal conductivity versus the inverse of
layer distance fort-Se.

B. Heat pulse

To study the dissipation and spread of kinetic energy
the system we induce a heat pulse into the system after it
equilibrated. We scale the atomic velocities in a layer w
NL particles~typically 15% of the sample! to be much higher
than the averaged velocities of the atoms outside this la
After this initial heat pulse the sample is allowed to evol
freely. Again we calculate the ‘‘local’’ temperatures for
sequence of sublayers.38

The time evolution of the local temperatureT(t) in the
different layers provides insights into the mechanisms und
lying the energy transfer in the system.8 In particular com-
paring the evolution of crystalline and glassy systems elu
dates differences in heat transport caused by the structu
the samples. Especially the Fourier transform ofT(t) can be
used to identify modes and vibrations responsible for h
transport. We have applied heat pulses to amorphous Se
trigonal Se, both parallel and perpendicular to the heli
chains.

C. Shock waves

The sound velocities of the structures can be determi
from the effects of moderate shock waves in the system14

We generate such a wave by shifting the atoms of one la
(NL50.0220.05 N) from their equilibrium positions by
about 2.5% of the nearest-neighbor distance in one direc
and follow the development of the perturbation. As initi
condition the atomic velocities are set to zero. Measuring

FIG. 3. The inverse thermal conductivity in@W/cm K#21 for
different system sizes plotted versus inverse system size in red
units atT590 K for t-Se.
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4128 PRB 59C. OLIGSCHLEGER AND J. C. SCHO¨ N
‘‘local’’ ~kinetic! temperatures~as in Ref. 38! in the sublay-
ers at every time step we derive the sound velocity from
space-time evolution of the temperature. We have app
this procedure to trigonal Se both parallel and perpendic
to the chains, toa quartz, and to amorphous Selenium a
SiO2 .

D. Decay of modes

One of the central questions in the field of heat transp
concerns the lifetime of phonons. In perfectly harmonic cr
tals, the lifetime of phonons would be infinite. However, d
to anharmonic contributions to the potential, which gain i
portance with increasing temperature, the mean free pat
the phonons is limited by umklapp processes. On the o
hand, at very low temperatures, when the umklapp proce
are effectively frozen out, the only limiting factors of the
mal conductivity and of lifetimes and mean free paths
phonons are the scattering of phonons due to surface ef
~Casimir limit! and/or impurities or defects of the structure
In real materials the thermal conductivity is also limited
electron-phonon interactions and isotope effects.41,42Clearly,
the description of processes in terms of phonons depe
strongly on whether the exact states in anharmonic syst
can be approximated by phonons, i.e., whether the phon
decay slowly enough to allow a meaningful description
the instantaneous state of the system in terms of vibratio
modes.

The phonons, which correspond to the eigenvect
~EV’s! of the dynamical matrix of the system, are dete
mined in harmonic approximation by diagonalization of th
matrix.43 Since the number of eigenvectors (3N,N being the
number of particles in the simulation cell! is very large, we
can only estimate the lifetimes for a subset of the EV’s.
order to determine the lifetime of a phonon, we excite
eigenmodeeW j ~normalized to unity! in the system by displac
ing the atoms according to their contributions to the cor
sponding eigenvector, and follow the time evolution of t
atomic motion using NVE-MD where the number of atom
the volume and the total energy are kept constant. The o
nal displacement is given by

DrW~0!5aeW j , ~2!

wherea is the amplitude of the displacement vector.
During the MD simulation we calculate the projection

the actual atomic displacement onto a subspace of ei
modes$eWm%:

crem
5

DrW~ t !•eWm

uDrW~ t !u
. ~3!

The projection on the eigenmodeeW j will have the periodt j
51/n j of the excited eigenmode, and the amplitude will
constant as long as no interactions with other modes oc
i.e., as long as the mode does not decay. Due to the an
monic interactions between the eigenvectors other mo
will become excited. The calculation of the expansion co
ficientscrem

2 ~with mÞ j ) allows to monitor the excitation o

other modeseWm . With this procedure one can follow th
time evolution ofsinglephonons or modes of the solids. Th
e
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usual dynamic structure factorS(QW ,n) can be used to obtain
information on the broadening of peaks and frequency sh
of typically groups of modes, but only little knowledge about
the types of modes involved and their detailed interactio
The development of single modes can be extracted in
one-phonon approximation.7,44 Using the projection proce
dure, we have investigated thet-Se crystal and Se glasses

IV. RESULTS

A. Thermal conductivity

Using the algorithms described in Sec. III A we ha
simulated the thermal heat conductionk uu ~parallel to the
chains! of trigonal Se. The limitations of the very short dis
tance L between the layers kept at fixed temperaturesTL
5T6DT, which is computationally accessible, suggest
extrapolation of the distance to infinity. The simulation
T525 K yieldsk50.033 W/(cm K) forN523 520 atoms.
Extrapolating L→` gives k(L5`)50.072 W/(cm K),
which is about a factor of 6 lower than the experimen
result.45 At T590 K even the largest simulated system w
N523 520 atoms deviates from the experimental value
more than a factor 3.8. In the limit of infinite system size, w
find k(L5`)50.071 W/(cm K) for trigonal Se. This resu
is 30% lower than the experimental result. AtT5370 K we
extrapolate k(L5`)50.017 W/(cm K) which deviates
from the experimental valuek50.0538 W/(cm K) mea-
sured atT5400 K.45 At temperatures aboveT5350 K
photons contribute to the thermal conductivity which lead
an increase ofk.27 The discrepancies may be due to som
short-comings of the potential which we use to model S
especially the low-frequency phonons are describ
insufficiently.17

In the case of Se glasses, we find a much better agreem
between the results of our simulations and the experime
findings. In Fig. 4 we plot the thermal conductivity vers
temperature with double-logarithmic scales. In the wh
temperature range covered, the deviation between the t
retical values and the experimental ones46 never exceeds 20–
30 %. Furthermore, no significant system size effect has b
detected in our calculations.

FIG. 4. Thermal conductivityk@W/cm K# of Se glass plotted
versus temperatureT in K in a double logarithmic plot.L: simu-
lation, 1: experimental values from Ref. 46.
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Our simulations of SiO2 glasses show a different beha
ior, however. To gain results of thermal conductivities co
parable with experiment it was necessary to construct gla
with L up to 125 Å . From these we were able to extrapol
the thermal conductivity in the limitL→` as upper bound o
the computed thermal conductivity in SiO2 glasses. AtT
560 K we findk50.59 W/(mK), a result 25% higher tha
the experimental value.47 Here one should note that the ph
non spectrum calculated using the potential for SiO2 given in
Sec. II overestimates the low-frequency modes,26 while the
calculated spectrum for Se underestimates the low-freque
phonons.17

B. Heat pulse

In a trigonal Se crystal consisting of 1470 atoms we
cited in one layer parallel to thez axis a heat pulse with a
local temperature which was 5 times higher than the te
perature in the rest of the system. The layer comprised
atoms~14 chains with 15 atoms!. We observed the spread o
the energy in the system. By symmetry the direction of
flow was perpendicular to the chains of the crystal. The e
lution of the ‘‘local’’ temperature~i.e., the kinetic energy! of
the layerTl(t) and of the rest of the systemTr(t) are shown
in Fig. 5 as dotted and solid lines, respectively. From Fig
one can deduce that the velocities of the atoms in the la
with the induced higher temperature change with a period
about 0.15 ps~corresponding to a frequency of 6.5 THz! and
additional lower-frequency modulations in the case of cr
talline trigonal Se.

The Fourier transforms ofTl ,r(t) are shown in Fig. 6.
SinceT}v2 the frequencies of the temperature changes a
factor of 2 higher than the corresponding changes of
velocities. However, taking this factor 2 into account t
power spectrum resulting from the Fourier transform
Tr(t) resembles in some features the usual density of st
DOS.17,48 On the other hand, the power spectrum associa
with the temperature evolution of the excited layer sho
strong contributions at low frequencies~caused by the strong
exponential decay of the temperature of this layer: the ‘‘

FIG. 5. Evolution of the local temperature of the layerTl(t)
~dotted line! and the rest of the crystalTr(t) ~solid line! in K vs
time in MDS after a hot spot was induced into a layer parallel to
chains a trigonal Selenium crystallite withN51470 atoms. The
typical period of temperature changes is about 77 fs.
-
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laxation time’’ is about 350 MDS'0.7 ps). These mode
reflect the ‘‘dissipative’’ character of the evolution of th
~kinetic! temperature in the layer exposed to the heat pu
Apart from this dominating peak due to the fast decrease
temperature at the beginning of the MD run, we find famil
contributions at the high frequency end caused by bo
stretching modes, and a broad spectrum towards lo
frequencies.17,49

In another simulation, we excited a heat pulse in a la
parallel to the basal plane oft-Se. Again, the energy dissi
pation of the excited layer causes a strong peak to appe
the low-frequency part of the spectrum. However, we ag
find bond stretching modes clearly developed in the pow
spectrum. The high frequency part of the spectrum of exc
vibrations in T̃r(n) resembles the one we calculate in t
case of perpendicular heat flow, but some deviations in
middle of the spectrum occur. This part of the spectrum
assigned to librations and bond-bending vibrations.17

We have performed the same simulations for a Se g
consisting of 1470 atoms. We observed a fast~exponential!
‘‘heat relaxation’’ of the induced thermal energy, as in t
case oft-Se. Again, the power spectrumT̃r(n) exhibit some
similarities with the typical vibrational DOS ofa-Se.

e

FIG. 6. Fourier transform~power spectrum! T̃l(n) ~a! andT̃r(n)
~b! of Tl ,r(t) of Fig. 5.



om
s

ar
tio
r
ut
e
ay
b
th
lo
-
e-

to

d
lo
f
0

th
e

oc
a

n-

s
e

the
the
th
tion
ible
oci-
out-
in

ings
to
in
ses
st
ses

dy
in
e-

f
we

ng
o-

es
g of
of
e.

xi-
e

th
th

i-

4130 PRB 59C. OLIGSCHLEGER AND J. C. SCHO¨ N
C. Shock waves

We have determined the sound velocities of solids fr
the analysis of shock waves both for crystals and glas
(t-Se,a-quartz,a-Se, anda-SiO2). We divided the trigonal
Se crystal withN52940 atoms into 42 layers perpendicul
to the chains and studied the time evolution of a perturba
induced in the system by displacing the atoms of one laye
the structure from their equilibrium positions by abo
0.05 Å in thez direction. As described in Sec. III C, w
monitor the development of the local temperature of the l
ers. The sound velocity of the system can be derived
plotting the time necessary for the perturbation to reach
various layers along the system. In Fig. 7 the times are p
ted versus the layers along thez axis, yielding a sound ve
locity vz55690 m/s. This result agrees well with earlier r
sults obtained for the longitudinal sound velocityc33
55630 m/s.17

After dividing the trigonal Se in layers oriented parallel
the chains~and perpendicular to thex axis! and displacing
the atoms of one layer in thex direction, we again measure
the speed of the heat pulse, finding an effective sound ve
ity in the x directionvx54600 m/s. Due to the symmetry o
the trigonal structure, this result is by a factor of cos 3
smaller than the longitudinal sound velocityv1155330 m/s
calculated previously.17

To calculate the sound velocity ofa quartz, we investi-
gated the time evolution of a perturbation induced in
system by displacing the atoms of the central layer from th
equilibrium positions by about 0.02 Å in thez direction.
The structure comprisingN52356 atoms was divided into
24 layers perpendicular to thez direction. Following the
same procedure as before, we calculated the sound vel
vz58335 m/s. This result agrees well with the longitudin
sound velocityc3358250 m/s obtained from the elastic co
stantC33'180 GPa.50

Next we investigated botha-Se with N51470 particles
anda-SiO2 with N53456 atoms. We divided the structure
into 21 and 24 parallel layers, respectively. These lay
were oriented perpendicular to thez axis, and we induced a
perturbation into the glasses by displacing all the atoms

FIG. 7. Times in fs needed for the perturbation to reach
layers are plotted vs the distance of the layers in Å along
direction of propagation.
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the middle of the system in the positivez direction by about
0.05 and 0.02 Å , respectively. As before, we observed
time dependence of the induced shock wave by following
kinetic temperature evolution of the various layers. In bo
cases we did not observe any clearcut wavelike perturba
propagating through the system. Therefore, it was imposs
to determine reliably, or at least to estimate the sound vel
ties of the glasses from these simulations. This negative
come of the analysis of the behavior of shock waves
glassy and disordered structures contrasts with the find
for the crystalline counterparts and might be traced back
structural differences, e.g., the lack of long-range order
amorphous structures. Thus structural defects in glas
might cause the ‘‘overdamping’’ of the wave, which is mo
likely related to the rather fast decay of phonons in glas
~see Sec. IV D!.

D. Decay of modes

Exciting single modes in the system allows us to stu
their time evolution. We applied the procedure described
Sec. III D to a subset of modes only, since the trigonal S
crystallite chosen comprisedN51470 atoms. In the low-
frequency regime (n<5 THz) we investigated the decay o
n(525) modes. To estimate the influence of temperature,
excited the EV’s both for theT50 K configuration and for a
crystalline configuration equilibrated atT560 K. In Fig. 8
we plot the projectioncrej

@see Eq.~5!# versus observation

time t. The initially excited mode has a frequencyn
51.39 THz and is delocalized, its participation ratio bei
pn50.62. The envelope of the projection exhibits an exp
nential decay with a time constantt'70 ps. The Fourier
transform gives insight into the frequency shift of the mod
due to anharmonic effects and into the spectral broadenin
the mode. The latter effect is also relevant for the lifetime
a mode but not so reliable due to the finite simulation tim
The Fourier transform of the projectioncrej

shown in Fig. 8
leads to the spectral density plotted in Fig. 9 with a ma
mum atn51.36 THz. This shift in frequency means that th

e
e

FIG. 8. Projectioncrej
of the actual displacement onto the in

tially activated eigenvector for a mode withn51.36 THz in the
t-Se vs time in MDS. The system is equilibrated atT560 K. The
envelopes of the projections are two exponential functions.
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mode has softened with temperature.42 In order to verify,
whether the shift in frequency is due to temperature effe
or is an artifact of the damping of the mode, we have cal
lated the Fourier transform of cos(vt)exp(2t/t) with v
51.39 THz and witht'7310210,7310211,7310212 s.
Even for the shortest decay timet we find a shift less than
1024v. Thus we conclude that the observed shift in fr
quency is really caused by the influence of the tempera
on the modes, in qualitative agreement with the soften
observed in experiment.42

Due to interactions between the modes additional
quencies are excited in the system. In order to estimate
excitation of additional modes, we have calculated the p
jections of the actual displacement on modes$eWm% with fre-
quencies similar to the initially excited one. We sum t
square of the projections on 50 modes. After an observa
time of about 35 ps, the square of the expansion coeffic
of the initially excited mode is still larger than 0.6, and t
sum for the energetically similar modes is 0.3. Obvious
the atomic displacements are still restricted to a small s
space of EV’s. Thus, only 1% of the eigenmodes of the c
figuration are needed to describe the atomic motions to m
than 90%.

This detailed analysis can be complemented by a calc
tion of S(QW ,n) that has the advantage to be directly comp
rable with experiment. However, in general for a givenQ

several phonons contribute to the sameS(QW ,n). Therefore,
an unambiguous assignment of the spectrum ofS(QW ,n) to
singlemodes is not possible. As an example we show in F
10 for two values ofQ in the@0 j 0# direction the resulting
S(QW ,n). The estimate of the lifetime by full width at ha
maximum ~FWHM! yield for the dominant phonon inQW
52p/a@0 0.2 0# approximately 25 ps. But due to the s
perposition of the peaks it is difficult to estimate the lifetim
of the other phonons. In particular, there are several phon
which cannot be investigated calculating onlyS(QW ,n) be-
cause of thisQ selectivity.

In the high-frequency regime we followed the time ev
lution of a mode just above the gap of the DOS. The eig
frequency of this~localized! mode wasn56.2 THz, and it
decayed within 2 ps. However, the simulations of extend

FIG. 9. Fourier transform of the projectioncrej
shown in Fig. 8.
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modes in the high frequency end of the DOS did not sh
any appreciable decay of the EV’s within the observat
time.

For glasses, the behavior of the modes is totally differe
We have diagonalized the dynamical matrix of one Se gl
and calculated the EV’s. In the low-frequency regime the
exist beside extended eigenvectors a few quasilocal
modes, while in the high-frequency part of the spectru
nearly all modes are localized. In the regimes of low, m
dium, and high frequencies we have performed similar sim
lations as in the case of trigonal Se. For a quasilocali
mode ~with a frequencyn50.31 THz and a participation
ratio pn50.09) we observe a fast decay of the eigenmo
No clear vibration develops or can be identified in the gla
During the MD run, we also checked, whether a subset
about 20 modes with similar frequencies might be mo
stable. When analyzing phonons in the low-frequency
gime we found that this small subset of eigenmodes~less
than 1% of the EV of the configuration! described the atomic
motions to an extent of about 30%. The phonons of the m
dium and high-frequency regime were much less stable
decayed within several ps.

Finally we considered the decay of phonons in the n
equilibrium steady state, in order to estimate the influence
the strong temperature gradient on the lifetimes of the eig
vectors. We excited some phonons in at-Se crystallite with
N51470 atoms, where two layers were kept at fixed te
peraturesTL5T6DT, and monitored the projection of th
actual displacement onto the additionally excited eigenv
tor. In comparison with the lifetime of the same mode e
cited in a configuration with constant temperature, the p
non proved to be much less stable: typically about a facto
5. However, since we extrapolate to infinite system s
keeping the temperature difference between the contacts
stant, the effect of the strong temperature gradient pre
during the simulations should be largely eliminated wh
calculatingk(L5`).

V. SUMMARY AND CONCLUSION

In this paper we have presented simulations of stea
state and nonequilibrium thermal heat transport in conden

FIG. 10. Structure factorS(QW ,n) in the @0j0# direction for two

values of Q: solid line QW 52p/a@0 0.2 0# and dashed lineQW

52p/a@0 0.3 0#.



ity

b
o
l
er
em
e

ite
n

o
re

on
a

or
f

an
p

en
-
w

tru

e
o
lin
rd

r-
c-

nts,
sed
u-

the

y
ted
e
re-
cu-
the
not
a

he
es
sses
es.

r
pt.
s-
ich
h

e
he

ol-

4132 PRB 59C. OLIGSCHLEGER AND J. C. SCHO¨ N
matter. As examples we used Selenium and SiO2 , both in
crystalline and amorphous modifications.

In the crystalline structures the thermal conductiv
showed a clear system size dependence~Casimir limit!, due
to the restrictions of the mean free path of the phonons
the lateral dimension of the simulation cell. Extrapolation
the system sizeL to infinity yielded values of the therma
conductivity of the same order of magnitude as the exp
mental results. Since there are no impurities in the syst
the phonons are not scattered at structural defects, vice v
this means that the lifetimes of the eigenmodes are lim
only by anharmonic effects of the atomic interaction pote
tial.

In glasses the situation is rather different. In the case
Selenium glasses, it was sufficient to simulate structu
comprising 1470 particles in the simulation cell to reach c
vergence of the results for the thermal conductivity. This c
be understood considering that the amorphous structure,
be more precise the state of disorder itself, is the reason
the anomalous and universal behavior of thermal heat tr
port in glasses. The phonons decay fast within several
But nevertheless, the eigenmodes typically interact with
ergetically similar modes51 which means that the ‘‘sub
space’’ of modes is relatively stable. Quartz glass is kno
to possess extremely large mean free paths of phonons;27 this
agrees with our observation that it was necessary to cons
glass configurations withL'125 Å in order to get results
comparable to the experimental findings.

It is a striking result of our work that the agreement b
tween theory and experiment for thermal conductivity
glasses is better than for the corresponding crystal
phases. It seems that the influence of the structural diso
-
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,
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-
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s.
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n

ct
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is so strong that the element-specific details of the inte
atomic potential are less important than in crystalline stru
tures.

Complementing these steady-state computer experime
simulations of shock waves and heat pulses in conden
matter were performed. Again one can clearly see the infl
ence of structural order or disorder on the results and
outcome of the calculations.

In the crystalline structures it was possible to identif
waves moving through the system. This is clearly connec
to the relatively high stability of the modes contained in th
induced wave packet. The behavior of the wave packet
flects the elastic properties of the solid, e.g., one can cal
late the sound velocity, from which one can then deduce
corresponding elastic constant. In contrast glasses do
show clearly developed propagating waves after inducing
heat pulse or a shock wave into the structure. Again, t
reason for this behavior can be found in the short lifetim
and mean free paths of the eigenmodes or phonons of gla
where the disorder plays the role of scatterers for the mod
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