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Defect migration in crystalline silicon
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A number of vacancy and interstitial defect migration mechanisms are characterized for crystalline silicon
using supercells containing 64 and 216 atoms and a tight-binding approach. We investigate various defect
configurations corresponding to minima and the pathways that connect them. A modified eigenvector-
following approach is used to locate true transition states. We exploit the fact that only one Hessian eigenvec-
tor is needed to define the uphill search direction and use conjugate gradient minimization in the tangent space
to produce a hybrid algorithm. Two implementations of this approach are considered, the first where second
derivatives are available but full diagonalization of the Hessian would be the most time-consuming step, and
the second where only first derivatives of the energy are knp8163-182@99)02906-9

[. INTRODUCTION ing and calculations have been carried out on an 800-atom
periodic cell with full relaxation of all atoms The useful-
Experiments on silicon indicate that point defects mayness of results obtained using such potentials depends on
enhance dopant diffusion rates and thus affect the overaWhether it is sufficient to describe the overall structure of the
performance of silicon-based semiconductor devices. For excrystal lattice well but represent the local atomic bonding
ample, it is known that supersaturation of point defects mayess accurately. Since no single empirical potential is clearly
occur during ion implantation of dopants into silicbAfter ~ superior to all the others, many studies have used the
annealing the system at high temperature, the dopant diffustillinger-Weber(SW) form since its successes and failures
sion rate is anomalously high. This is a transient effectare well documented. The SW potential gives a good predic-
which depends on the intrinsic carrier concentration at théion of the melting temperature of silicon compared with
annealing temperatufelt can alter the junction depth in experiment* but a poorer description of the structure of
semiconductor devices and thus potentially degrade theiiquid silicon compared with that found using a tight-binding
performance. Electron paramagnetic resonance experimenfsB) potential*®> An empirical potential has been developed
have been interpreted in terms of mobile interstitial atérhs. recently that gives a better description of the local coordina-
An ab initio investigation into the latter process suggests thation and improved transferability over the SW potentfalt
silicon interstitials can have more than one charge state anks been used to study tetrahedral, hexagonal, and vacancy
that different migration barriers, and possibly different mini- defects having been fitted to the unrelaxed ideal configura-
mum energy positions, exist. tions. This new potential seems to be particularly successful
There is, however, still a degree of controversy over then describing disordered structures and long-range defects,
relative contributions of vacancies and interstitial atoms tosuch as dislocations.
self-diffusion and dopant diffusichTheory has made more The TB approximation represents a compromise between
significant progress in resolving this issue than experimentghe ab initio and empirical approaches since it explicitly in-
both throughab initio calculations, such as those based oncludes the quantum-mechanical nature of the chemical bond
the local-density approximatioii.DA ),%~8 or more empirical  but is also far less computationally demanding taarinitio
descriptions of the energy! However, fundamental prop- calculations, typically by two to three orders of magnitude.
erties such as defect migration pathways and diffusivities ar€onversely, tight-binding theory sower, by the same order
still not well established. of magnitude, than empirical methods with analytic poten-
Ab initio calculations are able to model defects more acdtials, but the angular nature of the bonding is correctly de-
curately than empirical potentials, but are limited by the highscribed far from equilibrium structures.
computational demands. Clark and Ackland found that de- The structure and bonding of a system containing defects
fect formation energies calculated with a 64-atom cell weremay be rather different from a regular lattice, which could
within 0.02 eV of the values for a 216 célHowever, ex- invalidate empirical results. Indeed it may cause problems
tensive tests have not been completed \aihinitio methods  for the TB parametrization scheme. However, the computa-
to check whether a 64-atom cell is large enough to ensurtional efficiency of TB potentials allows us to use a periodic
convergence of defect formation and migration energiescell containing 216 atoms, which should be large enough to
Clark and Ackland allowed for full relaxation without sym- ensure that the results are converged even if we restrict
metry constraints. In some previous studies only first- and-point sampling to thd” point (k=0). It has been argued
second-nearest-neighbors were allowed to relax or the synthat the practice of’-point sampling in a simulation cell
metry around a defect was fix8d° These restrictions both containing only 64 atoms does not converge the forces on the
limit the validity of such studies and can affect the electricalatoms sufficiently to give reliable defect structu?ds. fact,
characteristics of the defeti. I'-point sampling for an eight- or nine-atom cell gives a
Empirical potentials are far less computationally demandnegative formation enerdyHowever, a previous calculation
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of defect formation energiéSusing the Goodwin-Skinner- and the rate-determining step in calculations using the
Pettifor TB potential showed little difference between 512-eigenvector-following technique is diagonalizing the Hessian
and 216-atom cells. This finding is consistent with anothematrix. However, it is possible to use an iterative methoal
study in which four different cells were used including 64, find the largest eigenvalue of a symmetric matrix, such as the
144, 192, and 216 atoni&.In addition, Puskaet al. have  Hessian. By a standard shifting technique we can then find
recently provided a systematic convergence study of the silithe smallest eigenvalue and associated eigenvector, thus
con vacancy that suggests tHafpoint sampling for a 216- avoiding diagonalization. In the present subsection we there-
atom cell should be reasonably accurdt®Ve therefore did fore consider the case where a second derivative matrix, or
not conduct any further tests with differeld-sampling  Hessian, is available, but full diagonalization is undesirable.
schemes in the present work. We know that the eigenvectoes of a symmetric matrix

To locate transition states we have used a modifieddan be chosen to be mutually orthogonal with eigenvalyes
eigenvector-following EF) approactf®~26In this method we  satisfying the equation
avoid some of the computational overhead involved in cal-
culating second derivatives of the energy and diagonalizing He;=\g . 1)
the H_essia_n matrix. We hav_e exploited the fact that only Onel'herefore, we can express an arbitrary vestas a linear
Hessian eigenvector and eigenvalue are needed to walk URombination of thes :
hill. An alternative fast minimization scheme such as conju- '
gate gradient may be used in all the other directions. We
have developed a hybrid eigenvector-following/conjugate yzz ae, 2
gradient(EF/CQ algorithm that calculates this eigenvector :
and thus eliminates the need to diagonalize the Hessian. {yherea; are the scalar coefficients. For an arbitrary vegtor
second hybrid schem€G/CG employs the same optimiza- \ye therefore obtain
tion procedure but does not require second derivatives and

instead uses a variational theory to calculate the smallest . N Ao\ " Ag\"
eigenvalue and eigenvector. Yn=HYy=Ajjai€+| =] a6 +| =) agegt - .
In the present contribution we examine the relative per- ! ! 3

formance of the hybrid optimization techniques by studying

potential energy surfaces described by empirical potentialdn the limit of largen, the term which dominates is

We then apply the CG/CG technique to investigate seven n

different types of defects in crystalline silicon, using a non- Yn=N181€y, (4)

orthogonal TB potential proposed by Menon —andnere), is the eigenvalue with the largest magnitude. Re-

Subbaswamy’ We consider two different periodic cells, the eated premultiplication of an arbitrary vector by the Hes-

first containing 64 atoms and the second 216, and use g, il generally cause that vector to become the eigenvec-
minimum image convention to ensure that each atom interg,. jocociated with the largest Hessian eigenvalue, in

acts with the closest image of each of its neighbors. Allynsq)te terms. Normalizing the lengthyofto unity at each
atoms were allowed to relax. We have calculated the Closeﬁteration prevents it from growing too large

po;ential energy minima to certain.idealized startingl configu- The convergence of the above algorithm may be speeded
rations along with the corresponding defect formation enery, by using a shifting techniqiié.The eigenvalues of any
gies. Searches for transition states and the correspondi :

atrix may all be shifted by the same arbitrary valsge,
pathways were then started both from these minima and fro%thout chgnging the eigenvgctors: y ©

the idealized defect configurations.

He;=\ie=(\i—s)g+sg. (5)
Il OPTIMIZATION TECHNIQUES Equation(5) is simply a rearrangement of the eigenvalue
A. Eigenvector following (EF) equation
Details of our previous implementation of the (H-she=(\,—9)& . )

eigenvector-following approach have been given befdfé.
Briefly, the method is based upon a local quadratic approxiTherefore, it is possible to shift the eigenvalues of the Hes-
mation to the potential energy surfatRES, and therefore Sian matrix at any time to reduce the fractiongx; further
involves first and second derivatives of the energy. An aptowards zero and thus improve convergence.
propriate choice of Lagrange multipliers enables one to sys- [f the largest eigenvalue is positive, the shifting method
tematically maximize the energy in one direction while si-may then be utilized to find the smallest eigenvalyg, by
multaneously minimizing in all other directions. True shifting all the eigenvalues down by;. At this point, the
transition states, with a single negative Hessian eigenvalue, largest negative eigenvalue has the largest absolute value and
can be found in this way, and minima can be located bywe may iterate the shifted matrix as before to find it.
minimizing in all directions. In the eigenvector-following/conjugate-gradigiF/CQ
hybrid approach, we use iteration and shifting to find the
value of the smallest eigenvalue and the corresponding ei-
genvector that we intend to follow uphill. We then utilize our
For simple empirical potentials, analytical second derivaprevious eigenvector-following formulation to calculate the
tives of the potential are often computationally inexpensivesize of the uphill steg®%°

B. The eigenvector-following/conjugate gradient approach
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2F where superscript denotes the transpose. If we definén
= , (7)  terms of the unknown Hessian eigenvectersas in Eq.(2),
INinl (1 1+ 4F2/NZ0) y=3,a,e, and recall that the eigenvalues of these mutually
orthogonal eigenvectors ahkg, then we find a lower bound
for A (y):

whereF is the component of the gradient along the eigen-
vector corresponding to the smallest eigenvagyg,. A

maximum step size, typically of 0.1 A, was imposed for this 2 aiz()\i ~ Nmin)
EF step. The Polak-Ribiere conjugate gradief@G) Ay)= '—+)\mm>)\mm_ (9)
method? was used to minimize the energy in the tangent S a2

—

i

space. Here we simply apply the project@XZX—(x

- Emin) Emin t0 all gradients throughout the CG optimization. By differentiating this expression with respect 4, we
The unit vectore,,, is then updated and the sequence ofobtain
steps is repeated until various convergence criteria are satis-

fied. It is only important to fully converge the CG minimi- E aiz)\i

zation near to the desired transition state, and so a maximum N 2a, N — i (10)
of around ten CG steps was allowed. After the first cycle the da, 5 “« 2

eigenvectors found in the previous step can be used as input 2 g 2 8

to the iterative procedure, which speeds up the process con- .

siderably. Unit vectors with randomly chosen components>etting this derivative equal to zero, we find that a possible
were used to initiate the algorithm. For each transition statéolution isa,=0, for all a#min, with &y, determined by
the converged eigenvector corresponding to the unique negormalization. Therefore, if we minimize the value xofy)

tive eigenvalue was saved for use in subsequent pathwayith respect toy it becomes the smallest eigenvalue tof
calculations. The convergence criteria employed for the TEVNile y becomes the corresponding eigenvector.

calculations were\ <0, h<<0.00001 A and total root- We use the. numerical s.econd derivative of the Energy as

mean-square gradiert0.000 01 eV/A . an approximation ta(y), with E(Xp) the energy at point,
Implementation of the above algorithm is complicated by!N Nuclear configuration space agex1:

the presence of zero or near-zero Hessian eigenvalues. In E(Xo+ &y) + E(Xo— &Y) — 2E(Xo)

supercell calculations three Hessian eigenvalues vanish at ANy)~ 5 , (11

any point because of translational symmetry. For a molecule (&Y)

in field-free space there are six zero eigenvalues at any stand use conjugate gradient minimization to find the required
tionary point, corresponding to overall translation and rota-minimum. If we keep|y|=1, then differentiating Eq(11)
tion. At a nonstationary point the rotational modes couplegives
with vibrations to produce, typically, three normal modes
corresponding to numerically small Hessian eigenvalues. In ﬁ: VE(xo+ §y) ~ VE(Xo— €Y) ]
full EF calculations we project out these degrees of freedom ady €

. 3 . . . . ) . .
following Baker and Hehré? A projection matrixP IS CON-  Once the smallest eigenvalue and the corresponding eigen-
structed as described by Page and Mcit@nd applied to  yector are known we can proceed to find transition states
both the Hessian and the gradient. The projection of the Hegysing  eigenvector following for the uphill step and

sian to givePHP would scale just as unfavorably with sys- conjugate-gradient minimization in the tangent space, as for
tem size as the full diagonalization that we seek to avoid. Fofhe EF/CG method above.

the same reason we do not consider any nonlinear coordinate T prevent contamination of the desired eigenvector by

transformations in the present work. However, in the iteramodes corresponding to overall translation or rotation a
tive refinement of eigenvectors we can simply apply thesimple projection scheme was applied both to the vegtor
three matrices to a given vector one aftgr the other: there i§nd the derivative’\/dy. Unit vectors corresponding to in-
no need to calculate the matrix product itself. finitesimal translational and rotational displacements are eas-
ily calculated® All components ofy and d\/dy in these
directions were then removed by orthogonalization.

(12

C. The conjugate-gradient/conjugate-gradient approach

The second hybrid scheme we have develo{@@@/CGQ D. Pathways
uses a variational theory to find the smallest eigenvalue and
corresponding eigenvector, without calculating the Hessiarr'H1i
matrix at all. It is related to the technique proposed by Vote
for accelerating molecular dynamics simulations of rar
events in solids?®

Consider taking a step in an arbitrary directipnwWe can
define an “expectation value” foy as

We have successfully located transition states from both
/ nima and idealized defect configurations using the above
emethods. Hence the new hybrid formulations preserve the
highly desirable feature of eigenvector following that a good
guess of the transition state geometry is not needed. Having
found a transition state, we calculate the corresponding path-
way by adding(or subtractingga small fraction of the eigen-
vector corresponding to the unique negative Hessian eigen-
yHy value to the transition-state coordinates. Searches for minima
, (8)  can then be initiated from the resulting geometries either
y? using eigenvector-following minimization or conjugate-

Ay)=
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gradient methods, among others. These paths are expected toTABLE I. Comparison of CPU time take(elative valueyto

be close to steepest-descent paths, although they are rlegate a transition state for the JsJ periodic system. The largest

strictly the sam@a® and smallest eigenvalués e/ ?) for the starting configuration are
also included. ceig is the convergence parameter for the % change

Ill. POTENTIALS EMPLOYED IN OPTIMIZATION TESTS in the eigenvalue in question.

The simplest system we have considered is a supercell _ Largest Smallest _
containing 257 atoms modeled by the Lennard-Johes Method ceig/%  eigenvalue  eigenvalue  Time
potent_la_l with _perlodlc bound_ary (_:ondltlons. We have _used EF 19251 2 _65.747 20.8
the minimum image conventidhwithout a cutoff to avoid

. R . EF/CG 0.00% 12251.1 —55.551 1.2
discontinuities in the energy. Hence each atom is allowed to EFICG 0.01 122502 39.110 12
interact with the minimum image of all the other atoms in the EF/CG 0'1 8927 '5 2428 4‘19 1 0’
supercell. This procedure does not give a uniform description : ' : :

of the more distant interactions. However, it enabled us to CGICG 0.01 —59.378 20.1
overcome some technical difficulties with the geometry op- CG/CG 0.1 —57.813 48.7
timizations, and our convergence tests indicate that it does©G/CG 1 —54.504 3.5

not lead to any major artifacts. The system we have studieg

[2 A— . .
. . . . " A tighter convergence criterion is needed to produce a good esti-
!S a face-_ce.ntered-cub(a’ncc) Igttlce with .an |'nterst|t|al atom mate of the smallest eigenvalue at the high-energy initial configu-
inserted in it. The LJ potential energy is given by

ration used. The runs with cei@.01 and 0.1 converged to the
( 3 ) ) ( 0)6
rij rij

same transition state despite relatively poor values\fgy, at the
, (13 starting point.
wheree is the pair well depth, %% is the pair equilibrium  binding scheme (M&$), proposed by Menon and
separation, and; is the distance between atoinandj. The ~ Subbaswan®/ for silicon in both these preliminary tests of
main advantage of this potential is its computational simplic-our hybrid methods and in the more comprehensive study of
ity. silicon defects that follows. This scheme incorporates the
The next calculations were started from a 309-atomfionorthogonality between the atomic orbitals in its param-

Mackay icosahedrofi bound by a MorseM) potential®®  etrization. It is therefore more suitable for describing systems
The Morse potential may be written as where the bonding is not necessarily tetrahedral than earlier

orthogonal schemé$€:** To compare the optimization tech-
3 po(1—t5 It epo1—t1: Irg niques we considered an interstitial atom in a cell of 64 at-
EM—fiZ. ero=liifel(grot =Tl el —2), (14 oms with periodic boundary conditions, minimum image
: convention, and no cutoff, as above.

ELJ: 462

1<j

wheree is the pair well depth, as before, andis the pair

equilibrium separation. In this study we have 3ggt=6, IV. PERFORMANCE
where the Morse and LJ potentials have the same curvature OE THE OPTIMIZATION ALGORITHMS
at the bottom of the well.

Sutton and ChefiSC) based their model for fcc met&fs If we first look at the results of some transition state
on the Finnis-Sinclair potentials for body-centred-cubicsearches using the LJ potential in Table I, we can see there
metals?* which include a many-body term: are a number of factors that can affect the reliability of the

two hybrid techniques. The performance of the iterative ap-
4 proach(EF/CQ depends on how well the largest eigenvalue,
_C‘/’—’i found first, is converged, particularly at the starting configu-
ration. We found that in order to ensure successful conver-
where gence to a transition state, the percentage difference between
" successive values of the iterated eigenvalue at convergence
a had to be either 0.1% or 0.01%. For optimizations on sys-
pi= JEI (r_) ' (16) tems modeled by the other potentials, the convergence crite-
4 rion had to be 0.01%, and for this reason we will only con-
cis a dimensionless parameter amis the lattice constane  sider results found using this value in our subsequent
is a parameter with dimensions of energy and is fitted to theliscussions. The second hybrid method based on variational
experimental cohesive energy for each metalandn are  theory (CG/CG only requires the smallest eigenvalue and
positive integers witm>m andm>6.** We use the param- could therefore succeed with a less stringent convergence
eters given by Sutton and CH&rfor nickel: e=0.015707 criterion of 1%.
eV, c=39.432n=9, andm=6 and studied a 500-atom fcc =~ The searches all converged to the same stationary points.
cell with an extra atom inserted in the lattice and periodicThis would not necessarily be true for arbitrary starting
boundary conditions. As for the LJ potential, we have em-oints, but here we have been careful to compare timings for
ployed the minimum image convention with no cutoff. equivalent searches. Both of the hybrid techniques find
The effects of angular forces are intrinsically included minima using the same conjugate-gradient method, so results
when the Hamiltonian is given in a parametrized form usingfor the CPU time taken to find these stationary points are the
a tight-binding method. We have used the transferable tightsame in Table II.

a

- , (15)

1
52

J#I

ESC: 62.
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TABLE Il. CPU time taken(relative values in searches for recalculated from the new transition states. Hence we have
minima (Min), transition statesTS), and pathwaysPath for the  checked that the formation and migration energies are well
three optimization methods discussed. The pathways and minimgonverged. Searches for minima from the idealized defect
were calculated by conjugate-gradient minimization for bothconfigurations in the larger periodic cell were also carried
EF/CG and CG/CG, and by EF minimization for EF. out as a further check.

The reaction pathways were characterized by calculation

_ Number 4 several other properties. The moment ratio of displace-
Time taken of steps ment y s34

System Technique  Min TS Path  Min TS
Ldys; EF 50.7 462  66.0 32 26 4

EF/CG 26 26 36 125 13 Nzi [Qils)~Qi(V)]

CGICG 2.6 7.7 36 125 21 Y= 7 17)
Moo EF 523 478 985 10 O 2 [Qi(9-Qi(D7?

EF/CG 1.0 1.3 20 62 8 !

CG/CG 1.0 1.6 20 62 8

whereQ;(s) is the position vector of atornin minimum s,

etc. andy is dimensionless. If only a single atom moves then

v=N and the rearrangement is strongly localized. Alterna-
CG/CG 102 417.7 641 38 53 tjvely, if all of the atoms move through the same distance

(M&Sg7)6s EF® 15313 1138.2 4344 128 95 theny=1 and the process is completely cooperative, i.e.,
CGICG 75.7 16512 1414 61 11 (elocalized. The distance between minima in nuclear con-

figuration space is

SGo: EF 146.6 801.7 1708.9 7 38
EF/CG 10.2 162.7 64.1 38 20

AVith numerical rather than analytical second derivatives.

The number of optimization steps taken to locate a tran- D= \/2 [Qi(s)—Qi(1)]> (18
sition state for each of the hybrid techniques is similar. ‘
Given the same eigenvalue and eigenvector to follow uphill
at each step they would be identical. The EF/CG approach, The calculation of defect formation energies in the bulk
which avoids diagonalizing the Hessian, is clearly the mosstructures employs the diamond structure for 64 or 216 par-
efficient method for finding transition states in large systemdicles as a reference. We rescale the energy of the defect
when analytical second derivatives are relatively inexpenstructure so that both systems contain 64 or 216 atoms. Let
sive. The greatest improvement in Speed over the EF aﬁ\l’ be the number of particles in the defect structure End
proach is by a factor of 38 for the 4, system, for EF/CG, the corresponding energy. Then the formation eneigy) (
and a factor of 30, for CG/CG. The increase in efficiency isfor the larger supercell was estimated as
less impressive for S, and TB, but perhaps more sig-
nificant since the searches take considerably longer. 216

The SGy, periodic system caused difficulties for all three Et~—En —Eae. (19
methods. The smallest eigenvalue calculated using the N
CG/CG method was initially incorrect because of intrinsic
problems with the numerical derivative caused by energy B. Starting configurations
discontinuities due to the periodic boundary conditions.

However, the CG/CG method did eventually find the sameeregvfslgfgltlizned S()‘J}E{'S”gsé'igﬂgﬁgff’uubrﬁ;“;ﬂiovxerTehzogslr?é-
transition state as the other methods. 9p )

centered interstitial is created by breaking one of the Si-Si
bonds and placing an additional atom in the center, as shown

V. DEEECTS IN CRYSTALLINE SILICON by the atom at#/8,a/8,a/8) bisecting a bond along thé&11]
o _ direction in Fig. 1, whera is the box length of a unit cell
A. Characterizing the reaction pathways (5.427 A. In the dumbell, o 100)-split interstitial, one Si

Conjugate-gradient minimization was used to locateatom of the perfect crystal located @/2,a/2,0) is replaced
minimum-energy structures from the starting configurationsby two Si atoms at [(1/2+ \V3/8]a,0,0). In the(110-split
We then used ERwith numerical second derivativeand interstitial the two replacement atoms are afl/@
the CG/CG hybrid technique to find transition states and+0.169a,[1/2+0.169a,0) instead of the origif®
pathways with a periodic cell of 64 atoms. The primary pur-Tetrahedral-site and hexagonal-site interstitials are located at
pose of the EF calculations, which took considerably longea/2,a/2,a/2) and (3/8,3a/8,5a/8), respectively. These po-
(see Table I, was to verify the results obtained using the sitions are low charge-density regions in the Si crystaihe
new CG/CG method. These were found to be accurate angosition of each of the interstitial atoms within a conven-
thus we only considered the hybrid method in our calculational unit cell is illustrated in Fig. 1. We also considered a
tions for the larger periodic cell. sixth interstitial site where the atom was placed on a mirror

All optimizations were first carried out for the smaller plane, at (&/8,—3a/8,—3a/8), so that the structure h&;
periodic cell and then the stationary points were reoptimizegymmetry, and finally, a single vacancy structure. We did not
by wrapping an extra layer of atoms around the original consearch for defects containing three-membered fifga this
figurations to give a 216-atom cell. The pathways were therstudy.
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Bond-centred interstitial Dumbell <100>-split interstitial
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X X
3/4 1/4 3/4 1/4
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®5/8 1/4 3/4
X X X
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12 12
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3/4 1/4 3/4 1/4
X X X X
112 12 1» e 1n
X X 0,1/2 X X o X
[ ]
1/4 3/4
X X X
1/4 3/4
12 1/2
AV N
N IN
Tetrahedral interstitial <110>-split interstitial

FIG. 1. Position of the six different interstitial configurations considered in the present work. Atoms marked by a cross are part of the
perfect diamond lattice, while those represented by a filled circle are interstitial atoms. Vacancies are indicated by unfilled circles.

C. Problems with the conjugate-gradient optimizations tatively the same for the 64- and 216-atom periodic cells.
The conjugate-gradient optimizations proved to be veryThe percentage difference between formation energies is

sensitive to any discontinuities in the energy. Small disconSMall and shows a slight increase as a result of including

tinuities arise if the minimum image of one atom with re- Interactions with more distant atoms for the larger cell size.
spect to any other shifts dur.m.g the O_ptlmlzatlon. To Clr,cum' TABLE lll. Minimum-energy configurations found from ideal-
vent such problems the mlﬂlmum |mages f_or all palrs_ Ofized starting arrangements and the formation ener@regV) of
ato_ms_ were not allowed .to'Jump during conjugate gradler‘Ehese minima from optimizations carried out for a periodic cell
optimizations. A small shift in the energy may then occur ateontaining 216 atomsE (216). The % difference between these
the start of the next cycle, when all the minimum images argnergies and those found with the smaller cell size containing 64
updated. Despite this procedure a few runs still failed toatoms is given as\E. The Hessian index of the stationary point

converge, and we found that altering the step or pushoff sizghat lies closest to the initial idealized configuration is also given.
(from a transition stadedid not usually help in these cases.
Sometimes, both sides of a pathway led to exactly the same Starting Nearest AE  Index of nearest
minimum for the 64-atom cell, but such results were artifactSconfiguration ~minimum E(216) (%) stationary point
of the fixed image scheme. We were only able to resolve

these particularly difficult cases by moving to a larger superBond (110 5546 1.70 2
cell. Dumbell (110 5.546 1.70 2
Hexagonal (110 5.546 1.70 2
VI. RESULTS Cs Extended 8.103 0.72 4
A. Defect formation energies Tetrahedral Tetrahedral  8.096 0.75 2
' (110 (110’ 5.618 2.11 1
Four interstitial minima were found from our six starting vacancy Vacancy 3.902 —4.22 0

configurations, as shown in Table lll. The results are quali
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This result is consistent with a previous study that also uses
a TB potentiaf® Formation of a vacancy is the most ener-
getically favorable process. The vacancy lies at the center of
a Jahn-Teller distorted),y) tetrahedron of atoms, which
are drawn in towards it by around 0.5 A. Increasing the size
of the periodic cell actually decreases the formation energy
because the atoms around the defect are displaced by up to
0.05 A less when interactions with more distant atoms are
taken into account. The energies and distances quoted in the
text are all from calculations with the larger periodic cell size
unless stated otherwise.

The bond, dumbell, and hexagonal interstitial arrange-
ments all collapsed to &110)-split interstitial, with atoms
separated by 2.25 A, which differs by only 0.002 A from the
result found at the smaller cell size. THis10)-split intersti-
tial was the lowest-energy interstitial structure that we found.
However, the minimization started from the idealized guess
for the (110-split interstitial found a slightly higher energy FIG._2. Exte_nded interstitial minimum found from an interstitial
form of this defect (110)’), with a somewhat greater sepa- Placed in &C; site.

ration of 2.41 A. The separation is 0.02 A smaller than forjies closest to a transition state configuration, which is also
the 64-atom periodic cell. The outward displacement ofjentified in the explicit search for a transition state in the
neighboring atoms by 0.1-0.2 A in the§k10)-split intersti- eyt section. It is important to note that a considerable
tial arrangements extends as far&A along the axis of the  amount of relaxation has taken place in reaching these higher
split interstitial am 2 A to either side. This effect is slightly index stationary points, particularly from the bor@,, and
more pronounced in the higher-energy configuration. (110 starting geometries. Therefore we cannot expect these
~ Both the tetrahedral interstitial and ti@& starting con-  pigher index stationary points to give us any idea about the
figurations led to minima in which the interstitial atoms were ;e migration pathways.

in unfavorable positions. There is a slight amount of outward \we found that searches for minima started from the origi-
relaxation around the tetrahedral interstitial leading 0,8  na) starting configurations with the larger periodic cell gave
Jahn-Teller distortion of the tetrahedron surrounding thishe same results as for reoptimization of the results from the
atom. The closest saddle point to 0g starting geometry, smaller cell, except for the dumbellLOQ)-split interstitial
which was determined by a modified Newton-Raphson optizng the hexagonal interstitial arrangements. In both cases,
mization from the original geometry, was actually an indeXye found a new split interstitial oriented in(a0 3 3 direc-

four saddle pointi.e., with four negative Hessian eigenval- tion, which we shall refer to as af-type split interstitial.
ueg. Here we used numerical second derivatives for thernis defect has a formation energy of 6.106 eV.

smaller supercell and steps of the form Results from previous calculations with a range of poten-
tials do not give a consistent picture, as shown in Table IV,
—2F; (20) even when comparing onbhb initio methods or only empiri-
i

cal potentials. The values predicted for the defect formation
energies highlight the importance of ensuring that the peri-
for eigendirectiori. A trust radius scheme was employed for odic cell is not too small. The lowest-energy structure pre-
the maximum step sizes, as described elsewHexear con-  dicted by the study of Zhet al® (ZDYgg) is a(110)-split
vergenceh,— —F;/\;+(F;/\;)® and so the conventional interstitial for a 64-atom periodic cell. However, calculations
Newton-Raphson step is recovered that can produce convesn a smaller cell containing only 32 atoms in the same study,
gence to a stationary point of any Hessian inéfe¥. found that the hexagonal defect lay lower in energy. Clark
As we can see from Fig. 2, the minimum energy structureand Ackland (ClarkAg;) also used a 64-atom periodic cell.
found from theC; starting configuration is an extended in- Both of these studies using the larger cell size predict forma-
terstitial arrangement that has been formed by displacing #ion energies that are two to three times those found by
next-nearest neighbor into a similar site in an adjacent hexachadf® using a 32-atom cell. The table also shows the lack
gon, with a separation of 5.43 A. We reserve the term “ex-of any systematic studies for previous TB aadl initio ap-
tended interstitial” for fully relaxed configurations with in- proaches. The empirical study by Nasteral. is more
terstitial atoms separated by more than one nearest-neighboomprehensivé?
distance. Although there are no quantitatively accurate results to
The closest stationary points to the bond, dumbell, an¢dompare with, some trends do appear from these previous
hexagonal configurations, calculated using the modifiedalculations. Thé110)-split interstitial is generally found to
Newton-Raphson scheme, all had Hessian index two. Thpe the lowest-energy interstitial configuration. In the study
bond-centered interstitial was also found to have index twdy Nastaret al!' using the empirical SW potential, the
in a previous search to characterize the potential energy su¢110)-split interstitial becomes lower in energy than the ex-
face using the SW potentidl. The latter study reported that tended interstitial configuration when the volume is ex-
the hexagonal interstitial lay closest to an index three saddlpanded by 2%. These complex defects tend to be low in
point. In our calculations thé110)-split interstitial actually  energy, as shown by the defect formation energy of the cage

MLt V1 AFEND)
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TABLE IV. Defect formation energieén eV) with other potentials: Nastgy(Ref. 11, LKK g7 [Lenosky
et al. (Ref. 18], TCZDy, [Tanget al. (Ref. 53], Chadi, (Ref. 45, ZDY s Zhu et al. (Ref. 48, [ClarkAy;
(Ref. 8] and from the current work using the M&gpotential.

SW TB Ab initio
Defect Nastay; LKK o7 TCZDy; Chadi, ZDY g ClarkAq; M&Sg;

Bond a 1.2 b
Extended 3.9 2.2¢ 8.10
Hexagonal e 4.03 4.93 1.0 3.3 2.45 b
Tetrahedral 5.28 3.75 4.39 8.10
(100 5.59 1.8 b
(110 4.68 3.80 0.9 3.2 2.16 5.55
Vacancy 3.68 3.97 41 3.90

3ndex two saddle point.

PCollapses tq 110 minimum.

%(110-split interstitial is lower in energy when the cell volume is expanded by 2%.

This is a “cage” arrangement in which the interstitial atom is caged by 10 atoms in asymmetric positions.
€Index three saddle point.

fFrom Ref. 49.

structure discovered bgb initio calculation€ Indeed the were again found after reoptimizing with the larger periodic
low energy of the(110)-split interstitial can be linked to a cell containing 216 atoms. We also searched for transition
spread of the interaction with the defect atoms over a largestates from the reoptimized minima with the larger cell size.
volume, thus reducing the overall formation energy. TheThese calculations are far more time consuming, and the
relative formation energies for the other defects vary greatlymajority of the results were unchanged. However, we did
One of the TB calculations predicts that the vacancy formafind one additional transition state and pathway linking a
tion energy is actually the lowest, in agreement with ourpreviously uncharacterized minimum, namely, a complex de-
findings, but contrary to those of a receab initio  fect involving three interstitial atoms and two vacancies, to
calculation. _ . , _anA-type split interstitial minimum. The pathways that link
We find that the lowest interstitial formation energy is ninima via these transition states are listed in Tabf® V.
that of the(110)-split interstitial and that several different The pathway linking the lowest-enerdg10)-split inter-

starting configurations all collapse to this arrangement. W%titial to the higher-energy split interstitial structure involves

also found that the tetrahedral interstitial is energetically UN-"cmall barrier of 0.072 eV. The barrier for the reverse pro-

favorable. The extended interstitial arrangement that we hav(c:aeSS is very small, indicating that the PES is very flat in this

identified extends over a greater range than either of the " . "
: : . fegion. The two other interstitial pathways we have found
other two examples found in the literature and shown in

, : both link the(110-split interstitial to anA-type split inter-
Table IV. The energetics are therefore different. stitial. Figure 3 illustrates the high-energy pathway that links

L a (110)-split interstitial to anA-type split interstitial via a
B. Defect migration pathways translation. The low-energy pathway convertsfatype split
Searches for transition states from the five different defecinterstitial to a(110)-split interstitial by a rotation, as shown
minima and the seven idealized starting configurations founih Fig. 4. From the migration energies given in Table V we
only four different transition states, three with interstitial at- can see that the barrier to rotation in this latter pathway is
oms and one with a vacancy. These four transition stateextremely small. Therefore, the two pathways could together

TABLE V. Barrier heights for both the forward and reverse defect migration pathwals &ndAE, in
eV), calculated for a periodic cell of 216 atoms. The percentage changes from the results found with the
smaller periodic cell are given as%and % . In addition, the moment ratio of displacementindicating the
degree of cooperativity, arid, the distance between the minima in nuclear configuration space in A, are also
given. Finally, a brief description of the pathway is included, in which nn indicates nearest neighbor.

Pathway AE, %, AE, %, vy D Description
(110—(110’ 0.072 30 a 0 26.26 0.92 Stretch
(110—(10 3 3 0.961 3 0.399 20 30.47 1.96 Translation
(110—(10 3 3 0.596 -9 0.034 —15 43.86 1.37 Rotation
(10 3 3)—complex 0.610 0.098 40.13 1.71 Rotation
Vacancy- vacancy 0.632 26 0.632 26 12.26 1.56 Degenerate
Vacancy- vacancy 0.723 16 0.723 16 56.92 2.02 nn migration

8AE, is smaller than our convergence limit.
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FIG. 3. Rearrangement pathway from tAgype split interstitial in &10 3 3) direction to a(110)-split interstitial via a high-energy
transition state.
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transition state.
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provide a migration mechanism fot10)-type split intersti- . TABLE'VI. Defect.migratio.n pathwgys found in previous §tud-
tials by first translating to am-type split interstitial in a  ies. Energies are all in e\, is the migration energy anB, is

(10 3 3) direction and then rotating to a differefit10)-split  the activation energy, which includes the defect formation energy.
The potential is indicated along with the appropriate reference.

interstitial.

The A-type split interstitial is also involved in the path- !
way that was found in the search for a transition state from a Pathway Em Eact Potential
reoptimized (110)-split interstitial minimum. The mecha- T H_T 1.0 5.0 TB(Ref. 59
nism, shown in Fig. 5, starts from a high-energy minimum, (110 —T—(110) 1.37 5.1 TB(Ref. 53
with a defect formation energy of 6.615 eV, and can be de- (119 B—(110 0.65 573 SW(Ref. 11
scribed as a triangle of atoms around a vacancy. The secongey; (110 1.62 55 SW(Ref. 11
vacancy lies below the split interstitial represented by the tatranedral— Bond 6.5 DFT(Ref. 6
two black atoms and is adjacent to the first. The white atom Vacancy— Vacancy 0.3 35 TBRef. 54
moves towards the first vacancy that displaces the other tWOVacancy—> vacancy 01 42 TBRef. 53

interstitial atoms towards the second vacancy. They subse-
quently rotate slightly and orient themselves to give the

A—type Spllt interstitial. The barrier for the reverse process iS‘ecent work by Tan@t a|‘,53 whose predicted crossover tem-
considerably higher than that for either of the paths to conperature is in good agreement with the experimental estimate
vert anA-type split interstitial to g110)-split interstitial and  of 1050 °C. However, they obtained the migration energy for
is therefore unlikely to play a significant role in the diffusion yacancies, shown in Table VI, by an Arrhenius interpolation
of defects. of the diffusivity data collected in molecular-dynami@4D)

The percentage difference between results given for pathsimylations that cannot explicitly describe the mechanism.
ways with 217 atoms and those obtained USing a smaller We found that avariety of pathways have been Suggested
periodic cell show that there are significant interactions befqr the diffusion of defects in previous studies, with a wide
tween more distant atoms. However, the results are qualitgange of predicted activation energies, as shown in Table VI.
tively unchanged. In the pathway in which the motion isNg single pathway was favored in a recent MD simulation
primarily a translation, both atoms move through the Iatticeusing anab initio pseudopotential approaéiMigration was
and both can interact with an increased number of atoms ifhund to occur by excitation of a single atom, which could
surrounding shells. Therefore, the migration energy rises dughen travel significant distances through the open diamond
to the increased number of atoms affected by the defect. Thgrycture, before being recaptur®dn ab initio investigation
converse is true for the rotational mOtion, in which baSica”yinto electron-assisted transport mechanisms found that
only one atom moves, decreasing the overall amount of disglectron-assisted migration occurred through the tetrahedral-
ruption and leading to a decrease in migration energies at th%xagonal-tetrahedral patfThis path involves charged Si
larger cell size. This is reflected by the cooperativity indicesspecies and uncharged interstitial atoms, and therefore we
for each of these pathways: the translation motion involveaye not included it in our table. A further drawback of that
the displacement of more atoms, indicating a more delocalstydy is that the periodic cell contained only 16 atoms, which
ized pathway and thug lies closer to unity than it does in i the light of subsequertb initio investigations is probably
the case of the rotation mechanism. too few. The same pathway has also been found with a 216-

The pathway we found involving a vacancy from our ini- atom cell and a TB potentiaf,but in this case the hexagonal
tial set of optimizations is not a migration process, but rathefnterstitial configuration has not been characterized as the
a degenerate rearrangentérib which the tetrahedron of at- transition state. Instead, the activation energy, given in Table
oms around the vacancy rotates to an equivalent configuray| s simply a combination of the formation energy for a
tion. The vacancy does not move. The significant increase ifetrahedral interstitial and the difference between formation
the energy for this rotation calculated at the larger size is dugnergies of the latter arrangement and a hexagonal interstitial
to the slight displacement of a large proportion of the atomgyeometry. A similar approach was used to obtain the va-
in the periodic cell, as indicated by the low cooperativity cancy activation energy in the same study, which is also
index v in Table V. We did succeed in locating a transition shown in the table.
state for vacancy migration from a starting point close to the The activation energies of each of the pathways found in
idealized geometry of this stationary point. In this processihe second TB study included in Table VI are simply esti-
the vacancy migrates to a nearest-neighbor position. Thgates from MD calculations. In this case, only one intersti-
larger value of the cooperativity index confirms that this is atjg| pathway was elucidated by analysis of MD trajectories.
more localized path than the previous vacancy mechanisnp this pathway, as in our calculations{ &10)-split intersti-

The barriers for this migration pathway are of the same ordefja| was seen to migrate to an adjacent site, but the results
as for the interstitial pathways described above. Howevefrom this TB-MD study indicate that this is a one-step pro-
the activation energy is significantly IoweEx_ct=4.623 eV cess, via a tetrahedral interstitial.

than that predicted for interstitial pathwali,.=6.507 eV The DFT/LDA calculatiorf, which predicts an activation
(translation or 6.142 eV(rotation] due to the low vacancy energy of 6.5 eV for the migration of a tetrahedral interstitial
formation energy. These results are in broad agreement witto a bond-centered site, does not specify the number of atoms
experimental estimates &, that lie in the range 4—6 eV. used in the periodic cell. The transition state has not been

From our results, we would expect vacancy diffusion toexplicitly calculated in either this DFT calculation or the
dominate at low temperature and interstitials to have morgreviously mentioned TB-MD study. Similarly, the first of
impact at high temperature. This prediction is consistent withithe two mechanisms in Table VI calculated using the empiri-
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cal SW potential and the discretized path method connectseed for a systematic approach to identifying pathways with-
two (110)-split interstitials via an index two saddle poit. out any geometrical constraints. We have also investigated
A true transition state was not located for this pathway. Thighe dependence of migration energies, and to a lesser extent
result is inconsistent with the Murrell-Laidler theoréf, the formation energies, on the size of the supercell.

which states that if two minima are connected by a saddle of We have found that for the M&5 TB potential the
index two or more then they are linked by one or morelowest-energy interstitial minimum is @.10)-split intersti-
saddles of index one with lower energies. The second patlijal, consistent with previous calculatiof®;>3and that in-
found in the same study, links an extended interstitial via derstitials at tetrahedral sites or large extended arrangements

true transition state to &110)-split interstitial. are unfavorable. Our results indicate that the pathway with
the lowest total activation energy is for vacancy migration,
C. Eigenvector-following results due to the low formation energy of this defect. We predict a

. . . two-step pathway for migration of110)-split interstitials
Our searches for defect minima and transition states Usingyrough the crystal by a combination of translational and
numerical second derivatives, full diagonalization and theqational motions, mediated by true transition states rather
smaller supercell, were in good agreement with our findinggy 4 higher index saddle points. The relative activation ener-
using the hybrid methods. Minimization of all the starting gieg for the migration of interstitial and vacancy defects sug-
configurations led to the lowest-energy10-split interstitial  gost that vacancy diffusion will dominate at low tempera-
minima that we had found before, except for the searchy, g and interstitial atom diffusion by the two-step pathway
started from thg100-split interstitial or dumbell configura- i occur at higher temperatures. These predictions are, of
tion. In the latter case, the minimum located was#aype  qyrse, all dependent upon the quality of the TB potential
split interstitial in a(10 3 3) direction. No new pathways or ihat we have employed.
transition states were obtained. We have also run calculations to study the recombination
of interstitial atoms with vacancies at first-, second- and
VII. DISCUSSION third-nearest-neighbor positions. Each of the pathways
éhows the rotation of a split interstitial arrangement about a

approach, which eliminates the need for a Hessian, by usin acgn;:y.t Hovxllc_ever,t_calculafuons gjvet only ?Iean (t:r?mpletekd
it to find transition states and pathways with a periodic su- n detect conngurations using a 54-atom cell. Further wor

percell containing 216 atoms and a TB potential for silicon.usmg a larger supercell is in progress to confirm the validity

The results from previous calculations on silicon defectsOf these results.

indicate that the(110)-split interstitial is involved in low-
energy pathways and are in reasonable agreement with our
predicted activation energies. Our results highlight the di- D.J.W. and L.J.M. are grateful to the Royal Society and
verse range of defects and pathways that may exist and thbe EPSRC for financial support, respectively.

We have demonstrated the effectiveness of the CG/C
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