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Defects in liquid selenium

G. Kresse,* F. Kirchhoff,† and M. J. Gillan
Department of Physics, Keele University, Staffordshire ST5 5BG, United Kingdom

~Received 9 April 1998!

We use the data generated in recent first-principles molecular-dynamics simulations of liquid selenium at the
temperatures 570, 870, and 1370 K to investigate defects in the liquid. The defects represent disruptions of the
chain structure associated with onefold and threefold atoms (C1 and C3 defects!. We stress that for a full
understanding we need to analyze the defects from the viewpoints of atomic coordination, defect dynamics,
and electronic structure, and we develop analysis techniques to do this. We find that localized electronic states
at the top of the valence band and the bottom of the conduction band are associated withC1 andC3 defects,
respectively. At 570 K, the concentration of defects is very low, and they exist asC1 andC3 defects in bound
pairs~intimate valence-alternation pairs!, but at high temperatures the defects are isolated and are mainly ofC1

type. The defect concentrations are used to determine the mean length of Se chains, which we find to be much
smaller than the values deduced from NMR measurements at lower temperatures, but in reasonable agreement
at 1370 K. Analysis of the defect dynamics shows that the residence time of defects on individual atoms
becomes extremely short—comparable with the vibrational period—at high temperature.
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I. INTRODUCTION

We have recently reported a detailed study of liquid se
nium ~l-Se! over a range of temperatures, using fir
principles molecular-dynamics simulation~FPMD! ~Ref. 1,
referred to hereafter as paper I!. We showed that the simula
tions reproduce fairly accurately the measured struct
properties ofl-Se, as characterized by the structure fac
S(k) and the pair-correlation functiong(r ), and give a good
account of dynamical properties, including the self-diffusi
coefficient and the vibrational spectrum. Our results agr
with experiment in showing that the electronic structure
Se changes little on melting. The simulations were also a
lyzed to yield information that is hard to derive from expe
ment, such as the bond-angle distribution and the concen
tion and structure of Sen rings in the liquid. However, there
was an important question that was not addressed in pap
the nature of defects inl-Se. This is the subject of the prese
paper.

For most liquids, it would make no sense to discuss
fects, but forl-Se the defect concept has played a central r
in both the experimental and theoretical literature. The c
cept makes sense inl-Se because of the chain structure of t
liquid. The trigonal form of crystalline Se (t-Se, the stable
structure under ambient conditions! consists of a regular ar
ray of infinite chains aligned along the trigonal axis. It
generally accepted that this chain structure survives alm
intact on melting (Tm5490 K!, one indication of this being
the exceptionally high viscosity of the melt.2,3 Diffraction
measurements show that the atomic coordination numbe
almost exactly 2 in the low-temperature liquid,4–9 and re-
mains close to 2~Refs. 8–10! up to the critical point (Tc
51860 K, pc5380 bar!.11,12 However, the viscosity drops
rapidly with increasingT, and atT.1000 K it is similar to
that of normal metals like Na.3 The interpretation is that the
perfect chain structure becomes progressively disruptedT
increases, so that there are increasing numbers of one
PRB 590163-1829/99/59~5!/3501~13!/$15.00
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~1F! and three-fold~3F! coordinated atoms—but with th
averagecoordination staying close to 2. The chains beco
shorter, and the atoms move around more easily. It is nat
to regard the localized disruptions of the perfect structure
defects. Particularly at low temperatures, where the disr
tion is slight and the defect concentration low, the defe
should be very well defined.

Defects also give a natural way of thinking about the el
tronic properties ofl-Se. If the perfect chain structure is pre
served on melting, the electronic structure would be expec
to change little. This is what happens initially: at low tem
perature (T,600 K!, the liquid is a wide-gap semiconducto
with an optical gap of around 2 eV~Refs. 8 and 13! ~the
optical gap int-Se and amorphous Se are 1.9 eV and
proximately 2 eV,8 respectively!, and a temperature
independent diamagnetic susceptibility.14–17 However, with
increasing temperature, the liquid becomes paramagn
and electron-spin-resonance~ESR! signals18 and nuclear
magnetic resonance~NMR! shifts17 have been observe
aboveT;600 K. The paramagnetic susceptibility increas
along the liquid-vapor coexistence line up to the critic
point, and the optical gap decreases~to ;1.0 eV at 1173
K!.13 The electrical conductivity increases with temperatu
up to 1500 K,19 as would be expected for a semiconduct
but beyond this point the conductivity drops, and the syst
becomes an insulator at the critical point.19 A modest in-
crease of pressure from the critical point causes the op
gap to close,20,21 the conductivity to increase to semimetall
values, and the paramagnetic susceptibility to fall—the la
behavior has been associated with a change from Curi
Pauli paramagnetism.17 The various regimes of behavior w
have mentioned are summarized in the pressure-temper
diagram shown in Fig. 1.

In the semiconducting paramagnetic regime, there cle
must be free-electron spins, and it is natural to assoc
these with the coordination defects. For example, a 1F a
represents the end of a chain formed by breaking a cova
3501 ©1999 The American Physical Society
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3502 PRB 59G. KRESSE, F. KIRCHHOFF, AND M. J. GILLAN
bond, and a free spin occupying a state in the band ga
commonly associated with a dangling bond. This connec
between free spins and chain ends is the leading idea in
classic study of Warren and Dupree17, in which NMR tech-
niques were used to estimate the concentration of defe
and hence the length of chains inl-Se as a function of tem
perature. However, a more detailed picture of the electro
structure of the defects has remained elusive. There is
often quoted theory of the low-temperature diamagnetic s
due to Kastner, Adler, and Fritzsche,22–24according to which
the most stable defects are 1F negatively charged and
positively charged defects, denotedC1

2 and C3
1 , respec-

tively. These are called valence-alternation pairs~VAP’s!,
because they are believed to occur in roughly equal numb
It has also been proposed that boundC1

2-C3
1 pairs may be

energetically stable, and these have been called intim
VAP’s, or iVAP’s. Because the defect states involved a
either doubly occupied or unoccupied, these defects do
carry net spins. This explains why the low-temperature m
terial is diamagnetic, even though significant defect conc
trations have been observed in photoluminescence25 and
photoinduced ESR.26 The paramagnetic behavior at mediu
temperatures~Fig. 1! is presumed to arise from the electron
excitation ofC1

2 andC3
1 defects to form neutralC1

0 andC3
0

defects carrying net spins, with theC1
0 defects~i.e., dangling

bonds at chain ends! being dominant. However, this remain
speculative.

It is evident from what we have said that in order
understand the defects inl-Se we need a clear picture o
them from three points of view: their coordination~how the
atoms are arranged!; their dynamics~how the defects are
created and destroyed and how they move through the
tem!; and their electronic structure~energies and spatial lo
calization of the defect electronic states!. FPMD is uniquely
placed to contribute, since it gives a completely unified el
tronic and statistical-mechanical description of the system
thermal equilibrium. Since our FPMD simulations report
in paper I reproduce the known properties ofl-Se rather well,
we expect that they will give an accurate picture of the thr

FIG. 1. Schematic pressure-temperature diagram ofl-Se show-
ing the four regimes discussed in the text. The full line indicates
liquid-vapor coexistence line~taken from Ref. 11!. The boundaries
between the regimes are only approximate.Tc marks the critical
point.
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dimensional structure of the liquid, and will allow us to an
lyze the coordination and dynamical aspects of the defe
and their equilibrium concentration—and hence t
temperature-dependent chain length. We shall also use
simulations to investigate the electronic structure of the
fects, though here we have to recognize that the sin
electron Kohn-Sham states calculated in the FPMD are
the same as the experimental quasiparticle states, so ca
is needed in interpreting the electronic structure.

For all calculations presented in this paper we have u
the plane-wave pseudopotential packageVASP ~Refs. 27 and
28! ~Viennaab initio simulation package; for more details o
pseudopotential parameters, etc., we refer to paper I!. Gen-
eralized gradient corrections according to Perdew and W
~commonly referred to as PW91!29 were included in all cal-
culations. We have shown in paper I that these correcti
are essential for an accurate description of the weak inte
tion between chains int-Se andl-Se. The simulations on
which the present work is based were performed on a p
odically repeated system of 69 atoms.

In the following sections, we use the data for tim
dependent atomic positions and Kohn-Sham states gene
in our three simulations at 570, 870, and 1370 K to anal
the properties of the defects. These three temperatures c
spond roughly to the diamagnetic~570 K!, paramagnetic
~870 K!, and transition~1370 K! regimes. We want to stres
here that our molecular-dynamics simulations and all the
culations presented here have been performed with non-s
polarized density-functional theory. Because unpaired e
trons have not been considered, paramagnetism is precl
in the present calculations. We shall argue later that
should not affect the general validity of the picture dev
oped for the electronic properties of the defects, but clear
is a significant limitation which will need to be borne i
mind when interpreting our results. Our aims will include t
identification of the different kinds of defects and the calc
lation of their concentrations as a function of temperatu
the characterization of the defects in terms of the local e
tronic density of states; the analysis of the defect dynam
focusing particularly on the mean residence time of defe
on atoms; and the interpretation of the total electronic d
sity of states, particularly in the region of the band gap,
terms of the defects.

A substantial part of the paper~Sec. II! will be devoted to
developing the methodology needed to detect and ana
the defects, which we shall see is not at all trivial. Section
then reports results for the defect concentrations and c
length, and Sec. IV describes the defect dynamics. Sectio
relates the electronic structure of the defects to that of
system as a whole. Section VI summarizes the defect pic
that emerges from our simulations, and attempts to relate
to experimental data and previous theoretical discussio
Our conclusions are given in Sec. VII

II. DEFECT CHARACTERIZATION

A. Coordination defects

The most obvious way to identify defects is through t
coordination number of atoms. The concept here is tha
the nondefective state the liquid consists of infinite chains
which every atom is coordinated to two neighboring atom

e
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PRB 59 3503DEFECTS IN LIQUID SELENIUM
Then in the real system every atom whose coordination n
ber differs from 2 is regarded as a coordination defect.
practice, almost all such defects will be associated w
onefold- or threefold-coordinated atoms, and we call th
C1 andC3 defects, respectively. In this scheme, the coor
nation number of an atom means the number of neighbo
atoms within a chosen cutoff distancer c of the atom. We
will refer to defects defined in this way as instantaneo
coordination defects.

Unfortunately, this scheme is not satisfactory as it stan
because it is too sensitive to the choice ofr c . To illustrate
this, we report in Table I the fraction of 1F and 3F atom
found in our FPMD simulation ofl-Se at 870 K forr c chosen
as 2.82 or 2.90 Å, both of these values being near the ra
of the first minimum in the radial distribution functiong(r )
~see paper I!. The table also gives the fractions of isolatedC1
andC3 defects, as well as of configurationsC3-C1 in which
a 3F atom and a 1F atom are within radiusr c of each other,
and configurationsC3-C3 consisting of neighboring 3F at
oms. The table shows that the 2 very similar values ofr c
give concentrations differing by as much as a factor of 2
some configurations.

The sensitivity tor c is not unexpected. Disorder in th
system is due to both vibrations and defects. Vibratio
alone can stretch bonds or cause unbonded atoms to
proach each other so that coordination numbers change
the changes are likely to be strongly affected by the choic
r c . But here we are not interested in vibrations, and we m
seek to remove coordination fluctuations due to vibratio
The simplest way to do this is by quenching: for any giv
configuration, we relax the system into its nearest local
ergy minimum. In practice, we perform this relaxation usi
a conjugate-gradient algorithm30. Quenching has the effect o
removing vibrations entirely, so that our coordination ana
sis detects only genuine defects. To illustrate the effec
quenching, in Fig. 2 we show the pair-correlation functi
before and after quenching for one configuration from
simulation at 870 K. As expected, quenching causes a st
narrowing of the first and second peaks; more importantly
leaves almost no neighbors in the region of the first m
mum, so that there is a sharp distinction between first
second neighbors.

TABLE I. Average numbers of defects~per 100 atoms! ob-
served in our FPMD simulations~Ref. 1! at 870 K using the tech-
niques of instantaneous and quenched coordination analysis
dynamical analysis~see Secs. II A and II B!. For each analysis tech
nique, results are given for cutoffsr c of 2.90 and 2.82 Å. The table
reports numbers of onefold- and threefold-coordinated atomsf 1

and f 3), numbers of isolatedC1 and C3 defects, and numbers o
C1-C3 andC3-C3 nearest-neighbor pairs.

Instantaneous Quenched Dynamic
r c~Å! 2.90 2.82 2.90 2.82 2.90 2.82

f 1 3.4 5.7 1.9 2.2 2.1 2.8
f 3 8.5 4.8 2.1 1.8 2.6 1.8

C1 3.0 5.3 1.5 1.8 1.8 2.5
C3 2.1 1.5 1.7 1.4 1.5 1.1
C1-C3 0.4 0.4 0.4 0.4 0.3 0.3
C3-C3 3.0 1.5 0 0 0.4 0.2
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For the following analysis we have quenched six selec
configurations from our 570-K simulation, eight configur
tions from the 870-K simulation, and six configurations fro
the 1370-K simulation. At 870 K, quenching greatly im
proves the clarity of the defect analysis, as shown in Tabl
The defect concentrations are now affected only a little
the choice ofr c . This confirms that the defects are re
physical objects, whose existence does not depend muc
their definition. Even so, decrease ofr c still increases
slightly the number of 1F atoms and decreases slightly
number of 3F atoms, as would be expected. This means
the distinction betweenC1 and C3 defects is still not com-
pletely robust. Note though that thetotal number of coordi-
nation defects is almost completely unaffected by the sm
change ofr c .

In Fig. 3 we illustrate the geometry of the isolated defe
C1 andC3 and the pairsC3-C1 andC3-C3 taken from typi-
cal quenched configurations. Detailed examination of
bond lengths shows that most of theC3 defects exhibit a
kind of ‘‘Jahn-Teller distortion’’ in which one of the bond
is considerably longer than the other two; this bond is c
ored white in Fig. 3. The long bond is responsible for t

nd

FIG. 2. The radial distribution functiong(r ) for a single con-
figuration from our FPMD simulation ofl-Se at 870 K~dotted line!
compared withg(r ) for the corresponding quenched configurati
~full line!.

FIG. 3. Geometry of isolatedC1 andC3 defects andC3-C1 and
C3-C3 pairs from typical configurations quenched from our FPM
simulation at 870 K. White, midgray, and dark-gray spheres rep
sent onefold-, twofold-, and threefold-coordinated atoms, resp
tively. The long bond usually associated with threefold atoms
colored white in the pictures of theC3 defects.
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3504 PRB 59G. KRESSE, F. KIRCHHOFF, AND M. J. GILLAN
small peak in the gap between first and second neighbo
g(r ), which is visible in Fig. 2. This long bond is also re
sponsible for the ambiguity in distinguishing betweenC1 and
C3 defects pointed out above. We note from Table I t
significant concentration ofC3-C1 pairs ~iVAP’s in the ter-
minology of Kastner, Adler, and Fritzsche24!, and we return
to this later. We also note the complete absence ofC3-C3
pairs in the quenched coordination analysis, which indica
that their presence in the instantaneous analysis is solely
to vibrations. @By contrast,C3-C3 pairs were found, after
quenching, by Hohl and Jones.31 We believe the difference is
due to the use of the generalized gradient approxima
~GGA! rather than the local-density approximation~LDA ! in
our simulations. As shown in paper I, this improves t
agreement with experiment, and increases the ratio betw
interchain and intrachain distances.#

B. Dynamical analysis

Because the physics presented in this paper depend
much on the clear identification of defects, we wanted
develop a second independent way of detecting def
which could be cross-checked against the quenched co
nation analysis presented above. This second way make
of the dynamics of defects. Since defects are defined thro
the coordination number of atoms, and since coordina
numbers change by the making and breaking of bonds, th
bond-making and -breaking events can be interpreted
terms of defect motions. For example, the breaking of a b
between two 2F atoms creates twoC1 defects; conversely
the making of a bond between two 1F atoms represents
mutual annihilation of twoC1 defects; the formation of a
bond between 2F and 1F atoms means the hop of aC1 defect
on the atom that was initially 1F to form aC3 defect on the
atom that was initially 2F. Table II lists all possible even
~assuming that there are only 1F, 2F, and 3F atoms! and their
interpretation in terms of defect creation, annihilation, a
hopping. Using these definitions, we can analyze our FP
simulations to determine the nature of the defects and t
locations at any instant.

In doing this analysis, the first step is to construct a list
all bond-making and -breaking events. For each such ev
we record the time step at which the event occurred,
labels of the two atoms involved, and their coordinati
numbers before and after the event. The next step is to
together the events in the list. Suppose, for example, tha
some timet1 there is a bond-breaking event between
initially 2F atoms 1 and 2. Suppose further that the n
event involving atom 1 is at timet2 , and involves a bond-

TABLE II. All possible bond-breaking and -making events a
the result of each event.

Event Result of event

bond-making between 2F 2F creation of twoC3 defects
bond-breaking between 2F 2F creation of twoC1 defects
bond-breaking between 3F 2F defect hopC3→C1

bond-making between 2F 1F defect hopC1→C3

bond-making between 1F 1F annihilation of twoC1 defects
bond-breaking between 3F 3F annihilation of twoC3 defects
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making event between atom 1 and a 2F atom 3. The in
pretation is that att1 two C1 defects were created on atoms
and 2. TheC1 defect on atom 1 remained on this atom un
t2 , at which instant it hopped to atom 3, being turned into
C3 in the process. These defect processes deduced from
event list can be represented graphically~see Fig. 4!. We
represent each event by a dot on a time scale which we d
with time increasing downwards. The dots are connected
lines which represent the presence of a defect on a partic
atom; we draw aC1 defect as a continuous line and aC3
defect as a broken line. In the above example, the bond b
between atoms 1 and 2 is represented as a dot at timet1 . The
continuous line representing theC1 defect on atom 1 extend
to time t2 , where it is terminated by a dot marking the bon
make between atoms 1 and 3. A broken line then exte
downwards from this dot, showing the presence of theC3
defect on atom 3. TheC1 defect on atom 2 created att1 is, of
course, shown by a continuous line extending down from
dot at t1 . It is clear from this example that all dots are co
nected into chains. Dots representing defect creation join
two lines ~both continuous or both broken! going to later
times; those representing annihilation join to two lines~both
continuous or both broken! coming from earlier times; and
those representing defect hops join to two lines~one of each
kind!, one coming from earlier time and the other going
later time. If we analyze a simulation run having a giv
duration, some of these chains will be closed loops contai
entirely within this duration; others will be open chain
which begin and end at the beginning or end of the durati
To illustrate this scheme, in Fig. 4 we show the graphi
representation of the defect events from a short section of
simulation at 870 K. At the start of this section, there are
defects; but a short way into the section, a pair of defects
created, which persist until the end of the section.

Thus far, we have done nothing but represent theinstan-
taneouscoordination analysis of Sec. II A in a graphic
manner. In particular, the defects present at any instantt ~i.e.,
the continuous or broken lines intersected by a horizon
line drawn at timet) are precisely those revealed by th
analysis. The crucial step in the dynamical analysis is n
the removal of all closed loops which leave the connectiv

FIG. 4. Graphical representation of linked defect events from
short section of the FPMD simulation at 870 K. Time~units of fs!
increases downward, full and dotted lines representC1 andC3 de-
fects residing on particular atoms, and dots show defect events
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PRB 59 3505DEFECTS IN LIQUID SELENIUM
of the atoms unchanged. The meaning of this step can
understood by noting that in a typical analysis, there
large numbers of closed loops containing just two events
shown in Fig. 4. These loops can arise in two ways: eit
the bond between two 2F atoms becomes vibration
stretched for a short time so that its length exceedsr c , but
the bond then recovers its normal length; or two 2F ato
approach each other for a short time so that their separa
falls below r c , but they then move apart again. These p
cesses are exactly what we wish to ignore, since they a
from chain vibrations rather than from genuine defects.
therefore delete all two-dot loops. But there are also m
complex loops which leave the connectivity unchanged; t
examples are shown in Fig. 4. The general rule is that
delete all closed loops in which every bond-breaking ev
between a given pair of atoms is matched by a correspon
bond-making event between the same pair of atoms. We
fer to these as ‘‘redundant’’ loops. The deletion of redund
loops leaves a set of irreducible graphs which we regard
representing the genuine defects.

We want to stress that the deletion step in the pres
dynamical analysis is expected to have much the same e
as quenching in the coordination analysis. The principle
both cases is that we wish to ignore fluctuations which le
unchanged the topological connections of the Se chains.
would therefore hope that the two kinds of analysis wo
identify essentially the same defects, and in particular wo
give the same numbers of defects in a given simulation. T
is indeed what we find, as shown by the results of the
namical analysis for the 870 K simulation which we rep
for two values ofr c in Table I. It is true that the concentra
tions of the different types of defect are not identical in t
quenched and dynamic analysis, but they are sufficie
close to show that the two analysis are detecting essent
the same defects. This will be further confirmed when
discuss the temperature dependence of the defect conce
tions in Sec. III.32,33

C. Electronic structure of defects

1. Local densities of states

We expect the defects revealed by our coordination
dynamical analysis techniques to give rise to localized e
tronic states. The tool we use to investigate the electro
structure of the defects is the electronic density of sta
~DOS!. We focus here on the local density of states~LDOS!,
which tells us the density of electronic states in the region
a chosen atom. This is defined in terms of the number
electronscni on atom i due to Kohn-Sham orbitalcn(r ),
which is given by

cni5E
r ,Rc

dr ucn~Ri1r !u2, ~1!

whereRi is the position of atomi, and the integration goe
over a sphere of radiusRc centered on this atom. In practic
we chooseRc so that the volume of the sphere is equal to
mean volume per atom in the system. Then the LDOS
atom i, denoted byni(E), is
be
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cnid~E2En!, ~2!

whereEn is the Kohn-Sham energy of orbitaln, and the sum
goes over all orbitals.

In Fig. 5 we show the average LDOS of nondefecti
atoms and of atoms associated withC1 andC3 defects and
C1-C3 pairs. The energy range shown in the figure cov
only the Se(4p) states, since the Se(4s) energy region con-
tains nothing of interest. All the results refer to quench
configurations; those for nondefective atoms and forC1-C3
pairs are from our simulations at 570 K and the others fr
our simulations at 870 K.

In assessing the results, we use the nondefective LD
@Fig. 5~a!# as our point of reference. This LDOS consists
three major peaks, and closely resembles the DOS of
trigonal crystal. The origin of these peaks has often be
described~see, e.g., paper I!. On each atom, two of the thre
p orbitals form bonding and antibonding combinations (pps
andpps* ) with two neighbors, and these states give rise
the lower and upper peaks in the DOS. The thirdp orbital
does not participate in bonding and is associated with
middle peak. Since the pair of electrons in such a nonbo
ing orbital is often called a lone pair, the peak is labeled
in the figure. Each of the major peaks is capable of hold
two electrons per atom. With fourp electrons per atom, the
Fermi energy therefore falls into the band gap between
middle and upper peaks.

The LDOS forC1 defects@Fig. 5~b!# shows marked dif-
ferences from the reference nondefective LDOS. First,
weight of the nonbonding middle peak is increased, and
of the bonding and antibonding peaks is reduced. Secon
sharp peak has appeared at the top of the valence band
dicated by an arrow. More detailed analysis reveals that
peak is due to asinglestate localized in the region of theC1
defect. The degree of localization can be characterized by
values ofcni for the appropriate staten @see Eq.~1!#; we find
that the sum ofcni on theC1 site and its neighbor is 0.4, s
that the defect state is fairly well localized~complete local-
ization would give a value of unity!.

Figure 5~c! shows the average LDOS for aC3 site and for
the neighbor connected to it by the long bond~atom number
2 in Fig. 3!. Compared with the nondefective LDOS, th
nonbonding peak is now reduced and the bonding and a
bonding peaks enhanced. In addition, there is a sharp pe
the bottom of the conduction band~arrowed!, also visible in
the LDOS of the long-bond neighbor. This state is rath
strongly localized on the defect: the sum ofcni on theC3
atom and its long-bond neighbor is 0.4, and if the other t
neighbors are included the sum rises to values of 0.6 –

Finally, we note that the LDOS forC1-C3 pairs @Fig.
5~d!# shows the features of isolatedC1 andC3 defects. How-
ever, we find only a single defect electronic state, which is
the bottom of the conduction band and is mainly localized
the C3 site.

2. Interpretation of the density of states

We now give a brief interpretation of the LDOS forC1
and C3 defects andC1-C3 pairs @Fig. 5~b!–5~d!#. In a C1
defect, a singlep orbital on the 1F atom forms bonding an
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FIG. 5. Average local density of states~LDOS! for ~a! nondefective twofold-coordinated atoms;~b! C1 defects,~c! C3 defects, and~d!
C1-C3 defect pairs. Panels~b! and~c! show the LDOS both on the defect atom and on a neighboring 2F atom~see text!. Panel~d! shows the
LDOS on the 1F and 3F atoms of the defect pair. Solid bars show notional energies of combinations of atomic orbitals referr
interpreting the LDOS, the length of the bar being proportional to the number of electrons per atom that can be held in the state~a length
of 1 corresponding to two electrons!.
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antibonding states with the neighboring atom, and the o
two p orbitals are nonbonding. The enhancement of
middle peak at the expense of the lower and upper peak
the 1F site@Fig. 5~b!# is therefore expected. To understa
the form of the middle peak, we need to note that one of
two nonbondingp orbitals on the 1F atom formsp bonds
with the corresponding orbital on the neighbor, and this
sults inp andp* subpeaks within the middle peak, as ind
cated in the figure. The sharp peak at the top of the vale
band is thep* state. Note that, compared with the nond
fective DOS, the middle peak of the DOS forC1 defects
contains an additional state, which we can regard as b
pulled down from the conduction band.

For C3 defects@Fig. 5~c!#, we have the opposite situation
All three p orbitals on the 3F atom now form bonding an
antibonding combinations with neighbors, so that the mid
peak in the LDOS loses weight to the upper and lower pea
The s-s* splitting is markedly smaller for the atoms in th
long bond, and the associated states are markeds l ands l* in
the figure. The sharp peak at the bottom of the conduc
band is associated with thes l* state. Compared with the
er
e
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e

-

ce
-

ng

e
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n

nondefective DOS, the valence band has lost a state to
conduction band, and we can identify this as thes l* state.

Finally, for C1-C3 pairs@Fig. 5~d!#, we see that the LDOS
of the 3F site is similar to that of isolatedC3 defects, but the
1F LDOS differs from that of isolatedC1 defects in lacking
the sharp peak at the top of the valence band. This can
understood by noting that the only neighbor of the 1F atom
the 3F atom. Since all threep orbitals on the latter are com
mitted tos bonds, no orbital is available to form ap bond
with the 1F site, so the middle peak of the LDOS on this s
is unusually narrow.

We turn now to the occupation numbers of the electro
defect states. If the numbers ofC1 and C3 defects were
equal, the Fermi level would fall near the middle of the ga
so that theC1 defect state is doubly occupied and theC3
state unoccupied. TheC1 andC3 defects then carry one un
of negative and positive charge, respectively. This wo
correspond exactly to the VAP model of Kastner, Adler, a
Fritzsche.24 At 870 K, the numbers of the two defects a
indeed comparable~see Table III!, and for some times in ou
simulation they are exactly equal. In principle, we should
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able to detect the charges localized on the defects by i
grating the appropriate LDOS up to the Fermi energy.
fact, when we do this, we do not find any significant electr
transfer fromC3 to C1 . We believe there are two reasons f
this. First, the spatial localization of the defect states is
very strong, as pointed out in Sec. II C 1. Second, electro
screening will tend to mask the transfer.

3. Electronic characterization of defects

We have seen that the coordination and dynamical an
sis techniques do not distinguish very robustly betweenC1
andC3 defects~see Table I!. In fact, the rapid interconver
sion of the defect types~see Fig. 4! means that the distinction
is bound to be somewhat arbitrary. Nonetheless, the e
tronic structure gives us a convenient way of making it le
arbitrary. To do this, we use our coordination analysis
locate the defects in the usual way. We then determine
defect electronic states in the gap region, and identify wh
defect each state belongs to. Our criterion is then that a
fect is C1 if its state is below the middle of the gap, andC3
if it is above. It will be shown in Sec. III how this procedur
is applied in practice.

III. DEFECT CONCENTRATION AND CHAIN LENGTH

We have used the simulation results reported in paper
calculate the defect concentrations at the three tempera
570, 870, and 1370 K. In Table III we report these conc
trations, calculated using both the quenched coordina
analysis~Sec. II A! and the dynamical analysis~Sec. II B!.
For the coordination analysis, the concentrations ofC1 and
C3 defects given in the table were calculated in two wa
first, by direct application of that analysis; and second
using the LDOS analysis~Sec. II C 3! to distinguish between
C1 andC3 .

Several important conclusions flow from Table III. Firs
we note that thetotal defect concentrations obtained from th
quench analysis and the dynamical analysis are in c
agreement at 570 and 870 K~the agreement is more approx
mate at 1370 K!. This agreement between the two indepe
dent analysis schemes confirms that the defects that we

TABLE III. Numbers of isolatedC1 andC3 defects andC1-C3

nearest neighbors~per 100 atoms! obtained by quenched coordina
tion analysis at three temperatures. Numbers in parentheses i
upper half of the table were obtained directly from quenched co
dination analysis using a cutoffr c of 2.9 Å. Numbers without pa-
rentheses were obtained by using defect electronic energies to
criminate betweenC1 andC3 ~see Sec. II C 3!. Results for the total
number of defective atomsf 11 f 3 ~per 100 atoms! were obtained
from quenched coordination analysis and from dynamical analy
Chain lengthsj were obtained from Eq.~3!.

570 K 870 K 1370 K

C1 0 2.1 ~1.5! 7.2 ~6.1!
C3 0 1.1 ~1.7! 1.4 ~2.5!
C1-C3 1.4 0.4 0.7
f 11 f 3 ~coordination! 2.8 4.0 10
f 11 f 3 ~dynamical! 2.9 4.6 18
j ` 62 23
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detecting are well defined and physically meaningful. W
also note that the individual concentrations ofC1 and C3

defects obtained by the quench analysis are altered sig
cantly when we use the LDOS technique to distinguish
tweenC1 andC3 . This confirms that the atomic coordinatio
is not enough by itself to give a robust characterization of
defects.~Note that, by definition, thesumof the C1 andC3

concentrations cannot be affected by the LDOS analysis!
As expected, the results of Table III show that the to

defect concentration increases rapidly with temperature.
close relation between this and the temperature depend
of the chain length, and dynamical properties such as
diffusion coefficient, will become clear later. We note th
the C1 concentration increases much more strongly than
C3 concentration, the latter remaining very low even at 13
K.

A further conclusion from Table III is that the defect co
centration at 570 K arises from just a singleC3-C1 pair in
our simulation. On closer examination, we have found tha
this temperature the list of neighbors in quenched configu
tions remains unchanged over several ps, so that theC3-C1

pair is effectively immobile. This is completely consiste
with the very small diffusion coefficient at 570 K reported
paper I. The indication is that the major defects in the 570
system areC3-C1 iVAP’s at low concentration. To test this
we have generated a completely independent 570 K confi
ration by starting from the final configuration of our simul
tion at 870 K and cooling this slowly~over a 5-ps period! to
570 K; we then quench to zero temperature. As before,
resulting configuration contains just a single iVAP. We stre
that the final configuration of the 870 K simulation did n
contain aC3-C1 pair initially; the pair was created during th
cooling and equilibration. This confirms the dominance
iVAP’s in the low-temperature liquid. Our conclusion dis
agrees with the simulation results of Hohl and Jones31 on
low-temperaturel-Se, which gave a much higher defect co
centration than ours, and no dominance of iVAP’s.

Finally, we note that, since the defect concentrations
small, especially at 570 and 870 K, they are inevitably s
ject to large fluctuations, and therefore significant statisti
errors, in our simulated system of only 69 atoms. For
ample, in our simulation at 870 K, whose duration was 18
the average 4.6% of defective atoms comes from a va
which fluctuates with time between values of 0% and 7.2
for a time of 2 ps during the simulation, there were actua
no defects at all.

Our defect concentrations allow us to deduce the aver
length of Se chains. We stress that the chain length is n
uniquely defined quantity. In order to adopt a definition, w
say thatC1 and C3 defects both represent the end ofone
chain. In this definition only the long bond of aC3 defect
~the white bond between atom 1 and atom 2 in Fig. 3! is
considered as a disruption of a chain, andC1 andC3 defects
are treated on the same footing. A chain is then an unbro
sequence of twofold and threefold-coordinated atoms
tending between two chain ends, and the length of the ch
is the number of atoms it contains, including the atoms at
two ends. In this scheme, we ignoreC3-C1 iVAP’s. Then,
ignoring also closed loops, the mean chain lengthj is given
by

the
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is-
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j52Nat/~N11N3!, ~3!

whereNat is the total number of atoms in the system, andN1
and N3 are the mean numbers ofC1 and C3 defects.~The
question of closed loops was discussed in paper I, where
showed that their concentration is very small.!

From this chain analysis, our defect concentrations g
the mean chain lengths reported in Table III. The valu
reported here are significantly larger than the very rough
timates reported in paper I. The reason is that we have
moved the effects of thermal vibration in the present ana
sis. Ourj values will be further discussed in Sec. VI.

IV. DYNAMICS OF DEFECTS

In discussing the dynamics of defects, the quantity
wish to emphasize is the defect residence timet r , by which
we mean the average time that aC1 or C3 defect remains on
a given atom. The reason whyt r is important is that, as we
shall see, it is intimately related to the mean bond lifetimetb
and the self-diffusion coefficientD, which were discussed in
paper I.

The first thing to consider is how to definet r . At first
sight, it seems straightforward to define it in terms of o
dynamical analysis~Sec. II B!. In the graphical representa
tion, a defect on an atom appears as a continuous or bro
line joining two events, and the residence time is the dura
of the line. It might seem from this thatt r is simply the mean
duration of the defect lines. However, a moment’s thou
shows that we face the same kind of issue as we did w
defining the defect concentration, namely, the need to dis
guish between true defect jumps and vibrational fluctuatio
To see the problem, consider a free chain end~i.e., a C1
defect!. Vibrations may cause the atom 1 at the chain end
approach an atom 2 in another chain and then immedia
move away again. In our dynamical scheme, theC1 defect
on 1 would be transformed fleetingly into aC3 defect on 2,
and then return toC1 on 1. In order to capture the defe
dynamics responsible for the bond lifetime and self-diffus
coefficient, we need to suppress this kind of rapidly rever
events due to vibrational fluctuations.

We suppress the unwanted events by essentially the s
argument as we used in Sec. II B. Starting from the irred
ible graphs defined there, we delete every bond-breakin
-making event between a pair of atoms if it is matched by
reverse bond-making or -breaking event between
pair—we refer to these as ‘‘canceling events.’’ The rema
ing events which survive this deletion are the ‘‘permanen
events used in calculating the residence time. We denote
number of permanent events per atom per unit time bynb .

There is a direct relation betweennb , t r , and the total
defect concentrationc ~number of all defects per atom!. To
see this, note that the residence of a defect on a given a
begins and ends with bond-making and -breaking events
that the residence is associated with two events. The de
concentration is therefore given by

c5nbt r . ~4!

Since we already knowc, we can calculatet r from nb . The
resulting values oft r are reported in Table IV. As noted i
Sec. III, our 570-K simulation contained only a sing
e
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C3-C1 pair, which was effectively immobile. This is con
firmed by the dynamical analysis, which gave no uncance
event pairs at all, so thatt r is infinite within the accuracy of
our calculations.

The validity of this residence-time analysis can be c
roborated by noting that it also gives a prediction for t
bond lifetimetb , which can be checked against the valu
reported in paper I.~This is a useful check, since those pr
vious values were obtained from a completely independ
correlation-function analysis.! The mean numbers of bond
breaking and -making events per unit time must be equal
that each must be equal to12 nb . We should therefore expec
the bond lifetime to be given by

tb52/nb . ~5!

In Table IV, we compare the values oftb obtained from this
equation with our previous values. The very close agreem
confirms that the present analysis is well founded.

Our results fort r therefore establish a close relation b
tweent r , tb, and the defect concentrationc; this relation,
and the connection withD, will be discussed further in Sec
VI. A striking feature of our results is thatt r becomes ex-
tremely small at high temperatures: the value of 0.2 ps
1370 K is only a few times the typical vibrational frequenc
These values will be discussed further in Sec. VI.

V. TEMPERATURE-DEPENDENT
ELECTRONIC PROPERTIES

We now examine the influence of the defects on the e
tronic properties of the liquid. In particular, we want to dem
onstrate the presence of spatially localized states in the b
gap. As before, we must caution that this discussion is ba
on the Kohn-Sham single-particle energies, so that a di
comparison with experiment is not possible. Since the Ko
Sham band gap is so much smaller than the experimen
accessible quasiparticle band gap, the information that
can obtain about the electronic gap states is inevitably ra
qualitative.

In Figs. 6–8 we show the average electronic DOS
both unquenched and quenched configurations from
simulations at 570, 870, and 1370 K. To improve legibilit
the DOS is broadened using a Gaussian of width 0.05
Note that the unquenched DOS is essentially the sam
what we already reported in paper I, but we show the res
again in order to compare with the quenched DOS. A
shown in Figs. 6–8 is the participation ratio of the electron
states, which characterizes their degree of localization

TABLE IV. Number of bond-breaking and -making eventsnb

per atom per ps, bond lifetimetb deduced from the number o
bond-breaking events~values in parentheses report the results
paper I!, and the residence timet r deduced by combining the defec
concentrationc ~dynamical defect analysis! and the bond lifetimetb

@see Eqs.~4! and ~5!#.

570 K 870 K 1370 K

nb (ps21) 0 0.10 0.75
tb ~ps! ` (.200) 20.0~20.0! 2.7 ~3.0!
t r ~ps! ` 0.46 0.24



e
s
In

e
te

e
he

an
nd
ll

lu

tes
de-

ion-
be

ker,
P is
the
lear
to

nd

es
de-

ons
a-
ible

The
are

d
n

d
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terms of the local electron numberscni @see Eq.~1!#, the
participation ratiopn of orbital n is defined as

pn5S (
i

cniD 2Y Nat(
i

cni
2 , ~6!

where the sums go over allNat atoms in the system. Th
definition implies thatpn is of order unity for extended state
and of order 1/Nat for states localized on a single atom.
addition to the DOS and the participation ratio, in Fig. 9 w
show the time variation of the Kohn-Sham energies of sta
in the gap region.

Figure 6 shows that at 570 K the gap in the quench
system is approximately 1 eV, which is very similar to t
gap calculated for crystalline Se using LDA and GGA.34 The
gap in the unquenched system is considerably smaller~;0.3
eV!. Since the difference between the unquenched
quenched systems can be attributed to vibrations, this i
cates that the reduction of the gap is due to vibrationa
induced band broadening and band tailing. The small va

FIG. 6. Density of statesn(E) and participation ratiop(E) for
l-Se at 570 K. Panels~a! and ~b! show results for quenched an
unquenched configurations, respectively. The DOS has been co
luted with a Gaussian of width 0.05 eV.
s

d
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es

of the participation ratio in the gap indicate localized sta
at the edges of the conduction and valence bands. More
tailed examination shows that the states at the conduct
band edge are localized at the iVAP which we know to
present in our 570-K simulation~see Sec. III!, whereas lo-
calization of the states at the valence-band edge is wea
and no clear spatial localization of these states at the iVA
discernible. Figure 9 shows a large energy fluctuation of
localized states at the conduction-band edge, and it is c
that the conduction-band tailing can be mainly attributed
this fluctuation. Interestingly our findings concerning ba
tailing resemble the situation found by Draboldet al. in
amorphous Si.35 In Ref. 35 the large fluctuations of the stat
at the conduction-band edge were explained by the large
gree of spatial localization of these states: small distorti
around the defect site will naturally result in large fluctu
tions of the corresponding eigenvalues. It seems plaus
that the same conclusion holds forl-Se.

The DOS at 870 K~Fig. 7! shows that there are now
states throughout the band gap in the quenched system.
small values of the participation ratio show that these

vo-

FIG. 7. Density of statesn(E) and participation ratiop(E) for
l-Se at 870 K. Panels~a! and ~b! show results for quenched an
unquenched configurations, respectively.
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localized and that a mobility gap within the pseudogap
formed. The band gap is significantly washed out in the
quenched system. We have seen already~Sec. III! that at 870
K iVAP’s have been destroyed by thermal motion, and
dominant defects areC1 and C3 defects, with the former
being more abundant. It is natural to associate the gap s
with these defects. The graph of time-dependent Kohn-Sh
energies~Fig. 9! is particularly instructive here. This show
extremely large fluctuations in the gap region, and reve
states which move across the full width of the gap. This
exactly what would be expected from our analysis of
localized states associated withC1 and C3 defects. We
showed in Sec. II C 1 that these defects produce locali
states at the top of the valence band and the bottom of
conduction band, respectively; we also saw in Sec. IV t
C1 and C3 defects interconvert rapidly. Before leaving th
870-K simulation, we note one more significant feature
the DOS, namely, the small downward shift of the Fer
energyEF with respect to the top of the valence band. Th
appears to be a direct consequence of the fact that ther
moreC1 thanC3 defects.

FIG. 8. Density of statesn(E) and participation ratiop(E) for
l-Se at 1370 K. Panels~a! and ~b! show results for quenched an
unquenched configurations, respectively.
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The DOS and participation ratio at 1370 K continue t
trends seen on going from 570 to 870 K. The band g
becomes still further filled with states, some of which a
strongly localized in the quenched system, andEF moves
further down into the top of the valence band.

In concluding this section, we emphasize again the t
distinct reasons why increasing temperature causes the
gap to close. The first is the increase in the number ofC1 and
C3 defects and the spatially localized gap states associ
with them. The second is the vibration-induced fluctuatio
of electron energies, which are particularly large for loc
ized gap states, but also produce a general broadening o
bands.

VI. DISCUSSION

We have demonstrated that coordination defects can
clearly and~almost! unambiguously detected in our FPM
simulations, and that these are associated with 1F and
atoms. An extremely important feature of our demonstrat
is that it rests on two independent methods of analysis, ba
on quenching and on dynamics, which give almost the sa
numbers of defects of each kind at the three temperat
examined. We have also shown that theC1 and C3 defects
are associated with spatially localized electronic states at
bottom and top of the band gap, respectively, and we h
used the energies of these states to help discriminate betw
C1 andC3 .

A key conclusion from our dynamical analysis is thatC1
andC3 interconvert rapidly. Indeed, the analysis shows t
the motion of the defects occurs precisely through this in
conversion. This makes a strong case for saying that ins
of different kinds of defects,C1 and C3 , there are simply
defects, each of which fluctuates in character betwe

FIG. 9. Time evolution of Kohn-Sham single-particle energ
in FPMD simulations at~a! 570 K and~b! 870 K. The energy zero
is at the Fermi energy.



d
w
s
c

s

.
he
gl
p-
w
fin
u
e
M
ha
e
d

w

or

no
io
tu
a
s
de
uc

al
a
ti
ex
t

te

b
fe

f
co
ri-
t
t
h
o
ts

av
a
n
g

ire
le

t
0
n
10
ni

on

-
in
be
oxi-
ter.
ell,
ic

e de-
di-

ion

eir
el
and
und
the
clo-
the
he
ra-
re-

eal

a-
he

tal

ent
is-
the
re
ting
ct

fect

d in

bor

the

tal

typi-

r

t
s

al

PRB 59 3511DEFECTS IN LIQUID SELENIUM
C1-like andC3-like. The implication of this is that we shoul
find the energy of the electronic defect state associated
each defect swinging back and forth across the gap a
character fluctuates. As discussed in Sec. V, this is exa
what we observe~see particularly Fig. 9!.

We have shown that the concentration of defects increa
rapidly with temperature, as expected from the increase
diffusion coefficient~see paper I! and decrease of viscosity
At the low temperature of 570 K, we have found that t
only defects in our simulated system consist of a sin
C3-C1 pair combined to form an iVAP. This provides su
port for the model of Kastner, Adler, and Fritzsche. Ho
ever, this support is not completely robust, because we
the defects to be immobile over many ps, so that there m
be doubt whether our system is fully equilibrated with r
spect to defect concentration. We note that the earlier FP
simulations of Hohl and Jones found no evidence t
iVAP’s are the dominant low temperature defects. Howev
their simulations were much shorter than ours, were base
a less accurate pseudopotential, and used the LDA, which
now know to be problematic for solid and liquid Se~see
paper I!; we therefore believe that their lack of evidence f
iVAP’s may not be significant.

For our simulations at 870 and 1370 K, equilibration is
longer a serious problem, so that our defect concentrat
should be reliable—though we have noted the large fluc
tions in these concentrations at 870 K, so our statistical
curacy may not be very high. Our finding is that at the
temperatures iVAP’s are no longer significant, and the
fects are mainly isolated. The defect concentration is m
larger than derived by Warren and Dupree17 from NMR ex-
periments. Unfortunately with 60 atoms in the chain, we
ready approach the number of atoms in the cell. This me
that the average chain length and the defect concentra
might be affected strongly by system size effects, which
plains part of the discrepancies between our results and
values derived from NMR experiments.17 However, another
point might also play a significant role. At the intermedia
temperature of 870 K, the concentrations ofC1 andC3 de-
fects are similar. This means that the Fermi energy falls
tween the two types of defect state, so that most of the de
electronic states are completely full (C1

2) or completely
empty (C3

1). The implication might be that only a fraction o
the defect states are paramagnetic centers, which is not
sistent with the current interpretation of the NMR expe
ments given by Warren and Dupree.17 Because our defec
analysis was based on non-spin-polarized calculations,
description of unpaired electrons remains approximate. T
limitation of our calculations is significant, since we do n
allow for the unpaired spins observed in NMR experimen
In an attempt to gain some insight into this question, we h
performed fully spin-polarized calculations for 12 configur
tions from the 870-K run. Most of these configurations co
tained two defects, some even more. But only three confi
rations resulted in an electronic ground state with unpa
electrons and a finite spin-polarization density. The one e
tron energies of those eigenstates that were affected by
spin polarization changed only by approximately 50–1
meV; or in other words, in the spin-polarized calculatio
unpaired electrons gained an additional energy of 50–
meV. Because this additional energy gain was accompa
ith
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by an energy change of other eigenstates, the influence
the total energy and the forces was even smaller (,10 meV
and ,0.05 meV/Å, respectively!. The spin-polarized calcu
lation implies that only those defect states which lie with
an interval of 50–100 meV around the Fermi-level can
paramagnetic centers, for the 69-atom system only appr
mately one out of ten defects was a paramagnetic cen
However, finite-size effects might affect these results as w
since it is known that the spatial localization of electron
defect states depends on the size of the system, and th
gree of localization determines to a large extent the ad
tional energy gained by unpaired electrons.

At the highest temperature of 1370 K, the concentrat
of C1 defects becomes much greater than that ofC3 defects,
or more accurately the defects spend the majority of th
time in theC1 state. This results in a shift of the Fermi lev
toward the valence-band edge. In our simulations, the b
gap in the Kohn-Sham energy spectrum closes at aro
1370 K, the mobility gap is very much weakened, and
eigenstates become extended. The main reason for the
sure of the gap is the presence of large fluctuations in
eigenvalues induced by thermal vibrations. Although t
closing of the gap happens at a significantly lower tempe
ture than in the experiment, we believe that the process
sponsible for the transition to the metallic regime in the r
liquid is similar to what we observe.

The chain lengthsj deduced from our defect concentr
tions are 62 and 23 at 870 and 1370 K, respectively. T
value at 870 K is very much lower than the experimen
estimate of;1000 reported by Warren and Dupree.17 From
Fig. 7 of their paper, we estimate that ourj is lower than
theirs by about a factor 15 at 870 K, though the agreem
looks good at 1370 K. We have already noted that the d
crepancies could be due either to finite-size effects or to
fact that only a small fraction of the coordination defects a
paramagnetic centers. As we shall now show, an interes
constraint onj can be obtained by considering the defe
dynamics.

We have stressed the close relation between the de
residence timet r , the bond lifetimetb , and the diffusion
constantD. The relation betweent r andtb can be summa-
rized by combining Eqs.~4! and ~5! to give c52t r /tb ,
wherec is the defect concentration. The relation betweentb
and D was discussed in paper I, and can be expresse
terms of the root-mean-square distanceR0 that an atom dif-
fuses every time one of the bonds connecting it to a neigh
is broken. The relation isR0

256Dtb . One would expectR0

to be on the order of the nearest-neighbor distance in
liquid, and the value obtained in paper I wasR0.5 Å, i.e.,
about twice the radius of the first peak ing(r ). Now we have
every reason to believe that our simulation results forD are
realistic: first, because they agree roughly with experimen
values in the temperature range 523–723 K~see paper I!;
and second because at high temperature we find values
cal of normal liquids likel-Na, as would be expected from
the low viscosity ofl-Se in this region. This means that ou
bond lifetimes should also be realistic. Giventb , then the
relationc52t r /tb puts a constraint onc. The reason is tha
the residence timest r given by our dynamical analysi
~Table IV! are already remarkably short: at 870 K,t r is only
0.46 ps, which is only a few times the minimum vibration
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period of;0.1 ps; at 1370 K,t r is even shorter. It is difficult
to conceive thatt r could bevery much shorter than this
because this would require the defects to move faster
the speed of sound, i.e., roughly the nearest-neighbor
tance divided by the vibrational period. If these argume
are correct, the implication is that the defect concentratio
unlikely to be much smaller than the values we have fou
and the chain length is unlikely to be much greater. T
strong disagreement with the much higher values ofj re-
ported by Warren and Dupree would be explained if onl
small fraction of the coordination defects were paramagn
centers, as we suggested above.

In concluding this discussion, we note some deficienc
in the present work, which we hope to repair in future wo
We have noted several times the difficulties caused by h
ing to rely on the Kohn-Sham energies to draw conclusi
about the spectrum of electronic states. In principle, it sho
be possible to overcome this problem by calculating the q
siparticle energiesvia theGW approximation.37 So far as we
are aware, this has never been attempted for a liquid,
recent advances inGW techniques38 should make it possible
in the near future. Equally important are finite-size effec
At 570 and 870 K, the chains are so extended that sys
size effects might play an important role. Investigations
currently underway to clarify this point. Another deficien
is that we have not considered electron spin in the molec
dynamics and in most presented calculations. This me
that the electronic states are constrained to be either do
occupied or unoccupied. At 870 K, calculations for 12
lected configurations seem to imply that spin polarizat
will not have a significant influence on the forces and
i

U

.

a

an
is-
s
is
,

s

a
ic

s
.
v-
s
ld
a-

ut

.
m
e

ar
ns
ly
-
n
e

structure. But we hope in the future to perform full spin
polarized FPMD calculations, as has already been done
l-Si36—which should allow us to investigate this question
more detail.

VII. CONCLUSIONS

Our main conclusions are as follows. We have presen
two independent types of analysis, which allow a clear ide
tification of coordination defects inl-Se, these defects being
associated with onefold- and threefold-coordinated ato
(C1 and C3 defects!. The C1 and C3 defects give rise to
localized electronic states near the bottom and top of
band gap, respectively. The two types of analysis give ess
tially the same defect concentrations. These concentrati
yield chain lengths that are much smaller~by a factor of;15
at 870 K! than those deduced by Warren and Dupree fro
NMR measurements, and we suggest that only a small fr
tion of defects act as paramagnetic centers. Except near
melting point, defects fluctuate rapidly~on a time scale of
less than 1 ps! betweenC1 andC3 character, and this fluc-
tuation is closely related to the bond lifetime and the atom
diffusion. Our simulations give evidence for the importan
of intimate valence alternation pairs~iVAPs! in the region of
570 K, but they become much less important at high te
perature.
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