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Defects in liquid selenium
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We use the data generated in recent first-principles molecular-dynamics simulations of liquid selenium at the
temperatures 570, 870, and 1370 K to investigate defects in the liquid. The defects represent disruptions of the
chain structure associated with onefold and threefold atafijsand C; defect3. We stress that for a full
understanding we need to analyze the defects from the viewpoints of atomic coordination, defect dynamics,
and electronic structure, and we develop analysis techniques to do this. We find that localized electronic states
at the top of the valence band and the bottom of the conduction band are associatéd atthC, defects,
respectively. At 570 K, the concentration of defects is very low, and they ex{S} andC5 defects in bound
pairs(intimate valence-alternation pajr$ut at high temperatures the defects are isolated and are mai@ly of
type. The defect concentrations are used to determine the mean length of Se chains, which we find to be much
smaller than the values deduced from NMR measurements at lower temperatures, but in reasonable agreement
at 1370 K. Analysis of the defect dynamics shows that the residence time of defects on individual atoms
becomes extremely short—comparable with the vibrational period—at high temperature.
[S0163-182699)05105-X

I. INTRODUCTION (1P and three-fold(3F) coordinated atoms—but with the
averagecoordination staying close to 2. The chains become
We have recently reported a detailed study of liquid seleshorter, and the atoms move around more easily. It is natural
nium (I-Se over a range of temperatures, using first-to regard the localized disruptions of the perfect structure as
principles molecular-dynamics simulatidhPMD) (Ref. 1,  defects. Particularly at low temperatures, where the disrup-
referred to hereafter as papér We showed that the simula- tion is slight and the defect concentration low, the defects
tions reproduce fairly accurately the measured structurahould be very well defined.
properties ofl-Se, as characterized by the structure factor Defects also give a natural way of thinking about the elec-
S(k) and the pair-correlation functiog(r), and give a good tronic properties of-Se. If the perfect chain structure is pre-
account of dynamical properties, including the self-diffusionserved on melting, the electronic structure would be expected
coefficient and the vibrational spectrum. Our results agreetb change little. This is what happens initially: at low tem-
with experiment in showing that the electronic structure ofperature T< 600 K), the liquid is a wide-gap semiconductor,
Se changes little on melting. The simulations were also anawith an optical gap of around 2 e{Refs. 8 and 18(the
lyzed to yield information that is hard to derive from experi- optical gap int-Se and amorphous Se are 1.9 eV and ap-
ment, such as the bond-angle distribution and the concentrgroximately 2 e\® respectively, and a temperature-
tion and structure of Serings in the liquid. However, there independent diamagnetic susceptibifify’ However, with
was an important question that was not addressed in paperihcreasing temperature, the liquid becomes paramagnetic,
the nature of defects iRSe. This is the subject of the present and electron-spin-resonand&SR) signald® and nuclear
paper. magnetic resonancéNMR) shifts’’ have been observed
For most liquids, it would make no sense to discuss deaboveT~600 K. The paramagnetic susceptibility increases
fects, but for-Se the defect concept has played a central rolalong the liquid-vapor coexistence line up to the critical
in both the experimental and theoretical literature. The conpoint, and the optical gap decreadés ~1.0 eV at 1173
cept makes sense ifSe because of the chain structure of thek).13 The electrical conductivity increases with temperature
liquid. The trigonal form of crystalline Set{Se, the stable up to 1500 K!° as would be expected for a semiconductor,
structure under ambient conditignsonsists of a regular ar- but beyond this point the conductivity drops, and the system
ray of infinite chains aligned along the trigonal axis. It is becomes an insulator at the critical potitA modest in-
generally accepted that this chain structure survives almosfrease of pressure from the critical point causes the optical
intact on melting T,,=490 K), one indication of this being gap to closé&®?'the conductivity to increase to semimetallic
the exceptionally high viscosity of the méft. Diffraction  values, and the paramagnetic susceptibility to fall—the latter
measurements show that the atomic coordination number isehavior has been associated with a change from Curie to
almost exactly 2 in the low-temperature liqdi?, and re-  Pauli paramagnetisi{. The various regimes of behavior we
mains close to ARefs. 8—10 up to the critical point T,  have mentioned are summarized in the pressure-temperature
=1860 K, p.=380 baj.'*"*2 However, the viscosity drops diagram shown in Fig. 1.
rapidly with increasingrl, and atT=1000 K it is similar to In the semiconducting paramagnetic regime, there clearly
that of normal metals like N&The interpretation is that the must be free-electron spins, and it is natural to associate
perfect chain structure becomes progressively disruptdd asthese with the coordination defects. For example, a 1F atom
increases, so that there are increasing numbers of onefotdpresents the end of a chain formed by breaking a covalent
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/ the same as the experimental quasiparticle states, so caution
insulat. is needed in interpreting the electronic structure.
For all calculations presented in this paper we have used
c the plane-wave pseudopotential packagep (Refs. 27 and
| 28) (Viennaab initio simulation package; for more details on
pseudopotential parameters, etc., we refer to papdsdn-
0.0 5000 10000 15000 20000 eralized gradient corrections according to Perdew and Wang
T (K) (commonly referred to as PW#? were included in all cal-
culations. We have shown in paper | that these corrections
FIG. 1. Schematic pressure-temperature diagramiS# show-  are essential for an accurate description of the weak interac-
ing the four regimes discussed in the text. The full line indicates thgjon between chains it-Se andl-Se. The simulations on
liquid-vapor coex_istence lindaken from_Ref. 11 The bound_a_ries which the present work is based were performed on a peri-
be.tween the regimes are only approximafg.marks the critical odically repeated system of 69 atoms.
point. In the following sections, we use the data for time-
dependent atomic positions and Kohn-Sham states generated
bond, and a free spin occupying a state in the band gap is our three simulations at 570, 870, and 1370 K to analyze
commonly associated with a dangling bond. This connectiofthe properties of the defects. These three temperatures corre-
between free spins and chain ends is the leading idea in thgpond roughly to the diamagneti&70 K), paramagnetic
classic study of Warren and Dupréein which NMR tech- (870 K), and transition1370 K) regimes. We want to stress
niques were used to estimate the concentration of defectbere that our molecular-dynamics simulations and all the cal-
and hence the length of chainsli®e as a function of tem- culations presented here have been performed with non-spin-
perature. However, a more detailed picture of the electronigpolarized density-functional theory. Because unpaired elec-
structure of the defects has remained elusive. There is afmons have not been considered, paramagnetism is precluded
often quoted theory of the low-temperature diamagnetic stat#n the present calculations. We shall argue later that this
due to Kastner, Adler, and Fritzsche?*according to which  should not affect the general validity of the picture devel-
the most stable defects are 1F negatively charged and 3®ped for the electronic properties of the defects, but clearly it
positively charged defects, denoté and C;, respec- is a significant limitation which will need to be borne in
tively. These are called valence-alternation paW#P’s),  mind when interpreting our results. Our aims will include the
because they are believed to occur in roughly equal numberilentification of the different kinds of defects and the calcu-
It has also been proposed that bOL(B@-Cg pairs may be lation of their_ co_ncentrations as a_function of temperature;
energetically stable, and these have been called intimai®€ characterization of the defects in terms of the local elec-
VAP's, or iVAP's. Because the defect states involved arefronic density of states; the analysis of the defect dynamics,
either doubly occupied or unoccupied, these defects do ndecusing particularly on the mean residence time of defects
carry net spins. This explains why the low-temperature maon atoms; and the interpretation of the total electronic den-
terial is diamagnetic, even though significant defect concensity of states, particularly in the region of the band gap, in
trations have been observed in photoluminescEnead terms of the defects.
photoinduced ESE The paramagnetic behavior at medium A substantial part of the papegec. I) will be devoted to
temperaturesFig. 1) is presumed to arise from the electronic developing the methodology needed to detect and analyze
excitation ofC; andC: defects to form neutraC$ and C3 the defects, which we shall see is not at all trivial. Section Il
defects carrying net spins, with ﬂ@g defects(i.e., dangling then reports results for the defect concentrations and chain

bonds at chain endideing dominant. However, this remains length, and Sec. IV (_jescrlbes the defect dynamics. Section V
speculative. relates the electronic structure of the defects to that of the

It is evident from what we have said that in order to SYStem as a whole. Section VI summarizes the defect picture
understand the defects irSe we need a clear picture of thatemerges from our simulations, and attempts tq relatg this
them from three points of view: their coordinatiginow the to experimental data and previous theoretical discussions.

atoms are arranggdtheir dynamics(how the defects are OUr conclusions are given in Sec. VII
created and destroyed and how they move through the sys-

tem); and their electronic structurgnergies and spatial lo- Il. DEFECT CHARACTERIZATION
calization of the defect electronic stateEPMD is uniquely
placed to contribute, since it gives a completely unified elec-
tronic and statistical-mechanical description of the system in The most obvious way to identify defects is through the
thermal equilibrium. Since our FPMD simulations reportedcoordination number of atoms. The concept here is that in
in paper | reproduce the known propertied-&e rather well, the nondefective state the liquid consists of infinite chains, in
we expect that they will give an accurate picture of the threewhich every atom is coordinated to two neighboring atoms.

500.0

0.0

A. Coordination defects
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TABLE I. Average numbers of defectgper 100 atoms ob- 4
served in our FPMD simulation&ef. 1) at 870 K using the tech- E
nigues of instantaneous and quenched coordination analysis and
dynamical analysi¢see Secs. Il A and Il B For each analysis tech-
nique, results are given for cutoffs of 2.90 and 2.82 A. The table —_
reports numbers of onefold- and threefold-coordinated atoims ( %
and f3), numbers of isolate€; and C; defects, and numbers of
C,-C5; andC5-C3 nearest-neighbor pairs.

Instantaneous Quenched Dynamic oFrib 1l
rC(A) 2.90 2.82 2.90 2.82 2.90 2.82
fi 34 5.7 1.9 2.2 2.1 2.8
fq 85 4.8 21 1.8 2.6 1.8 FIG. 2. The radial distribution functiog(r) for a single con-
figuration from our FPMD simulation dfSe at 870 K(dotted ling
C; 3.0 53 15 18 18 25  compared withg(r) for the corresponding quenched configuration
Cs 2.1 1.5 1.7 14 15 1.1 (full line).
C,-Cy 0.4 0.4 0.4 0.4 0.3 0.3
C;-Cq 3.0 15 0 0 0.4 0.2

For the following analysis we have quenched six selected
configurations from our 570-K simulation, eight configura-
Then in the real system every atom whose coordination nuntions from the 870-K simulation, and six configurations from
ber differs from 2 is regarded as a coordination defect. Irthe 1370-K simulation. At 870 K, quenching greatly im-
practice, almost all such defects will be associated withproves the clarity of the defect analysis, as shown in Table I.
onefold- or threefold-coordinated atoms, and we call thes&he defect concentrations are now affected only a little by
C, andC; defects, respectively. In this scheme, the coordithe choice ofr.. This confirms that the defects are real
nation number of an atom means the number of neighboringhysical objects, whose existence does not depend much on
atoms within a chosen cutoff distancg of the atom. We their definition. Even so, decrease of still increases
will refer to defects defined in this way as instantaneousslightly the number of 1F atoms and decreases slightly the
coordination defects. number of 3F atoms, as would be expected. This means that

Unfortunately, this scheme is not satisfactory as it standsthe distinction betweeC; and C5 defects is still not com-
because it is too sensitive to the choicerpf To illustrate  pletely robust. Note though that thetal number of coordi-
this, we report in Table | the fraction of 1F and 3F atomsnation defects is almost completely unaffected by the small
found in our FPMD simulation dtSe at 870 K for . chosen  change oft..
as 2.82 or 2.90 A, both of these values being near the radius In Fig. 3 we illustrate the geometry of the isolated defects
of the first minimum in the radial distribution functiag(r) C, andC; and the pair<3-C,; andC3-C5 taken from typi-

(see paper)l The table also gives the fractions of isola®gd  cal quenched configurations. Detailed examination of the
andC; defects, as well as of configuratio@s-C, in which  bond lengths shows that most of ti defects exhibit a

a 3F atom and a 1F atom are within radiysof each other, kind of “Jahn-Teller distortion” in which one of the bonds
and configuration€C5-C5 consisting of neighboring 3F at- is considerably longer than the other two; this bond is col-
oms. The table shows that the 2 very similar values of ored white in Fig. 3. The long bond is responsible for the
give concentrations differing by as much as a factor of 2 for
some configurations.

The sensitivity tor. is not unexpected. Disorder in the
system is due to both vibrations and defects. Vibrations
alone can stretch bonds or cause unbonded atoms to ap-
proach each other so that coordination numbers change, and
the changes are likely to be strongly affected by the choice of
r.. But here we are not interested in vibrations, and we must
seek to remove coordination fluctuations due to vibrations.
The simplest way to do this is by quenching: for any given
configuration, we relax the system into its nearest local en-
ergy minimum. In practice, we perform this relaxation using
a conjugate-gradient algorithfh Quenching has the effect of
removing vibrations entirely, so that our coordination analy-
sis detects only genuine defects. To illustrate the effect of
guenching, in Fig. 2 we show the pair-correlation function
before and after quenching for one configuration from the F|G. 3. Geometry of isolate@, andC; defects and5-C, and
simulation at 870 K. As expected, quenching causes a strong,-C, pairs from typical configurations quenched from our FPMD
narrowing of the first and second peaks; more importantly, isimulation at 870 K. White, midgray, and dark-gray spheres repre-
leaves almost no neighbors in the region of the first mini-sent onefold-, twofold-, and threefold-coordinated atoms, respec-
mum, so that there is a sharp distinction between first andvely. The long bond usually associated with threefold atoms is
second neighbors. colored white in the pictures of th&; defects.




3504 G. KRESSE, F. KIRCHHOFF, AND M. J. GILLAN PRB 59

TABLE II. All possible bond-breaking and -making events and 0y

the result of each event.
Event Result of event

20011
bond-making betweenR2 2F creation of twoC; defects
bond-breaking betweenR2 2F creation of twoC, defects
bond-breaking betweenF3 2F defect hopC;—C; .
bond-making betweenR2 1F defect hopC,—C3 4001
bond-making betweenA 1F annihilation of twoC, defects
bond-breaking betweenF3 3F  annihilation of twoC, defects

6001

small peak in the gap between first and second neighbors in

g(r), which is visible in Fig. 2. This long bond is also re- (fs)
sponsible for the ambiguity in distinguishing betwe&gnand

C; defects pointed out above. We note from Table | the FIG. 4. Graphical representation of linked defect events from a
significant concentration of5-C, pairs (iVAP's in the ter-  short section of the FPMD simulation at 870 K. Tiramits of fg
minology of Kastner, Adler, and Fritzscﬁlﬁ and we return increases downward, full and dotted lines represgnandC; de-

to this later. We also note the complete absenc€gpfC,  fects residing on particular atoms, and dots show defect events.

pairs in the quenched coordination analysis, which indicates

that their presence in the instantaneous analysis is solely d(jB2king event between atom 1 and a 2F atom 3. The inter-
to vibrations.[By contrast,C4-C, pairs were found, after Pretation is thatat, two C, defects were created on atoms 1
quenching, by Hohl and Jon&sWe believe the difference is @nd 2. TheC, defect on atom 1 remained on this atom until
due to the use of the generalized gradient approximatiofie: &t Which instant it hopped to atom 3, being turned into a
(GGA) rather than the local-density approximati&DA) in ~ Cs in the process. These defect processes deduced from the
our simulations. As shown in paper I, this improves the€vent list can be represented graphicaige Fig. 4. We

agreement with experiment, and increases the ratio betwedgPresent each event by a dot on a time scale which we draw
interchain and intrachain distancks. with time increasing downwards. The dots are connected by

lines which represent the presence of a defect on a particular
atom; we draw &, defect as a continuous line andCy
defect as a broken line. In the above example, the bond break
Because the physics presented in this paper depends between atoms 1 and 2 is represented as a dot at {inTehe
much on the clear identification of defects, we wanted tocontinuous line representing tkiy defect on atom 1 extends
develop a second independent way of detecting defect® timet,, where it is terminated by a dot marking the bond-
which could be cross-checked against the quenched coordinake between atoms 1 and 3. A broken line then extends
nation analysis presented above. This second way makes udewnwards from this dot, showing the presence of the
of the dynamics of defects. Since defects are defined througliefect on atom 3. Th€, defect on atom 2 createdtis, of
the coordination number of atoms, and since coordinatiotourse, shown by a continuous line extending down from the
numbers change by the making and breaking of bonds, thesiat att,. It is clear from this example that all dots are con-
bond-making and -breaking events can be interpreted imected into chains. Dots representing defect creation join to
terms of defect motions. For example, the breaking of a bondwo lines (both continuous or both brokemoing to later
between two 2F atoms creates tilg defects; conversely, times; those representing annihilation join to two lifesth
the making of a bond between two 1F atoms represents theontinuous or both brokercoming from earlier times; and
mutual annihilation of twoC; defects; the formation of a those representing defect hops join to two liese of each
bond between 2F and 1F atoms means the hop@fdefect  kind), one coming from earlier time and the other going to
on the atom that was initially 1F to form@; defect on the later time. If we analyze a simulation run having a given
atom that was initially 2F. Table Il lists all possible events duration, some of these chains will be closed loops contained
(assuming that there are only 1F, 2F, and 3F ajans their  entirely within this duration; others will be open chains
interpretation in terms of defect creation, annihilation, andwhich begin and end at the beginning or end of the duration.
hopping. Using these definitions, we can analyze our FPMDO o illustrate this scheme, in Fig. 4 we show the graphical
simulations to determine the nature of the defects and theepresentation of the defect events from a short section of the
locations at any instant. simulation at 870 K. At the start of this section, there are no
In doing this analysis, the first step is to construct a list ofdefects; but a short way into the section, a pair of defects are
all bond-making and -breaking events. For each such eventreated, which persist until the end of the section.
we record the time step at which the event occurred, the Thus far, we have done nothing but representittstan-
labels of the two atoms involved, and their coordinationtaneouscoordination analysis of Sec. IlA in a graphical
numbers before and after the event. The next step is to linknanner. In particular, the defects present at any instiauet.,
together the events in the list. Suppose, for example, that @he continuous or broken lines intersected by a horizontal
some timet; there is a bond-breaking event between theline drawn at timet) are precisely those revealed by that
initially 2F atoms 1 and 2. Suppose further that the nextanalysis. The crucial step in the dynamical analysis is now
event involving atom 1 is at timg,, and involves a bond- the removal of all closed loops which leave the connectivity

B. Dynamical analysis
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of the atoms unchanged. The meaning of this step can be

understood by noting that in a typical analysis, there are ni(E)=2 Cnid(E—Ey), )
large numbers of closed loops containing just two events, as A
shown in Fig. 4. These loops can arise in two ways: either
the bond between two 2F atoms becomes vibrationally" ;
stretched for a short time so that its length exceedsbut goes over all orbitals. .
the bond then recovers its normal length; or two 2F atoms !N Fig- 5 we show the average LDOS of nondefective

approach each other for a short time so that their separatio?1toms an_d of atoms associated wWith anq Cs defects and
falls belowr,, but they then move apart again. These pro-C1"Cs Pairs. The energy range shown in the figure covers

cesses are exactly what we wish to ignore, since they arisgly the Se(#) states, since the Se¢jenergy region con-

from chain vibrations rather than from genuine defects. wd@ins nothing of interest. All the results refer to quenched
therefore delete all two-dot loops. But there are also mor&onfigurations; those for nondefective atoms anddeiC,
complex loops which leave the connectivity unchanged: twdPairs are fr(_)m our simulations at 570 K and the others from
examples are shown in Fig. 4. The general rule is that w@Ur Simulations at 870 K. _

delete all closed loops in which every bond-breaking event_ N @ssessing the resuilts, we use the nondefective LDOS
between a given pair of atoms is matched by a correspondir%'g' 5@)] as our point of reference. This LDOS consists of
bond-making event between the same pair of atoms. We rdlfé€ major peaks, and closely resembles the DOS of the
fer to these as “redundant” loops. The deletion of redundan’igonal crystal. The origin of these peaks has often been

loops leaves a set of irreducible graphs which we regard adescribedsee, e.g., papey.IOn each atom, two of the three

representing the genuine defects. p orbitals forr_n bonding_ and antibonding combinatippsp(_r

We want to stress that the deletion step in the preserfdPPo™) with two neighbors, and these states give rise to
dynamical analysis is expected to have much the same effelt® lower and upper peaks in the DOS. The tiprarbital
as quenching in the coordination analysis. The principle ifi€S not participate in bonding and is associated with the
both cases is that we wish to ignore fluctuations which leav&nidde peak. Since the pair of electrons in such a nonbond-
unchanged the topological connections of the Se chains. WB9 orbital is often called a lone pair, the peak is labeled LP
would therefore hope that the two kinds of analysis would" the figure. Each of the major peaks is capable of holding
identify essentially the same defects, and in particular wouldWO €lectrons per atom. With foyr electrons per atom, the

give the same numbers of defects in a given simulation. Thi§€Mi energy therefore falls into the band gap between the

is indeed what we find, as shown by the results of the dyMiddle and upper peaks.

namical analysis for the 870 K simulation which we report ] _
for two values ofr. in Table I. It is true that the concentra- ferences from the reference nondefective LDOS. First, the

tions of the different types of defect are not identical in theWeight of the nonbonding middle peak is increased, and that
quenched and dynamic analysis, but they are sufficientl;?f the bonding and antibonding peaks is reduced. Second,_a
close to show that the two analysis are detecting essential§@rP Peak has appeared at the top of the valence band, in-
the same defects. This will be further confirmed when wedicated by an arrow. More detailed analysis reveals that this

discuss the temperature dependence of the defect concentRgaK is due to ainglestate localized in the region of tHe,
tions in Sec. 113233 defect. The degree of localization can be characterized by the

values ofc,,; for the appropriate state[see Eq(1)]; we find
that the sum ot,; on theC, site and its neighbor is 0.4, so
C. Electronic structure of defects that the defect state is fairly well localizédomplete local-
ization would give a value of unily
Figure Jc) shows the average LDOS forG site and for
We expect the defects revealed by our coordination anthe neighbor connected to it by the long bdatom number
dynamical analysis techniques to give rise to localized elec? in Fig. 3. Compared with the nondefective LDOS, the
tronic states. The tool we use to investigate the electronigionbonding peak is now reduced and the bonding and anti-
structure of the defects is the electronic density of stateponding peaks enhanced. In addition, there is a sharp peak at
(DOS). We focus here on the local density of stafieBOS),  the bottom of the conduction bartdrrowed, also visible in
which tells us the density of electronic states in the region othe LDOS of the long-bond neighbor. This state is rather
a chosen atom. This is defined in terms of the number ogtrongly localized on the defect: the sum @f on theCjy
electronsc,,; on atomi due to Kohn-Sham orbitai,(r), atom and its long-bond neighbor is 0.4, and if the other two
which is given by neighbors are included the sum rises to values of 0.6 — 0.7.
Finally, we note that the LDOS fo€,-C5 pairs [Fig.
5(d)] shows the features of isolat€j andC; defects. How-
Cyi= f dr|¢n(Ri+1)|2, (1) ever, we find only a single_ defect electrpnic state, Whi_ch is at
r<Rg the bottom of the conduction band and is mainly localized on
the C; site.

hereE, is the Kohn-Sham energy of orbita] and the sum

The LDOS forC, defects[Fig. 5(b)] shows marked dif-

1. Local densities of states

whereR; is the position of aton, and the integration goes
over a sphere of radiu’; centered on this atom. In practice,
we chooser; so that the volume of the sphere is equal to the We now give a brief interpretation of the LDOS f@x;
mean volume per atom in the system. Then the LDOS orand C; defects andC,-C5 pairs[Fig. 5b)-5(d)]. In a C;
atomi, denoted byn,(E), is defect, a single orbital on the 1F atom forms bonding and

2. Interpretation of the density of states
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FIG. 5. Average local density of statdsDOS) for (a) nondefective twofold-coordinated aton{s) C, defects,(c) C, defects, andd)
C,-C3 defect pairs. Panel®) and(c) show the LDOS both on the defect atom and on a neighboring 2F @®etext. Panel(d) shows the
LDOS on the 1F and 3F atoms of the defect pair. Solid bars show notional energies of combinations of atomic orbitals referred to in
interpreting the LDOS, the length of the bar being proportional to the number of electrons per atom that can be held in(thkesgite
of 1 corresponding to two electrons

antibonding states with the neighboring atom, and the othenondefective DOS, the valence band has lost a state to the
two p orbitals are nonbonding. The enhancement of theconduction band, and we can identify this as e state.
middle peak at the expense of the lower and upper peaks on Finally, for C,-C5 pairs[Fig. 5d)], we see that the LDOS
the 1F site[Fig. 5(b)] is therefore expected. To understand of the 3F site is similar to that of isolaté®, defects, but the
the form of the middle peak, we need to note that one of thelF LDOS differs from that of isolate@€, defects in lacking
two nonbondingp orbitals on the 1F atom forms bonds  the sharp peak at the top of the valence band. This can be
with the corresponding orbital on the neighbor, and this reunderstood by noting that the only neighbor of the 1F atom is
sults in7 and 7* subpeaks within the middle peak, as indi- the 3F atom. Since all thrgzorbitals on the latter are com-
cated in the figure. The sharp peak at the top of the valencsiitted to o bonds, no orbital is available to forma bond
band is ther™ state. Note that, compared with the nonde-with the 1F site, so the middle peak of the LDOS on this site
fective DOS, the middle peak of the DOS fQy; defects is unusually narrow.
contains an additional state, which we can regard as being We turn now to the occupation numbers of the electronic
pulled down from the conduction band. defect states. If the numbers &, and C; defects were
For C; defectg Fig. 5(c)], we have the opposite situation. equal, the Fermi level would fall near the middle of the gap,
All three p orbitals on the 3F atom now form bonding and so that theC, defect state is doubly occupied and t8g
antibonding combinations with neighbors, so that the middlestate unoccupied. Th@, andC defects then carry one unit
peak in the LDOS loses weight to the upper and lower peaksf negative and positive charge, respectively. This would
The o-0* splitting is markedly smaller for the atoms in the correspond exactly to the VAP model of Kastner, Adler, and
long bond, and the associated states are maskeasdo} in  Fritzsche?® At 870 K, the numbers of the two defects are
the figure. The sharp peak at the bottom of the conductiomdeed comparablesee Table Ill, and for some times in our
band is associated with the] state. Compared with the simulation they are exactly equal. In principle, we should be
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TABLE Ill. Numbers of isolatedC, andC; defects andC,-C; detecting are well defined and physically meaningful. We
nearest neighborgper 100 atomsobtained by quenched coordina- also note that the individual concentrations @f and Cs
tion analysis at three temperatures. Numbers in parentheses in thsfects obtained by the quench analysis are altered signifi-
upper half of the table were obtained directly from quenched Coor'cantly when we use the LDOS technique to distinguish be-

dination analysis using a cutoff, of 2.9 A. Numbers without pa- tweenC, andCj. This confirms that the atomic coordination
rentheses were obtained by using defect electronic energies to dis-

criminate betweelC, andC; (see Sec. Il C B Results for the total IS not enough by itself to glve a robust characterization of the
number of defective atomf; +f5 (per 100 atomswere obtained defects.(the that, by definition, theumof the C, and C3.
from quenched coordination analysis and from dynamical analysisconcentrations cannot be affected by the LDOS analysis.

Chain lengthst were obtained from Eq23). As expected, the results of Table Ill show that the total
defect concentration increases rapidly with temperature. The
570 K 870 K 1370 K close relation between this and the temperature dependence

of the chain length, and dynamical properties such as the

21 8 iiﬁ%) Iizgg diffusion coefficient, will become clear later. We note that

(33 c 14 ' 04' ' 07’ the C; concentration increases much more strongly than the
1' 3 . . . . . -

f,+1, (coordination 28 40 10 CK:3 concentration, the latter remaining very low even at 1370

f,+f;(d i 29 4.6 18 ' . .

gl s (dynamica o 62 3 A further conclusion from Table Il is that the defect con-

centration at 570 K arises from just a singlg-C, pair in
our simulation. On closer examination, we have found that at

able to detect the charges localized on the defects by intdhis temperature the list of neighbors in quenched configura-
grating the appropriate LDOS up to the Fermi energy. Intions remains unchanged over several ps, so thaCti€,
fact, when we do this, we do not find any significant electronpair is effectively immobile. This is completely consistent
transfer fromC; to C,. We believe there are two reasons for with the very small diffusion coefficient at 570 K reported in
this. First, the spatial localization of the defect states is nopaper I. The indication is that the major defects in the 570 K
very strong, as pointed out in Sec. Il C 1. Second, electronisystem areéC;-C, iVAP’s at low concentration. To test this,

screening will tend to mask the transfer. we have generated a completely independent 570 K configu-
_ o ration by starting from the final configuration of our simula-
3. Electronic characterization of defects tion at 870 K and cooling this slowlgover a 5-ps periodto

We have seen that the coordination and dynamical analyp70 K; we then quench to zero temperature. As before, the
sis techniques do not distinguish very robustly betw&gn  resulting configuration contains just a single iVAP. We stress
and C3 defects(see Tab|e)|_ In fact, the rapid interconver- that the final Configuration of the 870 K simulation did not
sion of the defect typesee Fig. 4 means that the distinction contain aC5-C; pair initially; the pair was created during the
is bound to be somewhat arbitrary. Nonetheless, the ele¢ooling and equilibration. This confirms the dominance of
tronic structure gives us a convenient way of making it les§VAP’s in the low-temperature liquid. Our conclusion dis-
arbitrary. To do this, we use our coordination analysis toadrees with the simulation results of Hohl and Jéhem
locate the defects in the usual way. We then determine th®Ww-temperaturé-Se, which gave a much higher defect con-
defect electronic states in the gap region, and identify whict¢entration than ours, and no dominance of iVAP’s.
defect each state belongs to. Our criterion is then that a de- Finally, we note that, since the defect concentrations are
fect isC, if its state is below the middle of the gap, aGd  small, especially at 570 and 870 K, they are inevitably sub-

if it is above. It will be shown in Sec. Il how this procedure ject to large fluctuations, and therefore significant statistical
is applied in practice. errors, in our simulated system of only 69 atoms. For ex-

ample, in our simulation at 870 K, whose duration was 18 ps,
the average 4.6% of defective atoms comes from a value
which fluctuates with time between values of 0% and 7.2%;
We have used the simulation results reported in paper | téor a time of 2 ps during the simulation, there were actually
calculate the defect concentrations at the three temperaturaes defects at all.
570, 870, and 1370 K. In Table Il we report these concen- Our defect concentrations allow us to deduce the average
trations, calculated using both the quenched coordinatiofength of Se chains. We stress that the chain length is not a
analysis(Sec. Il A) and the dynamical analysiSec. Il B.  uniquely defined quantity. In order to adopt a definition, we
For the coordination analysis, the concentrationofand  say thatC, and C; defects both represent the end aie
C3 defects given in the table were calculated in two ways:chain. In this definition only the long bond of @; defect
first, by direct application of that analysis; and second by(the white bond between atom 1 and atom 2 in Fig.is3
using the LDOS analysi&Sec. Il C 3 to distinguish between considered as a disruption of a chain, &dandC5 defects
C; andCs;. are treated on the same footing. A chain is then an unbroken
Several important conclusions flow from Table Ill. First, sequence of twofold and threefold-coordinated atoms ex-
we note that théotal defect concentrations obtained from the tending between two chain ends, and the length of the chain
guench analysis and the dynamical analysis are in closis the number of atoms it contains, including the atoms at its
agreement at 570 and 870(khe agreement is more approxi- two ends. In this scheme, we igno@-C, iVAP’s. Then,
mate at 1370 K This agreement between the two indepen-ignoring also closed loops, the mean chain length given
dent analysis schemes confirms that the defects that we abgy

IIl. DEFECT CONCENTRATION AND CHAIN LENGTH



3508 G. KRESSE, F. KIRCHHOFF, AND M. J. GILLAN PRB 59

£=2N,/(N;+Njy), (3 TABLE IV. Number of bond-breaking and -making evemis
per atom per ps, bond lifetime, deduced from the number of
whereN is the total number of atoms in the system, &hd  bond-breaking eventévalues in parentheses report the results of
and N5 are the mean numbers @, and C; defects.(The  paper), and the residence timg deduced by combining the defect
guestion of closed loops was discussed in paper |, where weoncentratiore (dynamical defect analysiand the bond lifetimer,

showed that their concentration is very small. [see Eqgs(4) and(5)].
From this chain analysis, our defect concentrations give
the mean chain lengths reported in Table Ill. The values 570K 870 K 1370 K

reported here are significantly larger than the very rough esﬁb (ps™Y) 0 0.10 075

timates reported in paper |. The reason is that we have re- w
moved the effects of thermal vibration in the present analy—Tb (ps (>200) 20.0(20.0 2.7(39

sis. Ouré values will be further discussed in Sec. VI. 7 (P9 OO 0.46 0.24

IV. DYNAMICS OF DEFECTS C3-C; pair, which was effectively immobile. This is con-

In discussing the dynamics of defects, the quantity Wef|rmed by the dynamical analysis, which gave no uncanceled

wish to emphasize is the defect residence timeby which event pairs at all, so that is infinite within the accuracy of
. . our calculations.
we mean the average time tha€a or C; defect remains on

a given atom. The reason why is important is that, as we The validity of this residence-time analysis can be cor-
9 o P e roborated by noting that it also gives a prediction for the
shall see, it is intimately related to the mean bond lifetirpe

e - ; : .~ bond lifetime 7,, which can be checked against the values
Sggetr? self-diffusion coefficierid, which were discussed in reported in paper I(This is a useful check, since those pre-

. . . . . ) vious values were obtained from a completely independent
. The_ first thing to.conS|der IS how to d?“.”‘?- Al first correlation-function analysisThe mean numbers of bond-
sight, it seems straightforward to define it in terms of ou

r . . L.
dynamical analysi€Sec. Il B. In the graphical representa- breaking and -making events per unit time must be equal, so

. . that each must be equal $m,. We should therefore expect
tion, a defect on an atom appears as a continuous or brOkEEHe bond lifetime to be given by

line joining two events, and the residence time is the duration
of the line. It might seem from this that is simply the mean Ty=2/n,. (5)
duration of the defect lines. However, a moment’s thought
shows that we face the same kind of issue as we did whelt Table IV, we compare the values of obtained from this
defining the defect concentration, namely, the need to distinequation with our previous values. The very close agreement
guish between true defect jumps and vibrational fluctuations¢onfirms that the present analysis is well founded.
To see the problem, consider a free chain ¢nel, aC, Our results forr, therefore establish a close relation be-
defec). Vibrations may cause the atom 1 at the chain end tdween ., 7, and the defect concentratian this relation,
approach an atom 2 in another chain and then immediate@nd the connection witD, will be discussed further in Sec.
move away again_ In our dynamica| scheme, Medefect VI. A Striking feature of our results is thatf becomes ex-
on 1 would be transformed fleetingly intoGy defect on 2, tremely small at high temperatures: the value of 0.2 ps at
and then return t&C; on 1. In order to capture the defect 1370 K is only a few times the typical vibrational frequency.
dynamics responsible for the bond lifetime and self-diffusionThese values will be discussed further in Sec. VI.
coefficient, we need to suppress this kind of rapidly reversed
events due to vibrational fluctuations. V. TEMPERATURE-DEPENDENT

We suppress the unwanted events by essentially the same ELECTRONIC PROPERTIES
argument as we used in Sec. Il B. Starting from the irreduc- . .
ible graphs defined there, we delete every bond-breaking or We now examine the influence of the defects on the elec-

-making event between a pair of atoms if it is matched by theronic properties of the liquid. _In particu_lar, we want to dem-
reverse bond-making or -breaking event between thaphstrate the presence of spatially localized states in the band

pair—we refer to these as “canceling events.” The remain-9ap- As before, we must caution that this discussion is based

ing events which survive this deletion are the “permanent”on the Kohn-Sham sir!gle—pa}rticle ener_gies, SO that a direct
events used in calculating the residence time. We denote tfgMParison with experiment is not possible. Since the Kohn-
number of permanent events per atom per unit timenpy Sham l_aand 9ap IS so much smaller thar_1 the experlmentally

There is a direct relation betweam,, 7., and the total accessible quasiparticle band gap, the information that we
defect concentratios (number of all de,fecrt,s per atomTo can obtain about the electronic gap states is inevitably rather

see this, note that the residence of a defect on a given atoﬂ’r’?“t?:t.'ve' 6-8 how th lectronic DOS f
begins and ends with bond-making and -breaking events, so n Figs. b—c we show the average electronic or

- : - . th unquenched and quenched configurations from our
that the residence is associated with two events. The defe . ) L
concentration is therefore given by sﬁnulatlons at 570, 870, and 1370 K. To improve legibility,

the DOS is broadened using a Gaussian of width 0.05 eV.
- Note that the unquenched DOS is essentially the same as
c=ny7;. (4) .
what we already reported in paper I, but we show the results
Since we already know, we can calculate, from n,. The again in order to compare with the quenched DOS. Also
resulting values ofr, are reported in Table IV. As noted in shown in Figs. 6—8 is the participation ratio of the electronic
Sec. lll, our 570-K simulation contained only a single states, which characterizes their degree of localization. In
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FIG. 6. Density of statea(E) and participation ratigp(E) for FIG. 7. Density of states(E) and participation ratigp(E) for

I-Se at 570 K. Panelé) and (b) show results for quenched and |-Se at 870 K. Paneléa) and (b) show results for quenched and
unguenched configurations, respectively. The DOS has been convanquenched configurations, respectively.

luted with a Gaussian of width 0.05 eV. o o o ]
of the participation ratio in the gap indicate localized states

terms of the local electron numbecs; [see Eq.(1)], the  at the edges of the conduction and valence bands. More de-

participation ratiop,, of orbital n is defined as tailed examination shows that the states at the conduction-
band edge are localized at the iVAP which we know to be
2 ) present in our 570-K simulatiofsee Sec. I, whereas lo-
pn:<zi Cni) Natzi Chi» (6) calization of the states at the valence-band edge is weaker,

and no clear spatial localization of these states at the iVAP is

where the sums go over al, atoms in the system. The discernible. Figure 9 shows a large energy fluctuation of the
definition implies thap,, is of order unity for extended states localized states at the conduction-band edge, and it is clear
and of order 1N for states localized on a single atom. In that the conduction-band tailing can be mainly attributed to
addition to the DOS and the participation ratio, in Fig. 9 wethis fluctuation. Interestingly our findings concerning band
show the time variation of the Kohn-Sham energies of statesiling resemble the situation found by Drabodd al. in
in the gap region. amorphous ST° In Ref. 35 the large fluctuations of the states

Figure 6 shows that at 570 K the gap in the quenchedt the conduction-band edge were explained by the large de-
system is approximately 1 eV, which is very similar to the gree of spatial localization of these states: small distortions
gap calculated for crystalline Se using LDA and G&Ahe  around the defect site will naturally result in large fluctua-
gap in the unguenched system is considerably sm@hér3  tions of the corresponding eigenvalues. It seems plausible
eV). Since the difference between the unquenched anthat the same conclusion holds feSe.
quenched systems can be attributed to vibrations, this indi- The DOS at 870 K(Fig. 7) shows that there are now
cates that the reduction of the gap is due to vibrationallystates throughout the band gap in the quenched system. The
induced band broadening and band tailing. The small valuesmall values of the participation ratio show that these are
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N The DOS and participation ratio at 1370 K continue the
0'8{ trends seen on going from 570 to 870 K. The band gap
06 becomes still further filled with states, some of which are
) F strongly localized in the quenched system, dfd moves
s 04p further down into the top of the valence band.
02l g o P In concluding this section, we emphasize again the two
. _&-" : ; - distinct reasons why increasing temperature causes the band
R 7 gap to close. The first is the increase in the numbe cénd

E (eV) C5 defects and the spatially localized gap states associated
with them. The second is the vibration-induced fluctuations
FIG. 8. Density of states(E) and participation rati@(E) for of electron energies, which are particularly large for local-

I-Se at 1370 K. Panel@) and (b) show results for quenched and ized gap states, but also produce a general broadening of the
unquenched configurations, respectively. bands.

localized and that a mobility gap within the pseudogap has

formed. The band gap is significantly washed out in the un- VI. DISCUSSION

qguenched system. We have seen alrg&#c. 1) that at 870

K iVAP’s have been destroyed by thermal motion, and the We have demonstrated that coordination defects can be
dominant defects ar€, and C; defects, with the former clearly and(almos) unambiguously detected in our FPMD
being more abundant. It is natural to associate the gap stategnulations, and that these are associated with 1F and 3F
with these defects. The graph of time-dependent Kohn-Shaatoms. An extremely important feature of our demonstration
energies(Fig. 9) is particularly instructive here. This shows is that it rests on two independent methods of analysis, based
extremely large fluctuations in the gap region, and revealon quenching and on dynamics, which give almost the same
states which move across the full width of the gap. This isnumbers of defects of each kind at the three temperatures
exactly what would be expected from our analysis of theexamined. We have also shown that Be and C; defects
localized states associated with; and C; defects. We are associated with spatially localized electronic states at the
showed in Sec. Il C 1 that these defects produce localizetiottom and top of the band gap, respectively, and we have
states at the top of the valence band and the bottom of thesed the energies of these states to help discriminate between
conduction band, respectively; we also saw in Sec. IV thaC; andC;.

C, and C; defects interconvert rapidly. Before leaving the A key conclusion from our dynamical analysis is tiGt
870-K simulation, we note one more significant feature inand Cs interconvert rapidly. Indeed, the analysis shows that
the DOS, namely, the small downward shift of the Fermithe motion of the defects occurs precisely through this inter-
energyEg with respect to the top of the valence band. Thisconversion. This makes a strong case for saying that instead
appears to be a direct consequence of the fact that there apé different kinds of defectsC, and C3, there are simply
more C, than C; defects. defects each of which fluctuates in character between
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C,-like andCj;-like. The implication of this is that we should by an energy change of other eigenstates, the influence on
find the energy of the electronic defect state associated witthe total energy and the forces was even smahlet@ meV
each defect swinging back and forth across the gap as i@nd <0.05 meV/A, respectively The spin-polarized calcu-
character fluctuates. As discussed in Sec. V, this is exactliation implies that only those defect states which lie within
what we observésee particularly Fig. @ an interval of 50—100 meV around the Fermi-level can be
We have shown that the concentration of defects increasd¥ramagnetic centers, for the 69-atom system only approxi-
rapidly with temperature, as expected from the increase ohately one out of ten defects was a paramagnetic center.
diffusion coefficient(see paper)land decrease of viscosity. However, finite-size effects might affect these results as well,
At the low temperature of 570 K, we have found that thesince it is known that the spatial localization of electronic
only defects in our simulated system consist of a singledefect states depends on the size of the system, and the de-
C5-C; pair combined to form an iVAP. This provides sup- gree of localization determines to a large extent the addi-
port for the model of Kastner, Adler, and Fritzsche. How-tional energy gained by unpaired electrons.
ever, this support is not completely robust, because we find At the highest temperature of 1370 K, the concentration
the defects to be immobile over many ps, so that there musgif C; defects becomes much greater than tha€ piefects,
be doubt whether our system is fully equilibrated with re-or more accurately the defects spend the majority of their
spect to defect concentration. We note that the earlier FPMIime in theC, state. This results in a shift of the Fermi level
simulations of Hohl and Jones found no evidence thatoward the valence-band edge. In our simulations, the band
iVAP’s are the dominant low temperature defects. Howevergap in the Kohn-Sham energy spectrum closes at around
their simulations were much shorter than ours, were based ck370 K, the mobility gap is very much weakened, and the
a less accurate pseudopotential, and used the LDA, which w@igenstates become extended. The main reason for the clo-
now know to be problematic for solid and liquid $see sure of the gap is the presence of large fluctuations in the
paper ); we therefore believe that their lack of evidence for eigenvalues induced by thermal vibrations. Although the
iVAP’s may not be significant. closing of the gap happens at a significantly lower tempera-
For our simulations at 870 and 1370 K, equilibration is noture than in the experiment, we believe that the process re-
longer a serious problem, so that our defect concentrationgponsible for the transition to the metallic regime in the real
should be reliable—though we have noted the large fluctualiquid is similar to what we observe.
tions in these concentrations at 870 K, so our statistical ac- The chain lengthg deduced from our defect concentra-
curacy may not be very high. Our finding is that at thesetions are 62 and 23 at 870 and 1370 K, respectively. The
temperatures iVAP’s are no longer significant, and the devalue at 870 K is very much lower than the experimental
fects are mainly isolated. The defect concentration is muclestimate of~1000 reported by Warren and Dupr€e=rom
larger than derived by Warren and Duprefom NMR ex-  Fig. 7 of their paper, we estimate that ofiis lower than
periments. Unfortunately with 60 atoms in the chain, we al-theirs by about a factor 15 at 870 K, though the agreement
ready approach the number of atoms in the cell. This meani®oks good at 1370 K. We have already noted that the dis-
that the average chain length and the defect concentratiotrepancies could be due either to finite-size effects or to the
might be affected strongly by system size effects, which exfact that only a small fraction of the coordination defects are
plains part of the discrepancies between our results and thgaramagnetic centers. As we shall now show, an interesting
values derived from NMR experiment§However, another constraint oné can be obtained by considering the defect
point might also play a significant role. At the intermediate dynamics.
temperature of 870 K, the concentrations@f and C; de- We have stressed the close relation between the defect
fects are similar. This means that the Fermi energy falls beresidence timer,, the bond lifetimer,, and the diffusion
tween the two types of defect state, so that most of the defesionstantD. The relation betweem, and 7, can be summa-
electronic states are completely fulC{) or completely rized by combining Egs(4) and (5) to give c=27,/7,,
empty (C;). The implication might be that only a fraction of wherec is the defect concentration. The relation betwegn
the defect states are paramagnetic centers, which is not coAd D was discussed in paper I, and can be expressed in
sistent with the current interpretation of the NMR experi- terms of the root-mean-square distafiethat an atom dif-
ments given by Warren and Dupr&eBecause our defect fuses every time one of the bonds connecting it to a neighbor
analysis was based on non-spin-polarized calculations, thié broken. The relation i®5=6D7,. One would expecR
description of unpaired electrons remains approximate. Thit be on the order of the nearest-neighbor distance in the
limitation of our calculations is significant, since we do not liquid, and the value obtained in paper | wag=5 A, i.e.,
allow for the unpaired spins observed in NMR experimentsabout twice the radius of the first peakg(r). Now we have
In an attempt to gain some insight into this question, we havevery reason to believe that our simulation resultsdcare
performed fully spin-polarized calculations for 12 configura-realistic: first, because they agree roughly with experimental
tions from the 870-K run. Most of these configurations con-values in the temperature range 523-723sée paper)|
tained two defects, some even more. But only three configuand second because at high temperature we find values typi-
rations resulted in an electronic ground state with unpaire¢al of normal liquids likel-Na, as would be expected from
electrons and a finite spin-polarization density. The one eledhe low viscosity ofi-Se in this region. This means that our
tron energies of those eigenstates that were affected by tHend lifetimes should also be realistic. Givep, then the
spin polarization changed only by approximately 50—100relationc=27,/7, puts a constraint on. The reason is that
meV; or in other words, in the spin-polarized calculation,the residence times, given by our dynamical analysis
unpaired electrons gained an additional energy of 50—10QTable IV) are already remarkably short: at 870 K,is only
meV. Because this additional energy gain was accompanie@ 46 ps, which is only a few times the minimum vibrational
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period of~0.1 ps; at 1370 K7, is even shorter. Itis difficult structure. But we hope in the future to perform full spin-
to conceive thatr, could bevery much shorter than this, polarized FPMD calculations, as has already been done for
because this would require the defects to move faster tharSi**—which should allow us to investigate this question in
the speed of sound, i.e., roughly the nearest-neighbor dignore detail.
tance divided by the vibrational period. If these arguments
are correct, the implication is that the defect concentration is
unlikely to be much smaller than the values we have found,
and the chain length is unlikely to be much greater. This Our main conclusions are as follows. We have presented
strong disagreement with the much higher valuesaf-  two independent types of analysis, which allow a clear iden-
ported by Warren and Dupree would be explained if only atification of coordination defects ikSe, these defects being
small fraction of the coordination defects were paramagnetiassociated with onefold- and threefold-coordinated atoms
centers, as we suggested above. (C, and C; defects. The C,; and C; defects give rise to

In concluding this discussion, we note some deficienciesocalized electronic states near the bottom and top of the
in the present work, which we hope to repair in future work.band gap, respectively. The two types of analysis give essen-
We have noted several times the difficulties caused by hawially the same defect concentrations. These concentrations
ing to rely on the Kohn-Sham energies to draw conclusionyield chain lengths that are much smallby a factor of~15
about the spectrum of electronic states. In principle, it shouldt 870 K than those deduced by Warren and Dupree from
be possible to overcome this problem by calculating the quaNMR measurements, and we suggest that only a small frac-
siparticle energiesia the GW approximatior?’ So far as we  tion of defects act as paramagnetic centers. Except near the
are aware, this has never been attempted for a liquid, bunelting point, defects fluctuate rapidlpn a time scale of
recent advances i W technique® should make it possible less than 1 psbetweenC, and C; character, and this fluc-
in the near future. Equally important are finite-size effectstuation is closely related to the bond lifetime and the atomic
At 570 and 870 K, the chains are so extended that systemliffusion. Our simulations give evidence for the importance
size effects might play an important role. Investigations areof intimate valence alternation paif®&APs) in the region of
currently underway to clarify this point. Another deficiency 570 K, but they become much less important at high tem-
is that we have not considered electron spin in the moleculaperature.
dynamics and in most presented calculations. This means
that the electronic states are constrained to be either doubly
occupied or unoccupied. At 870 K, calculations for 12 se-
lected configurations seem to imply that spin polarization The support of EPSRC through Grant Nos. GR/08946 and
will not have a significant influence on the forces and theGR/L38592 is gratefully acknowledged.
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