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Structural fingerprints in the reflectance anisotropy spectra of InP„001…„234… surfaces
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F. Bechstedt
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07743 Jena, Germany
~Received 3 August 1998!

The reflectance anisotropy has been calculated fromfirst principlesfor a series of recently proposed struc-
tural models of the InP(001)(234) surface. The features of the calculated spectra are related to specific
surface bonding configurations. We find a pronounced negative anisotropy around 1.7 eV linked to transitions
betweens-like In-In bonding states and empty dangling bonds localized at the surface cations. The strength of
that anisotropy is directly related to the number of In-In bonds at the surface. This explains the gradual change
of the corresponding measured anisotropy in that energy region, depending on the growth conditions. Positive
anisotropies at higher energies arise from transitions between P-P dimer related states and surface resonances.
Additionally we find derivativelike features at the energy of theE1 peak that depend only weakly on the
surface structure and stoichiometry. In conjunction with the experimental data, our results indicate that the

~234! reconstructed InP~001! surface features In-In bonds along@110# and P-P dimers parallel to@11̄0#,
respectively. The relative number of these bonds varies with the growth conditions.@S0163-1829~99!09003-7#
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I. INTRODUCTION

Reflectance anisotropy spectroscopy~RAS!, also known
as reflectance difference spectroscopy~RDS!,1 has been
shown to meet the need for a reliablein situ monitoring tool,
applicable to ultrahigh vacuum as well as to gas-ph
environments.2–4 Such a tool is particularly useful for mate
rials like InP, which are mainly grown by metal-organic v
por phase epitaxy~MOVPE!: Under gas-phase conditions a
in MOVPE, electron-basedin situ techniques cannot be use
RAS takes advantage of the fact that the bulk dielectric
sponses of cubic materials are essentially isotropic, so
detected anisotropy is necessarily surface-related. The i
tification of surface phases by RAS is based on the kno
edge of RAS ‘‘signatures’’ of specific surface bonding co
figurations. A theoretical understanding of the relati
between surface structural features and the correspon
optical properties thus helps to exploit the potential
RAS.5–12

The structure of the InP(001)(234) surface has bee
subject to a series of recent experimental studies~for a re-
view see, e.g., Ref. 13!. In particular, this surface has tho
oughly been characterized by means of RAS.14–19 Its geom-
etry was interpreted in terms of dimerized In and P atom
based on similarities between the measured reflectance
isotropy ~RA! with earlier findings for GaAs~001!.20 Other
experimental studies, however, claim that the InP surf
structure cannot be explained in terms of conventional dim
models: On the grounds of scanning tunneling microsc
~STM! images, Shimomuraet al.21 suggest a structure tha
combines two In dimers in the third layer with a partial In
exchange in the uppermost two atomic layers. MacPher
and co-workers22 interpret their STM images in terms of
trimers. A trimerization of the topmost In atoms has see
PRB 590163-1829/99/59~3!/2234~6!/$15.00
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ingly been observed in time-of-flight scattering and recoili
spectrometry.23

The proposed structural models have recently b
probed byab initio total-energy calculations.24 It was found
that dimer reconstruction models are energetically the m
favored for InP(001)(234). The cation-rich surface wa
suggested to contain mixed In-P dimers on top of an
terminated surface~cf. Fig. 1!. Three P dimers, arranged i
the so-calledb2 geometry,25 form the surface unit cell for
more phosphorus-rich conditions. Models with one or two
dimers ~top-P-dimer model anda geometry, respectively!
may occur for intermediate chemical potentials. All the
structures, apart from theb2 geometry, are characterized b
In-In bonds in the second atomic layer. Very recently, a f
ther surface geometry has been proposed for InP~001!: Tsai
et al.26 suggest a P-tetramer structure derived from the
ometry proposed in Ref. 22. We have calculated the to
energy of the tetramer structure and found it to be 0.38
higher than that of InP(001)a(234), which has the same
stoichiometry. This energy difference makes the tetramer

FIG. 1. Top view of energetically favored InP(001)(234) sur-
face reconstruction models. Empty~filled! circles represent In~P!
atoms. Large~small! symbols indicate positions in the first an
second~third and fourth! atomic layers. The reconstructions a
ordered by increasing P coverage.
2234 ©1999 The American Physical Society



ac
-
nt
all
a

ct
in

th
th
-
at
su
th
d

n

la

nt
o
ity

o
d

d
e-

an
w
it-

nc
n

ot
he

t s

y

ia

-
o
e
g

the
ons
was
nd
r a
in

ulk
of

ent
b-

ller

V,

eV.

c
ic
to
of

ed
l

re-
he
ulk
om

ing
-

n
16

ur
en-

em-
pro-
ally

the
e-

in a
ins
-rich
f a
rn

os-
RT

PRB 59 2235STRUCTURAL FINGERPRINTS IN THE REFLECTANCE . . .
ometry very unlikely to occur.
The aim of the present study is to investigate the surf

optical properties of InP~001! and to resolve the controver
sies regarding its structure by comparison with experime
For this purpose we calculated the RA of the energetic
favored surface structures shown in Fig. 1. The results
compared with measured data and analyzed with respe
the existence and origin of characteristic, surface-bond
related features or ‘‘fingerprints.’’

II. METHOD

The quantity we want to calculate is the anisotropy of
reflectance of polarized light. The general formulas for
reflectance coefficients ofs and p radiation have been de
rived by Del Sole27 from the light-propagation equations
surfaces, taking the inhomogeneity and anisotropy of the
face into account. Polarization-dependent corrections to
Fresnel reflectance appear. Here, we are only intereste
the special case of normally incidents waves. As shown by
Manghiet al.,28 the reflection anisotropyDR/R for light po-
larized alonga andb can be derived from a slab calculatio
and is given by

DR

R
ª

Ra2Rb

R
5

4vd

c
ImF4p@aaa~v!2abb~v!#

eb~v!21 G , ~1!

whereeb(v) is the bulk dielectric function andaaa andabb
are components of the optical polarizability tensor of the s
with thicknessd. In the following we identifya andb with
the @11̄0# and @110# directions, respectively.

We calculate the slab polarizability in the independe
particle approximation based on the electronic structure
tained within density-functional theory in the local-dens
approximation~DFT-LDA!. Whereas the DFT-LDA method
is well established for the study of the atomic structure
semiconductor surfaces, their optical properties are often
termined by the empirical tight-binding method.5,8,9,12 The
main reasons for that are the high cost offirst-principles
calculations of optical properties and the DFT-LDA ban
gap problem.29 Our calculations were performed using a r
cently developed real-space multigrid method.30,31 This ap-
proach provides for effective convergence acceleration
preconditioning on all length scales. Furthermore, it allo
for an efficient parallelization and is thus particularly su
able for large surface reconstructions as studied here.

Top and bottom layers of slab geometries modeling zi
blende~001! surfaces have necessarily different bond orie
tations and thus contribute differently to the optical anis
ropy of the slab. This is one of the key problems for t
calculations of the RA for III-V~001! surfaces.6 The real-
space approach employed in our study allows an elegan
lution: We use a linear cutoff function12 in calculating the
optical matrix elements and thus suppress the anisotrop
the bottom layer of the slab.

We employ nonlocal norm-conserving pseudopotent
generated according to the scheme by Hamann32 and cast
into Kleinman-Bylander form33,34 to describe the electron
ion interaction. The In 4d electrons are partially taken int
account by means of a nonlocal core correction to the
change and correlation energy. The Perdew-Zun
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parametrization35 of the Ceperley-Alder form36 of the ex-
change and correlation energy is used. The spacing of
finest grid used to represent the electronic wave functi
and charge density in the multigrid real-space approach
determined through a series of InP bulk calculations. We fi
structural and electronic properties to be converged fo
spacing of 0.24 Å. This corresponds to an energy cutoff
plane-wave calculations of about 21 Ry. We calculate a b
equilibrium lattice constant of 5.84 Å and a bulk modulus
72.7 GPa~experiment:37 5.87 Å and 71 GPa!. The calculated
excitation energies are somewhat smaller than experim
due to the above-mentioned DFT-LDA gap problem. We o
tain values of 1.54, 0.89, and 1.59 eV forE(L6c), E(G6c),
and E(X6c). These energies are about 0.2–0.5 eV sma
than those measured in room-temperature~RT!
experiments.37 The transition energiesE(L6c2L4,5,6v) and
E(G7c2G7,8v) are underestimated by about 0.7 and 0.6 e
respectively. Accordingly, the calculatedE1 andE08 peaks of
the bulk optical spectrum appear around 2.5 and 4.2
Experimentally they are observed at 3.2 and 4.8 eV.38

To model the InP~001! surface we consider a periodi
super cell along the surface normal. It contains 12 atom
~001! layers and a vacuum region equivalent in thickness
8 atomic layers. The dangling bonds at the bottom layer
the slab are saturated with fractionally charg
pseudohydrogens.39 It is well known that surface optica
spectra strongly depend on geometrical details.40,41Therefore
the geometries of the investigated models were carefully
laxed until all calculated forces are below 25 meV/Å. T
bottom three layers of the slab were kept frozen in the b
configuration and the starting coordinates were taken fr
an earlier plane-wave calculation.42 Integrations in the sur-
face Brillouin zone~SBZ! for calculating the atomic and
electronic ground state of the surface are performed us
four specialk points in the irreducible part. For the calcula
tion of the dielectric function we include all conductio
bands within 7.5 eV of the top of the valence bands, using
uniformly distributedk points in the irreducible part of the
SBZ. This corresponds to 256k points in the full ~131!
SBZ.

III. RESULTS AND DISCUSSION

A. Comparison with experiment

In Fig. 2 we show the RA spectra calculated for the fo
surface geometries discussed above together with experim
tal data.15,17

The spectra measured by Ozanyan and co-workers15 for
temperatures between 470 and 590 °C show a distinct t
perature dependence: The 590 °C spectrum shows a
nounced negative anisotropy around 1.7 eV, which gradu
disappears with decreasing temperature. At the same time
positive anisotropy at 2.6 gains strength and the ‘‘thre
buckle’’ shape flattens between 3.5 and 4.5 eV, resulting
‘‘camelback’’ overall spectrum shape. Reference 15 expla
these spectral changes as due to the transition from an In
surface to a less In-rich stoichiometry. The assumption o
stoichiometry-related RA is backed by the works of Zo
et al.16 and Postigo and co-workers,19 who observe similar
modifications in their RA spectra measured at varying ph
phorus partial pressure. For comparison, we also show a
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2236 PRB 59SCHMIDT, BRIGGS, BERNHOLC, AND BECHSTEDT
spectrum measured by Kinsky and co-workers17 at an In-rich
InP~001! surface. While the overall line shape is very simil
to the corresponding high-temperature spectrum of the
rich surface, a small blueshift of about 0.1–0.2 eV, toget
with sharpened and increased anisotropies, occurs. The
towards enhancement of RA amplitudes holds also for e
lower temperatures.43 This should be borne in mind whe
comparing the measurements with our spectra, calculate
zero temperature.

In the lower panel of Fig. 2 we show the RA calculat
for the four structural models shown in Fig. 1. Note t
different scale for calculated and measured spectra. We
serve a strong negative anisotropy around 1.7 eV for
mixed-dimer model, which contains six In-In bonds alo
the @110# direction in the surface atomic layer. The streng
of this anisotropy is strongly reduced for the top-P-dim
model with four In-In bonds and even weaker in the case
the a structure with two In-In bonds. Theb2 structure,
which does not contain any In-In bonds, shows no nega
anisotropy at all. Thus the negative anisotropy below 2
seems to be related to the existence of cation-cation bo
This supports the interpretation of the experimental spe
discussed above and is similar to earlier theoretical findi
for the GaAs~001! surface.5,12

The calculated spectra also show a strong dependenc
structural details for higher energies. For theb2 geometry
with three P-P dimers oriented along@11̄0#, we find a rela-
tively broad positive anisotropy between about 2 and 4
Maxima of the anisotropy appear around 2.3 and 3.4 eV
a shoulder exists at 2.7 eV. The shape of that anisotrop
roughly preserved for thea structure, which features two P-
dimers. The magnitude of the anisotropy, however, is so
what reduced and the spectrum is shifted down. An e
further reduction in positive anisotropy between 2 and 4

FIG. 2. Upper panel: Measured RA spectra for In-rich and l
In-rich InP~001! surfaces from Refs. 15~a! and 17 ~b!. Lower
panel: RA spectra calculated for the structural models shown in
1. The zero line in each spectrum is indicated by a horizontal do
line.
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occurs for the top-P-dimer and mixed-dimer structures, f
turing a single P-P or In-P dimer, respectively, on top of
In-terminated substrate. The described evolution of the sp
tra in the high-energy region shows a correlation between
positive anisotropy and the formation of P-P dimers. Sim
taneously with the downshift of the spectrum, also a ‘‘thre
buckle shape’’ develops. This closely parallels the evolut
of the experimental spectra with increasing In coverage
again resembles earlier theoretical work for GaAs~001!.5,12

All structures investigated give rise to a local minimum
derivativelike feature around 2.5 eV, which is only weak
dependent on the structure and stoichiometry of the surf
A similar feature characterizes the measured spectra a
energy of 3.0–3.2 eV. The calculated and measured min
thus coincide with the respectiveE1 peaks of the InP bulk
optical spectra.

The general line shape of the calculated spectra an
particular the evolution of the spectra with structural chan
is in fair agreement with the experimental findings for d
ferent growth conditions. The agreement, however, is
from perfect.~i! The calculated anisotropies are about thr
times larger than measured. This overestimation can be
plained partially by the strong temperature dependence of
measurements as discussed above, and the existence o
fects and domain boundaries at the sample surface,21,22

which can be expected to have a strong effect on the R44

Furthermore, the calculated surface phase diagram24 suggests
a coexistence of different surface geometries for intermed
values of the In chemical potential. The measured spe
may thus present a superposition of different contributio
~ii ! Apart from the different peak heights, the energetic p
sitions of the calculated peaks also deviate from experim
This deviation cannot be remedied by a rigid shift of t
conduction bands towards higher energies: The low-ene
part of the measured spectra is nearly correctly describ
despite the underestimation of the InP bulk excitation en
gies in the underlying DFT-LDA calculation as discussed
the Introduction. This holds in particular for the strong neg
tive anisotropy around 1.7 eV, which is entirely due to tra
sitions between surface states, as will be shown below.
energies larger than about 2 eV, on the other hand, we
serve a distinct redshift in the calculated spectra. Quasip
cle calculations for semiconductor surfaces including ma
body effects in theGW approximation45–47 have shown that
bulk- and surface-state energies may experience diffe
shifts with respect to the eigenvalues of the underlying DF
LDA calculation. In particular, Hybertsen and Louie45 point
out that, depending on the orbital character of the spec
states, the surface gap may actually open less than the
gap, when self-energy effects are included in the calcu
tions. A fortuitous cancellation of self-energy and electro
hole interaction effects48 may also contribute to the differen
shifts of the bulk- and surface-related peaks in the calcula
spectra in comparison to the measurements. Unfortuna
both self-energy and electron-hole interaction effects are
yond the scope of the present study.

B. Origin of RA features

We have shown above that the surface atomic struc
strongly influences the calculated RA. Moreover, a heuris
correlation between structural units, such as In-In bonds

s

g.
d



un

o
s
en
s
o

nd
ny
u
c

ul

,
he
nt
ic
a

o

a
Th
ro
e
ca
ed
w
su
a
om
a

nd

-

se

of
of
rre-

-
del
py
the
be-
en

nd
n

at

ted

he
is

ally
r-
-

lso

g
cal-
d
red

d

m
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P-P dimers, and specific spectral features has been fo
Similar findings exist for GaAs~001!.12 This does not ex-
plain, however, the origin of the surface RA. In the case
GaAs~001! there is an ongoing discussion: Some author41

attribute the RA mainly to electronic transitions betwe
surface-perturbed bulk states. Others assign the feature
the calculated RA to particular transitions between pairs
surface states5 or to transitions between bulklike states a
surface states.6 It has also been hypothesized that in ma
cases RAS line shapes have little to do with the atomic s
face structure, but are rather determined by surface-indu
changes in the excitonic and local-field effects on b
transitions.49,50

In order to clarify the origin of the RA in the case of InP
we perform additional calculations. In Fig. 3 we show t
calculated RA for the different surface geometries taking i
account only transitions within the uppermost four atom
layers. These are the layers where most of the structural
electronic modifications occur, which cause the surface
reconstruct. The calculated spectra are rather similar to th
calculated for the complete slab~Fig. 2!. This holds in par-
ticular for the negative anisotropy around 1.7 eV, which c
therefore be attributed to transitions near the surface.
anisotropies at higher energies are also fairly well rep
duced by including near-surface transitions only. Howev
their magnitude is somewhat reduced with respect to the
culation for the full slab. This indicates that surface-modifi
bulk states do contribute in that energy region. Also sho
in Fig. 3 are the parts of the reflectance anisotropy that re
from transitions below the uppermost four layers. For
investigated structures these transitions between pred
nantly bulklike states give rise to a broad and relatively sm
positive anisotropy with a maximum around 3.7 eV a
weak local minima close to the energies of theE1 and E08
peaks of the bulk optical spectrum~at 2.5 and 4.2 eV, respec

FIG. 3. Calculated RA spectra for InP(001)(234) surface
structures considering only transitions within~below! the upper-
most four atomic layers are shown by solid~dashed! lines. The
latter have been scaled by 5. The zero line in each spectru
indicated by a horizontal dotted line.
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tively!. An additional shoulder at 3.1 eV appears in the ca
of the mixed-dimer and top-P-dimer structures.

A more detailed investigation requires the knowledge
the InP~001! surface band structure. A theoretical analysis
the InP surface bands and the orbital character of the co
sponding states has recently been published42 and is in agree-
ment with the experimental data available to date.51 In Fig. 4
we show the calculated RA for the mixed-dimer andb2
models of the InP~001! surface attributed to transitions be
tween specific states. In the case of the mixed-dimer mo
we find that the main contribution to the negative anisotro
below 2 eV, which above has been shown to be linked to
existence of In-In bonds, comes indeed from transitions
tween In-In bonding-related states: Transitions betwe
V1/V3 andC2 –C4 ~notation from Ref. 42! give rise to a
sharp negative peak at 1.8 eV.V1 and V3 are occupied
s-like In-In bonding states close to the bulk valence-ba
maximum~VBM ! of InP. Their orbital characters are show
in Fig. 5. These are bound surface states around theK point
of the SBZ.42 C2 –C4 are empty dangling bonds localized
threefold-coordinated surface cations~cf. Fig. 5!. Their ener-
getical positions are within the upper part of the projec
bulk band gap. Transitions betweenV1/V3 andC2 –C4 ac-
count for about two-thirds of the negative anisotropy in t
low-energy region. A smaller contribution around 1.6 eV
due to transitions betweenV2 andC1.V2 corresponds to a
lone pair of electrons at the topmost P atom, energetic
slightly below the bulk VBM. The lowest unoccupied su
face state,C1, contains contributions from empty In dan
gling bonds and an antibondingp* combination of In-P
dimer states. States comparable toV1 andV3 andC2 –C4,
both in energetical position and orbital character, are a
found at the In-In bonds of the top-P-dimer model and thea
structure of the InP~001! surface. This explains the stron
correlation between the number of these bonds and the
culated ~and measured! RA below 2 eV, as demonstrate
above. Similar states also exist at In-In bonds of In-cove
GaAs~001! surfaces,52 Ga-Ga dimers of~432!-reconstructed
GaAs~001! surfaces,53 and Ga-Ga bonds of Sb-covere

is

FIG. 4. Calculated RA spectra for the mixed-dimer~left panel!
and b2 structure of the InP(001)(234) surface. Only transitions
between the indicated electronic states~see text! are considered.
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2238 PRB 59SCHMIDT, BRIGGS, BERNHOLC, AND BECHSTEDT
GaAs~001! surfaces.54 In all these cases a strong negati
RA around 2 eV has been observed experimentally.55,20,9

There exists thus a strong correlation between struct
units such as cation-cation bonds and specific line sha
even for chemically different systems. However, a word
caution is in order. Pronounced cation-cation bonds also
cur at the GaAs(001)a(234) surface. The cation-derive
surface states are, however, resonant with the projected
states.56 Accordingly, no, or only comparatively little, nega
tive anisotropy appears in the corresponding R
spectrum.12,20

P-P dimers inb2 or a geometries give rise to a relativel
broad positive anisotropy with calculated maxima around
and 3.4 eV, as shown above. This anisotropy obviously c
not be due to transitions between bound surface states o
In Fig. 4 we show that transitions between bound surf
states and surface resonances play a decisive role in the
of the InP(001)b2(234) surface: Transitions between o
cupied antibondingp* combinations of P-P dimer state
which lie slightly below the bulk VBM and are boun
around theK point of the SBZ,42 and unoccupied surfac
resonances cause a broad positive anisotropy over the
energy range. Strong positive RA features at 2.3 and 3.4
arise from transitions between occupied surface resona
and emptysp2 orbitals localized at the threefold coordinate

FIG. 5. Contour plots of the squared wave functions atK
for surface localized states of the mixed-dimer model of
InP(001)(234) surface. The contour spacing is 7.531024 e/

Bohr3. The wave functions are plotted in (110̄) and~110! planes,
containing the second-layer cation-cation bonds and the In-P di
respectively.
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surface cations bonded to the P-P dimers. Such states
typical for a andb/b2 structures of III-V~001! surfaces.42,56

They are mainly responsible for the appearance of the ‘‘ca
elback’’ spectrum shape associated with the existence of
ion dimers. The single P-P dimer of the top-P-dimer mod
and the In-P dimer of the mixed-dimer structure are n
bonded to threefold-coordinated cations~cf. Fig. 1!. Accord-
ingly, no, or only little positive anisotropy shows up in the
RA spectra.

Our assignments of specific features in the RA spectra
transitions involving characteristic surface states agree w
earlier tight-binding findings for GaAs~001!.5 The agreement
may, however, be somewhat fortuitous: The tight-bindin
calculations modelled the surface geometry by dimers
ranged in~132! units. Thus the electron counting rule wa
violated and the surface geometry could only be appro
mated.

The contribution of surface states to the calculated R
seems to be larger for InP~001! than recently found for
GaAs~001!.41 This can at least partially be explained by th
differences between the surface band structures of InP~001!
~Ref. 42! and GaAs~001!.56 In particular, the density of un-
occupied surface states in the region of the projected b
band gap is much higher in InP. This difference is in tu
related to the larger size of the In atoms, leading to a redu
energy splitting between bonding and antibonding orbi
combinations.

IV. SUMMARY

We calculated the reflectance anisotropy spectra for en
getically favored structural models for the InP(001)(234)
surface. Our results compare reasonably with experimen
one considers that many-body effects beyond the DFT-LD
are neglected and that the calculations are restricted to id
surfaces at zero temperature. The calculated spectra sup
the existence of different surface structures, dominated
In-In bonds along@110# and In-P or P-P dimers parallel to

@11̄0#, depending on the particular experimental condition
We find that surface states related to structural units, such
cation-cation bonds, threefold-coordinated surface catio
and anion-anion dimers, give rise to characteristic fing
prints in the reflectance anisotropy. As shown by comparis
to GaAs~001!, however, these fingerprints are not necessar
universal and have to be established for the investigated
terial.
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