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Dispersion and tunneling analysis of the interfacial gate resistance in Schottky barriers
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We present a theoretical explanation of the interfacial component in the gate resistance of Schottky-barrier-
gate field-effect transistors~SBGFETs!. This component was recently established and was found, for GaAs-
and InP-based SBGFETs, to have the smallest practically achievable normalized valuer gi on the order of
1027 V cm2. We show thatr gi in this range can be modeled as an ac tunneling resistancer IT between the
three-dimensional~3D! gate metal and the 2D semiconductor surfaces states. We extend Cowley and Sze’s
static Schottky-barrier lineup model to include high-frequency modulation of the surface-state occupation by
an ac gate voltage. We find that, sincer IT is not simply a dc resistance in series with the standard parasitic gate
resistance, the resulting experimentally observedr gi is smaller by an amount that depends on the interfacial
layer and surface-state density. However, for the typically observed values,r gi acts like a series resistance up
to presently attainable frequencies. Thus, while Cowley and Sze’s phenomenological ‘‘interfacial layer of the
order of atomic dimensions’’ is more or less ‘‘transparent to electrons,’’ it presents a resistance that cannot be
ignored at microwave and millimeter-wave frequencies. We apply our theory using interfacial-layer parameter
values corresponding to alternative models for Schottky-barrier formation, and compare the predictions to
experimental observations. Our results are consistent with models that involve defects near the semiconductor-
metal interface.@S0163-1829~99!10119-X#
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I. INTRODUCTION

We recently established1,2 a previously overlooked inter
facial componentRgi in the gate resistanceRg of Schottky-
barrier-gate field-effect transistors~SBGFETs! such as
modulation-doped field-effect transistors~MODFETs! and
metal-semiconductor field-effect transistors~MESFETs!. Rgi
was shown experimentally to dominate the input resista
Rin of short-gate high-speed SBGFETs. The other two co
ponents, the gate metallization resistanceRga and the gate-
source capacitance charging resistanceRi ~or RGS), used in
the past to account fully forRin , were shown to be of sec
ondary importance for these FETs. Furthermore, the s
effect correction factor toRga was shown by three
dimensional~3D! numerical analysis to be negligible at an
presently attainable frequency.Rgi is thus of practical impor-
tance to the performance, modeling, and optimization
high-speed SBGFETs, as discussed in Ref. 2. The origi
Rgi was proposed to be an interfacial barrier between
gate metal and the semiconductor surface. A large numbe
data on a variety of InP- and GaAs-based SBGFETs sugg
that a smallest routinely achievable normalized interfac
gate resistancer gi is on the order of 1027 V cm2.2 In this
paper we theoretically evaluate the notion that this minim
value is related to the behavior of a Schottky barrier form
as ideally as a practical manufacturing environment will
low. The paper has essentially three parts. The first inve
gates the frequency dependence of the admittance of su
‘‘practically ideal’’ Schottky barrier. The second develops
theory for electron tunneling between the metal and se
conductor surface states and compares this with an exis
theory. The third part uses the theory to calculate the in
facial resistance componentr IT in the admittance, and th
resulting measurable interfacial gate resistancer gi , assuming
alternative models for Schottky-barrier formation found
the literature.
PRB 590163-1829/99/59~20!/13102~12!/$15.00
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II. THE COWLEY-SZE MODEL AS A BASIS FOR
ANALYZING THE INTERFACIAL GATE RESISTANCE

As discussed in Ref. 2, we considerr gi53
31027 V cm2 the lowest reproducible value for our epita
ial III-V semiconductor material system, and 0.1-mm gate
process.5 Experimental variations in this value may occ
due to differences in wet chemical cleanup of the deep s
micron openings in the resist prior to gate evaporation, a
in surface oxidation between the clean-up dip and evap
tion. For some individual devices with longer gates we ha
seen values as low as 431028 V cm2, however, the correc-
tion term for the channel resistance in series withr gi is over-
estimated for longer gates with the method used.2 In this
respect, deep submicron devices are particularly well su
for studying the interfacial gate resistance. Also, to prope
subtract out other components in the gate resistance,
should look at several gatewidths for each gate length,2

something we have only been able to do for our standard
mm-long gates. Although it is easier to clean up a large re
cut prior to evaporation, our sintered gate process5 should
result in a Schottky barrier that approaches the physic
ideal. Summarizing the experimental findings, there appe
to exist a smallest valuer gi

(min) for the interfacial gate resis
tance which is on the order of 1027 V cm2, and which we
believe corresponds to a metal-semiconductor interface
of contaminants.

A widely used, and analytically tractable, model f
Schottky-barrier formation is that by Cowley and Sze.3,4

They explained the barrier heights of a variety of metals
Si, GaP, GaAs, and CdS, by assuming the existence o
interfacial layer between the metal and semiconductor. T
has to have a thickness that is on the order of a few ato
layers to be transparent to electrons, and has to withsta
potential across it to account for the deviation of real barr
heights from the difference between the metal work funct
13 102 ©1999 The American Physical Society
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FM and the semiconductor affinityXsc. An interfacial layer
with 4–5-Å-thickness, and vacuum electronic properti
was assumed. While this picture is not a precise represe
tion of physical reality, it can explain the behavior of a wid
variety of barriers, and it probably does contain the mac
scopic physics of Schottky barriers. Its simplicity and ada
ability make it a potentially attractive basis for analyzing t
interfacial gate resistance. However, the tunneling beha
of Schottky barriers in the Cowley-Sze model is much m
sensitive to details of the representation than is the ba
height. It becomes important to understand more precis
the physical situation that the Cowley-Sze interfacial la
represents.

First-principles models for Schottky-barrier formatio
typically assume an ideal barrier in the sense that the m
and semiconductor atoms are nearest neighbors,6–8 with no
interpenetration of materials. In the most ideal case,6 metal
electron wave functions penetrate into the semiconduc
where they populate part of a continuum of gap states, wh
are referred to as MIGS, for metal-induced gap states.
Fermi level is pinned near a ‘‘canonical’’ energy, which is
function of the bulk semiconductor band structure, and c
responds to local charge neutrality.9 This picture of
Schottky-barrier formation is controversial, and its failu
upon closer inspection,7,8,10,11 to predict the generally ob
served essentially metal-independent Fermi level pinn
suggests that the problem is more complicated than assu
The most likely complication is that defects, with associa
energy levels pinning the Fermi level inside the forbidd
gap, form in the semiconductor close to the interface. Th
are many possible alternative microscopic origins of th
defects, including antisites~for III-V compounds! and
vacancies,8,11 new chemical compounds, and changes
atomic geometry.10 These can be affected by such factors
morphology, stoichiometry, surface reconstruction, surf
preparation, and metal reactivity.12 One prominent defec
model relies on semiconductor native defects,13,14 and is in
its final refined form14 referred to as the advanced unifie
defect model~AUDM !. Another proposed complication i
the formation of a thin bond-disordered layer in the semic
ductor near the interface, resulting in a continuum
disorder-induced gap states~DIGS!.15,16Similar to the MIGS
case, the Fermi level is proposed to be pinned near a ‘‘n
tral level’’ which depends only on the bulk semiconduct
band structure. Some combination of these17 and other
mechanisms18,19 may be involved in determining the barrie
height.

While the details of why the midgap states come to ex
differ radically in all these pictures, the existence of a dip
layer between the metal and semiconductor is not contro
sial. Thus in some sense, the Cowley-Sze model can
adapted to any physical reality, whether it corresponds
barrier dominated by MIGS, defects, or bond disord
through judicious choice of the properties of the interfac
layer and midgap states. For some interfacial conditions
Cowley-Sze model is not just a convenient construct for a
lytical modeling, but also a good physical representation
addition to the case of a thin native oxide, surface rec
struction of GaAs has been proposed to result in true M
like ~MIS denotes metal-insulator-semiconductor! Schottky
barriers.20 In Secs. III and IV, we will use the Cowley-Sz
,
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picture to lay the theoretical groundwork for the existence
the interfacial gate resistance, without tying it to any partic
lar physical interpretation. In Sec. V we will examine th
interfacial gate resistance that we predict for differe
choices of interfacial-layer properties, appropriate to diff
ent physical models.

III. THE MODULATION DYNAMICS OF THE
SEMICONDUCTOR SURFACE STATES IN A SCHOTTKY

BARRIER AT MICROWAVE
AND MILLIMETER-WAVE FREQUENCIES

The interfacial-layer model3,4 was developed to explain
the static lineup of the bands. Similar models have been u
to analyzeI -V and low-frequencyC-V characteristics.21–25

In this section we will use the model to understand quant
tively how an interfacial layer can produce a dominant co
ponent in the important parasitic gate resistance of hi
performance Schottky-barrier FETs.2 We will thus examine
the effect of modulating the metal~gate! voltage at micro-
wave and millimeter-wave frequencies. At these frequenc
and normal bias, recombination of bulk semiconductor c
riers at the surface state can be neglected. This makes
admittance analysis considerably less complicated than
Refs. 21, 22, and 25.

Figure 1 corresponds closely to Sze’s Fig. 15.4 In Sec. V,
we will consider situations where the interfacial layer is no
vacuum, and we have therefore introduced an affinityXi , a
conduction-band edgeECi , and a valence-band edgeEVi for
the interfacial layer. Otherwise we use the same nomen
ture, with a few exceptions (di , Vi , Xsc, and Vsc). The
signature difference is that we let a nonstationary voltagV
be applied to the metal. This results in a varying electr
quasi-Fermi levelEFsc in the semiconductor, and a Ferm
level split EFi5EFS2EFM across the thin interfacial layer
where EFS and EFM are the Fermi levels for the surfac
states and the metal, respectively. Sze’s built-in voltageVBI
in the semiconductor~sc! will also change, and we denot
this modified voltageVsc. Ideally, Vsc5VBI2V, but even at
dc this is generally not the case.24 We are interested in small
signal ac variations, prefixed byd, in a bias and frequency
regime not dominated by dc conduction across the semic
ductor barrier. We will see a deviation from ideality due
the voltage division between the semiconductor and the
terfacial layer. The ac driving forcedV will result in simi-
larly denoted ac variations in the ‘‘primary’’ variablesEFi ,
Vi , and Vsc. Variations in Qsc, QM , QS , and J can be
expressed in terms of these. The other parameters in F
are fixed, independent ofV.

The voltage division is expressed by

dV52dVi2dVsc. ~1!

Charge conservation requires that

dQsc1dQM1dQS50, ~2!

where

dQsc5cD~Vsc!dVsc, ~3!

dQM52cidVi , ~4!
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and

dQS52cS~dVi1dEFi /q!. ~5!

cD(Vsc) is the doping- and structure-dependent semicond
tor depletion capacitance per unit area. The other two n
malized capacitances are

ci5
« i

di
~6!

for the interfacial layer, and

cS5q2DS ~7!

for the surface states, whereDS is the density of surface
states at the bias position ofEFS . Some defect models in
volve sharp peaking ofDS(E) at the pinning position.13 The
MIGS model6 suggests a rather uniform distribution whic
tends to increase near the valence- and conduction-b
edges. In the DIGS model15,16 the Fermi level is pinned nea
a pronounced minimum inDS(E). These details do not af
fect our analysis. For smalldEFi , the tunneling current den
sity dJt can be expressed in terms of a linear resistance,
interfacial tunneling resistancer IT . dJt is a real~in-phase!
conductive current in the interfacial layer, and the metal; i
unlike the parallel displacement current, it does not cont
ute to the metal chargeQM . Like the displacement curren
however,dJt is an ac current. It is proportional to the sma
ac ‘‘unpinning’’ of the Fermi level, described bydEFi :

dJt5
ddQS

dt
5 j vdQS5

dEFi /q

r IT
. ~8!

The standard dc diode current across the depletion region
be accounted for in the equivalent circuit by conductance

FIG. 1. Cowley and Sze’s energy-band diagram~Ref. 4! for a
metal-semiconductor~n-type! contact with an interfacial layer. The
electron energyE is referenced to the bottom of the metal condu
tion band. The voltage dropsVi andVsc, and the Fermi energy spli
EFi are positive as drawn.
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parallel with the gate-source and gate-drain capacitan
These conductances are negligible at high frequency, and
ignore them.

The preceding equations lead to solutions, first for
voltage division:

dVsc

dV
52

1

11
cD

ci1
cS

11 j vcSr IT

, ~9!

and ultimately for the admittance per unit area:

y~v!5
dJ

dV
5 j vcDS 2dVsc

dV D5
j vcD

11
cD

ci1
cS

11 j vcSr IT

.

~10!

For the total ac current densitydJ in Eq. ~10!, we used the
expressionj vcD(2dVsc) which is valid in the depletion re-
gion. The expressiondJt1 j vci(2dVi), valid in the metal
and interfacial layer, leads to the same result, as it sho
The denominator in Eq.~9! is the ac ideality factor associ
ated with a nonideal (ci,`) interface. Not surprisingly, the
result in Eq.~10! is very similar to that of a metal-oxide
semiconductor~MOS! analysis. In fact, the result of Ter
man’s original MOS admittance analysis@Eq. ~13! in Ref.
26# is identical to our Eq.~10!, after exchanging his param
eters«ox /Wox , CD , udQs /dVsu, andt with our cD , ci , cs ,
andr ITcs , respectively. The parameter exchange stems fr
the surface states, in our case, communicating with
nearby metal, rather than with the semiconductor. Terma
‘‘energy loss mechanism,’’ associated with charging and d
charging the surface states through the semiconductor,
comes in our case the loss due to tunneling through the
terfacial layer. The equivalent circuit for the admittance
Eq. ~10! is shown in Fig. 2~a!. We also show the circuit in
Fig. 2~b! because it corresponds to the standard zero d
basis SBGFET equivalent circuit in Ref. 2, Fig. 4~without
the source and drain access resistances!, used to extract the
gate resistance. It has the simple one-pole admittance

y~v!5
j vcg

11 j vr gicg
. ~11!

With

r gi5
r IT

~11ci /cS!2
~12!

and

cg5
cD

11@cD /~ci1cs!#
, ~13!

the circuit in Fig. 2~b! has the same admittance as that in F
2~b!, to second order inj v. We have thus identified the
phenomenological, experimentally inferred, interfacial g
resistancer gi in terms of the underlying physical tunnelin
resistancer IT , the interfacial layer capacitanceci , and ca-
pacitancecs associated with the surface states. We have a

-
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identified the normalized SBGFET gate capacitancecg as
beingcd andci1cs in series. The denominator in Eq.~13! is
the dc limit of the ac ideality factor discussed above. It
consistent with the dc analysis in Ref. 24 in the bias regi
where the surface states are in equilibrium with the me
The value is close to unity for a physically ideal GaA
Schottky barrier, and presumably also for AlInAs, since
have found essentially the samer gi

(min) for AlInAs and GaAs
Schottky-barrier layers. For GaAs we can demonstrate
by assuming, as suggested in Ref. 3, interfacial-layer par
etersdi55 Å and« i5«o , and using the relation

g5
]FB0

]FM
5

1

11q2DSdi /« i
~14!

for the sensitivity of the Schottky-barrier height to me
work function and its 0.074 experimental value,3 to calculate
DS51.3831014 cm22/eV. This results incs522 mF/cm2

and ci52.0 mF/cm2 ~the latter being quite similar to tha
extracted for metal-Si diodes by fitting interfacial-lay
theory to experimentalI -V curves23!. With a typical deple-
tion capacitancecD50.45 mF/cm2, corresponding to a
25-nm gate-channel spacing, the dc limit of the ideality fa
tor is 1.02.

Figure 3 shows that the two circuits in Fig. 2 are, for o
model GaAs Schottky barrier, practically equivalent up
very large frequencies. We have plotted the equivalent se
capacitance Im(y)/v, and ther gi estimate Re(y)/Im2(y),2

applied to Eqs.~10! and~11!. Equations~12! and~13! deter-
mine ther gi and cg used in Eq.~11!. The choicer IT52.18
31027 V cm2 is based on results in Sec. V. It leads tor gi
51.8431027 V cm2, which is in the range of the exper
mentally observedr gi

(min) . At frequencies.100 GHz devia-
tions develop, but these are insignificant compared to
experimental uncertainties. Thus, there is no bypassing
r gi

(min) at practical frequencies. The frequency independe
of Re(y)/Im2(y) reinforces its usefulness in providing a
estimate of the gate resistance, although a better ch
would have been Re(1/y). For the cases we study, the tw
lead to indistinguishable results.

FIG. 2. ~a! Equivalent circuit for the admittance in Eq.~10!, and
~b! the standard FET equivalent circuit, corresponding to Eq.~11!.
The two are equivalent to second order inj v.
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The results in this section indicate that the minimum
terfacial gate resistance that we extracted in Ref. 2 is con
tent with metal-to-surface-state tunneling, and does not
away at high frequencies of interest. The model has b
developed consistently with Cowley and Sze’s classi
interfacial-layer model for Schottky-barrier formation. W
now move on to develop the tunneling theory to be used
Sec. V to predict the interfacial tunneling and gate res
tances with different representative interfacial-layer para
eters.

IV. THEORY FOR THE INTERFACIAL
TUNNELING RESISTANCE

Of the earlier modeling work referenced above, on
Freeman and Dahlke21 analyzed the physics of the tunnelin
problem. They developed a theory for tunneling through
insulator between metal and surface states in a MIS struct
The natural application for this theory is silicon MOS, whe
the oxide insulator is intentionally present. A small dc cu
rent can still flow because of tunneling, the presence of c
riers at the semiconductor interface, and their recombina
at the interface states. Our situation is quite different in t
~1! the tunneling barrier is an unintentional interfacial lay
with thickness on the order of a few monolayers; and~2! we
are interested in frequencies and biases where the su
states communicate only with the adjacent metal, i.e., we
neglect generation and recombination of bulk carriers at
surface states. Nevertheless, this situation is a special
for which the theory in Ref. 21 applies. Our analysis of t
tunneling current will, however, differ from that in Ref. 21 i
one major and several minor respects. The major differe
is the quantum mechanical representation of the surf
state. Reference 21 treated the surface states as a
dimensional electron gas confined in the interface plane b
one-dimensionald potential. The effects of lateral localiza
tion were accounted for by a phenomenological tunnel
capture cross section. We calculater IT from tunneling to
individual, localized states using Fermi’s golden rule, as
translates to tunneling current,27 and Bardeen’s method28 for
calculating the tunneling matrix element. We will point o
the minor differences at the appropriate points of the ana
sis, and in the end compare the theory in Ref. 21 with ou

FIG. 3. Frequency dependence of the equivalent seriesR-C cir-
cuit elements for the admittances in Eqs.~10! and~11!, with typical
value for the interfacial gate resistance (r gi'r gi

(min)).
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A. General formalism for tunneling between metal
and surfaces states

The tunneling problem to be solved here is illustrated
Fig. 4. Energy (E), transverse momentum (kxy), and spin are
conserved. We do not consider inelastic tunneling and o
possible complications.29 The expression for the metal-to
surface state tunneling current density27 is

Jt5
q

p\E d2kxyE dE@ f ~E2EFi !2 f ~E!#

3rS~E2EFi !rM~E,kxy!uMSM~E,kxy!u2. ~15!

E is referenced to the bottom of the metal conduction ba
and the Fermi distributionf has thus been raised on the sem
conductor side byEFi due to the applied biasV ~Fig. 1!. rM
is the one-dimensional density of states in the metal, spin
included. With cosine wave-function solutions~Fig. 4! and
associated~nonperiodic! boundary conditions,rM is given
by

rM~E,kxy!5
LM

p S ]E

]kz
D 21

5
LMmM

p\2kz~E,kxy!
, ~16!

whereLM is the thickness of the metal,kz is the component
along thez axis of the wave vector, andmM is the electron
effective mass in the metal. Assuming isotropic effect
mass,kz is given by

kz
2~E,kxy!5

2mME

\2 2kxy
2 . ~17!

The density of surface states is

rS~E!5(
s8

d~E2ES8!, ~18!

FIG. 4. Detailed energy-band diagram for the metal-to-surfa
state tunneling problem. In Ref. 21 the potential well for the surf
state is a 1D d-function potential @d(z);ws→0,Us→`,wsUs

5const# in thexy plane. In our alternative picture the well is a 3
u-dependentd potential @g(u)d(r );ws→0,Us→`,ws

2Us5const#
centered at the individual surface state.
er

d,
-

ot

where theES8’s are the energies of the surface states. W
will solve for the tunneling current from a single surfac
state~energyES) to the metal, and then perform the sum
which can be expressed as an integral:

(
S8

5AxyE dES8DS~ES8!, ~19!

whereAxy is the cross-sectional area in thexy plane, and the
integral should be taken over theEFi gap in Fig. 1. For our
small excursions from equilibrium, the sum becomes the f
tor AxyDSEFi .

The factor of 2 for spin is already included in Eq.~15!,27

thus the absence of it in both Eqs.~16! and~18!. This is the
first minor modification of Ref. 21.MSM is the tunneling
matrix element, calculated by Bardeen’s method:28

MSM~E,kxy!52
\2

2mi
E

SSM

dS~CS*“CM2CM“CS* !,

~20!

where mi is the electron effective mass in the interfac
tunneling barrier,CS is the surface-state wave function, an
CM is the metal electron wave function.SSM is a simple, but
arbitrary-shaped, surface that completely separates the
face state from the metal, and lies in the barrier region
tween the two.

B. Models for the tunneling barrier, metal wave-function tail,
and effective masses

Before we can determine the two wave functions in E
~20!, we must define the details of our tunneling proble
Considering that we are interested in very thin layers w
only approximately known characteristics, we neglect det
in the barrier shape, and changes to this induced by the
voltage. We thus assume a constant square barrier he
EB , which implies thatVi in Figs. 1 and 4 is zero. For a
intermediate metal work function (FM'4.9 V), this is a
good approximation for GaAs, but one can expectVi to vary
approximately 60.8 eV with different metals~Al,Ti,Pt,
Mo!.30 The applied ac voltage is too small to significant
affect the barrier. The variability on the metal side of t
barrier is overshadowed by the image force31 indicated quali-
tatively in Fig. 4. We express the tunneling barrier in term
of quantities on the semiconductor side in Fig. 4:

EB5FB01Xsc2Xi . ~21!

Using Eq. ~3-99! in Ref. 31, the image force extends th
range of the metal potential beyond the background io
core by

Ddi5
q2

16p« i
(`)EB

EFM

EFM1EB
, ~22!

at E5EFM . In the simple free electron gas modelEFM is
expressed as

EFM5
\2kFM

2

2mM
, ~23!

in terms of the Fermi sphere radius:

-
e
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kFM5~3p2nM !1/3'1.2 Å 21. ~24!

nM is the concentration of metal carriers, assumed to
equal to the atomic concentration ('631022 cm23). « i

(`) is
the high-frequency dielectric constant appropriate
tunneling.32 The tunneling distance for electrons at the Fer
level will be reduced from the geometrical interfacial-lay
thicknessdi to di8 given by

di85di2Ddi . ~25!

Judging from the predicted 9–14-eV occupied depthsEFM of
the metal conduction band for Ag, Au, and Al,7,8 a represen-
tative choice formM is one-half of the free electron massm0.
The correspondingDdi is 0.5 Å for a metal-vacuum inter
face, and 0.3 Å for a metal-GaAs interface. The actual b
rier narrowing could be different by an amount that is pro
ably less than these estimates themselves. Two oppo
effects have been neglected. The first is a negative shi
the z position (z5di in Fig. 4! of the effective image plane
for an electron far removed from the metal~see Ref. 33, and
references therein!. The second is a positive shift of thez
position where the electron energy becomes effectively z
(z5di in Fig. 4!, due to partial depletion of a thin meta
surface layer~see, for instance, Fig. 1 of Ref. 34!. Additional
effects that occur for real atomic metals33 are too complex to
include in our simple model. To estimate the lowered bar

EB85EB2DEB , ~26!

we again apply Eq.~3-99! of Ref. 31, and use, as a uniforml
lowered barrierEB8 , the value calculated at the midpointz
5(di2Ddi)/2. Thus, the barrier lowering is estimated as

DEB5EFM1EB2
~EFM1EB!2

EFM1EB1
q2

8p« i
(`)~di1Ddi !

.

~27!

Assuming a constant barrier~and barrier lowering! is
reasonable,34 particularly considering the uncertainties in p
rameter values. It allows us to integrate Eq.~15! directly,
which is the second minor modification to Ref. 21.

In the third modification to Ref. 21, we allow for differen
electron effective mass in the metal (mM), interfacial layer
(mi), and semiconductor (msc). With the varying effective
mass, we determine the metal wave function in the tunne
region by matchingCM and m21]CM /]z ~Ref. 27! at the
effective metal-barrier interfacez5di85di2Ddi ~Fig. 4!.
The alternative WKB approach used in Ref. 21 for a const
mass would require the generalization described in Ref.
for position-dependent mass. With the wave-function mat
ing approach, the metal wave-function tail in the tunneli
layer is given by

CM5S 2

AxyLM
D 1/2 mikz

AmM
2 hb

21mi
2kz

2
e2hb(di82z)eikxyrxy,

0,z<di8 . ~28!

kxy andkz are related by Eq.~17!, with E5EFM @Eq. ~23!#,
i.e.,
e

r
i
r

r-
-
ing
in

ro

r

g

nt
7
-

kxy
2 1kz

25kFM
2 . ~29!

hb is the interfacial layer decay factor:21

hb~kxy!5
1

\
A2miEB81\2kxy

2 . ~30!

r xy is the transverse component ofr in Fig. 4, i.e., the pro-
jection of r onto thexy plane. If the interfacial tunneling
layer is not a vacuum (mi5m0 ,Xi50), but instead is an
oxide, or the semiconductor itself, the uncorrected barrie
Eq. ~21! can be expressed in terms of the interfacial-lay
conduction-band edgeECi , and the surface-state energyES :

EB5ECi2ES . ~31!

In the case of a semiconductor interfacial-layer barrier,
associated effective massmi for tunneling in the forbidden
gap can be estimated fromk•p theory35 in terms ofES and
the valence-band edgeEVi :

mi

m0
5

~ES2EVi!~ES2EVi1D!

EP~ES2EVi12D/3!
. ~32!

This expression comes from Kane’s secular equation for
three-band ‘‘small-gap’’ case.EP is an interaction energy
('23 eV for III-V semiconductors!, and D is the valence-
band spin-orbit split atG ~0.34 eV for GaAs!. For a GaAs
interfacial-layer tunneling barrier, withEB5EC2ES50.85
eV, the associated tunneling effective mass is 0.031m0. This
is a very small value, about one-half of the conduction-ba
(G) effective mass@me50.067m0 ~Ref. 36!#. It corresponds
to a 6.3-Å characteristic distance 1/2hb(0) for the radial
exponential drop in electronic charge of the individual sta
This is roughly consistent with the 2.8-Å one-dimension
decay length of MIGS (dMIGS) that results from averaging o
the electronic charge parallel to the interface~Ref. 6, Fig.
13!.

In Sec. IV C below, we will refer to the decay constan

hs~0!5
1

\
A2msc~EC2ES! ~33!

of the surface-state wave function. This will describe t
decay into the bulk of the semiconductor, beyond the tunn
ing barrier.msc is given by the right-hand side of Eq.~32!,
without thei subscript. For GaAs it turns out thatmsc is well
approximated by a simple analytical parabolic continuat
of the conduction band and the light hole valence band:

msc

m0
5

me

m0

mlh~ES2EV!

mlh~ES2EV!1me~EC2ES!
. ~34!

With k•p theory as the basis, this is not surprising since
heavy hole valence band, to zeroth order, does not coup
the other bands in the ‘‘small-gap’’ approximation,35 and the
split-off valence band lies deeper. We will use Eq.~34! for
the evanescent wave function in the semiconductor. T
model for msc appears similar to the approach in Ref. 2
where the semiconductor decay constant was also expre
in terms of a parabolic continuation of the conduction ba
and a valence band into the band gap. However, there
two bands were assumed to have the same effective m
~the free electron massm0), and the approach led to a com
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plicatedhs(kxy) dependence that we do not see, using
k•p result. If we apply Eq.~32! to the case of a typical oxide
barrier (ECi2ES54 eV, ES2EVi55 eV, Eg59 eV, Xi
51 eV), assuming that the interaction energyEP is the
same as for III-V semiconductors~23 eV! and that the spin-
orbit splitting D is negligible, we predictmi50.22m0. This
is not dramatically different from the 0.29m0 used in Ref. 32,
and by us in Sec. V, for Al2O3. Still, our approach is only
approximate when we are dealing with a deep localized le
whose wave function is made up ofk vectors significantly
larger than can be accounted for by a theory where hig
order terms ofk are neglected.

C. The surface-state wave function

We will take the integration surfaceSSM in Eq. ~20! to be
a spherical shell, with radiusaS , around the surface state
outside the attractive core. We refer to Fig. 4, but initia
consider the midgap state of energyES to be a bulk state. Fo
this, we assume a spherically symmetric square-w
potential37 of short rangews/2. This approximates the poten
tial affecting an electron from an atomic core, screened
deeper-lying electrons. The potential isEC for r .ws/2. For
ws/2,8 Å , there will be no bound excited states for th
semiconductors of interest. The ground state will be a sph
cally symmetrics-type state. We actually letas approach
zero in order to integrate Eq.~20! analytically. This, in ef-
fect, requires that we assume a 3Dd-function potential. In
this limit, the wave function has the simple form

CS5S hss8

2p D 1/2e2hr

r
, ~35!

whereh is a decay constant andhss8 is determined by nor-
malization. For the spherically symmetricd potential,h and
hss8 are equal tohs(0) in Eq. ~33!. However, a surface stat
is not spherically symmetrical, since it is adjacent to a p
tential barrier which is different thanEC2ES . The wave
function decays differently into the semiconductor and
tunneling barrier. We account for this approximately by
troducing au dependence~Fig. 4! in the decay ‘‘constant’’h
in Eq. ~35!. We require that thed potential produce a deca
factor h that is equal to the appropriate decay constants
tunneling normal (kxy50) to the interface; i.e.,h5hb(0)
for u50, andh5hs(0) for u5p. hb(0) is given by Eq.
~30! above, withkxy50. With hbo[hb(0) andhso[hs(0),
a functional form that satisfies these two requirements,
leads to an analytical solution, is

h~u!5
hbo1hso

2
1

hbo2hso

2
cos~u!. ~36!

The normalization constanthss8 in Eq. ~35! is now given in
terms of the two decay constants on the right-hand side
Eq. ~36!:

hss8 5
hbo2hso

ln~hbo /hso!
. ~37!
e
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Note, as indicated in Fig. 4, that the surface-state wa
function decay is typically smaller in the semiconductor th
in the barrier (hso,hbo). This works to reduce the tunne
ing.

D. Tunneling resistance and capture cross section

With the metal and surface-state wave functions in Se
IV B and IV C, respectively, the tunneling matrix eleme
MSM @Eq. ~20!# becomes

MSM52\2S 4phss8

AxyLM
D 1/2 kFM

A~mMhbo!
21~mikFM !2

e2di8hb(kxy),

~38!

where we have made use of the fact that the strongest de
dence onkxy occurs in the exponential factor by evaluatin
the prefactor atkxy50. The same approximation was mad
in Ref. 21, and it allows us to perform the integral in Eq.~15!
analytically. Then, at zero temperature,

Jt5
2q\DSEFi

midi8
2

~mMhss8 !~mikFM !

~mMhbo!
21~mikFM !2

3~112di8hbo!e
22di8hbo. ~39!

The expression for the gate tunneling resistance@Eq. ~8!#
becomes

r IT5
dEFi /q

dJt
5

midi8
2

2q2\DS

~mMhb!21~mikFM !2

~mMhss8 !~mikFM !

e2di8hbo

112di8hbo

.

~40!

In order to make a comparison meaningful between our
proach and that in Ref. 21, we apply to the latter, the min
modifications mentioned above. We derive the following
ternative expression forr IT :

r IT
(FD)5

midi8
2

2q2\DS

phss8

sThbo
2 hss

~mMhbo!
21~mikFM !2

~mMhss8 !~mikFM !

3
e2di8hbo

112di8hbo

. ~41!

This differs from Eq.~40! only in the second factor, wher
hss is determined by the semiconductor and interfacial-la
decay constants:21

hss5
hbohso

hbo1hso
~42!

~analogous to ourhss8 ), andsT is the tunneling capture cros
section for the surface state.sT was introduced phenomeno
logically in Ref. 21, independent of the tunneling proble
This was only natural in a theory where capture cross s
tions for Shockley-Read-Hall recombination at the oxid
semiconductor interface states play a central role. Howe
one is then faced with having to guess a value forsT before
r IT can be calculated. In the MOS cases modeled in Ref
sT510215–10214 cm2 were chosen.

In our theory, there is no independent cross section.
wave-function parameters, which are the result of our mic
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TABLE I. Interface parameters for the tunneling calculation, corresponding to five different models for Schottky-barrier forma
GaAs. Fixed parameters:mM50.5m0 , nM5631022 cm23; Eg51.424 eV,Xsc54.07 eV,FB050.85 eV,me50.067m0 , mlh50.087m0 ,
dML52.83 Å , cD50.45 mF/cm2.

Model Vacuum ILa Oxide IL b MIGS c AUDM d DIGS e

Xi ~eV! 0 0.95 4.12 4.07 4.07
mi /m0 1 0.29 0.031 0.031 0.031
« i /«0 1 9 13.1 13.1 13.1
« i

(`)/«0
f 1 2.99 13.3 13.3 13.3

di 4–5 Å 5–15 Å dTF1dMIGS53.3 Å (1 –20)dML (3 –19)dML

g5
]FB0

]FM

0.074 0.074 1

11q2DS~dTF /«01dMIGS /«sc!
50.13

0.074

DS «i

q2di
S1g 21D «i

q2di
S1g 21D 531014 cm22/eV 2.531014 cm22/eV «i

q2di
Fcosh21S1gDG2

aThe Cowley-Sze vacuum interfacial-layer~IL ! model ~Refs. 3 and 4!. Interfacial-layer thickness range as suggested in Ref. 3. Densit
surface states calculated using the fitted sensitivityg of barrier heightFB0 on the metal work functionFM ~Ref. 3!.

bFirst alternative: The vacuum replaced, more realistically, with an unintentional oxide. Reasonable candidates are Ga and Al oxide
the effective mass and dielectric properties of Al2O3 ~Ref. 32! and the affinity of SiO2. A thickness range thought to be reasonable for
unintentional oxide is chosen.

cSecond alternative: Based on numericalab initio modeling of ideal intimate contact on GaAs~110! ~Ref. 6!. The tunneling barrier is
primarily in the semiconductor. The values forXi , mi , « i , and« i

(`) are thus those for GaAs;Xi increased by 0.05 eV to compensate f
the slightly lower 0.8-eV Schottky-barrier height calculated in Ref. 6. The density of MIGS used is that calculated in Ref. 6.

dThird alternative: Based on numericalab initio modeling of intimate contact on GaAs~110! with bulklike defects in monolayers near th
interface~Ref. 8!. The barrier is in the semiconductor. The value forDS is the density of states calculated in Ref. 8 for the case of all
defects located in one monolayer, but is then distributed over the number of monolayers that the defects are spread over. This
discussed in more detail in the text.

eFourth alternative: Based on the disorder-induced gap state model~Refs. 15 and 16!. For the tunneling analysis, this model is near
indistinguishable from the AUDM case. We can use the experimentalg ~Ref. 3! to calculate the volume densityNDG of DIGS by Eq.~3!
in Ref. 15.DS is then calculated asNDGdi , and spread over the number of monolayers as in the AUDM case.

fThe square of the index of refraction.
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scopic model for the surface state, lead directly to an ana
cal solution to the tunneling current. The accuracy of t
solution is limited by how well the actual surface-state p
tential is approximated by a (u-dependent! d function. A
more realistic potential with a nonzero rangews/2 ~Fig. 4!
will lead to a smallerhss8 than predicted by Eq.~37!. This
reduces the wave-function tail in the barrier region where
integral in Eq.~20! is taken, which increases the tunnelin
resistance. The two expressions forr IT above, derived unde
otherwise identical assumptions, allow us to identify t
value for sT that corresponds to our simple model for t
surface state. This is of interest since it allows compari
with the large body of published experimental bulk cro
sections. Setting the two Eqs.~40! and ~41! equal requires
that

sT5
p

hbo
2

~hbo /hso!
221

~hbo /hso!ln~hbo /hso!
. ~43!

Equation~43! expresses the interesting point that the tunn
ing cross section depends on the barrier. For typical n
spherical (hbo.hso) tunneling cases of interest, the cro
section will be significantly~one to two orders of magnitude!
lower than the corresponding cross section for the sph
cally symmetric bulk case (hbo5hso) given by
ti-
s
-

e

n
s

l-
n-

ri-

sT5
2p

hso
2

[sT
(B) . ~44!

With GaAs parameters, for a bulk trap located at 0.85
('FB0) below the conduction band we getsT

(B)51.0
310213 cm2. The experimental range for such traps is fro
about 10214 to 10211.38 Neglecting experimental errors, th
wide range is due to the different, and basically unknow
bulk impurity potentials. If one assumes that the uncertai
in surface-state potential is equally large, one concludes
the predictions ofr IT in the next section could have erro
bars of62 orders of magnitude.

V. THEORETICAL ESTIMATES OF THE INTERFACIAL
TUNNELING AND GATE RESISTANCES

We now apply the theory developed in Secs. III and IV
adapting the parameters to represent alternative picture
Schottky-barrier formation. The most critical tunneling p
rameters describe the interfacial layer~IL ! and its interface
with the semiconductor. These parameters are varied
shown in Table I, and explained in footnotes. The remain
parameters, those describing the metal and semicondu
are fixed as shown in the first footnote. The resulting int
facial gate resistance at dc and at 50 GHz~the highest fre-
quency available to us! is shown in Fig. 5.
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Cowley and Sze’s vacuum picture, in the upper part of
4–5-Å thickness range, leads to the observed values for
minimum interfacial gate resistance, and the observed lac
dispersion. The sensitivity to thickness is, however, parti
larly strong here because of the large intrinsic barrier~ap-
proximately equal to the metal work function! and
interfacial-layer effective mass~equal to the free electron

FIG. 5. Calculated interfacial gate resistance at dc~solid sym-
bols! and 50 GHz ~open symbols! versus interfacial-layer~IL !
thickness for the five cases defined in Table I.
e
he
of
-

mass!. The effect of including barrier lowering~and narrow-
ing! is also particularly large, because of the low dielect
constant. The strong exponential dependence on interfa
layer thickness is evident in Fig. 5, and also in Fig. 6 whe
we letdi andDS vary independently. Figure 6 showsr gi and
r IT versus surface-state density for an interfacial-layer thi
ness range extended 1 Å above and below that suggest
Ref. 3. In the 1013–1015-cm22/eV DS range, which should
cover reasonable experimental conditions,r gi varies less
than the underlyingr IT because of Eq.~12!. In fact, r gi has a
maximum atDS5« i /q2di before it starts to approach zero a
DS approaches zero. In this ideal limit, the FET-degrad
gate-resistance parameterr gi approaches zero, even asr IT ,
for a finite di , approaches infinity.

A moderately thick oxide can also lead to predictions co
sistent with experiments as seen for the 10-Å case in Fig
Thicker oxides, however, quickly approach the MOS ca
where there is a very large~ideally infinite! tunneling resis-

FIG. 6. Calculated interfacial tunneling and gate resistance
sus surface-state density for a 3–6-Å range of interfacial-la
thickness. Cowley and Sze’s vacuum picture~Refs. 3 and 4! is
assumed with parameters given in Table I~except that the depen
dence ofDS on di is abandoned!.
ctor near
conductor,
FIG. 7. Physical illustration and equivalent circuit for the case of tunneling between the metal gate and defects in the semicondu
the interface. The metal and semiconductor are in intimate contact. The defects are located in equidistant monolayers of the semi
and are thus no longer surface states.
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tance, which does not degrade the FET performance sin
is bypassed at very low frequencies. The large low-freque
value~off scale at 7.831025 V cm2! and dispersion for the
15-Å case in Fig. 5 are inconsistent with our experimen
observations; for normal FETsr gi is close to r gi

(min)'3
31027 V cm2 and there is little dispersion up to 50 GHz2

However, the larger average and experimental spread inr gi
in the earlier part of our process development~Ref. 2, Fig. 8!
could very well have been due to an interfacial oxide a
possibly organic residues. A III-V surface can be sensitive
even a small controlled exposure to oxygen,13 and real de-
vice wafers in a fabrication environment get a significa
amount of uncontrolled exposure. We have achievedr gi'3
31027 V cm2 with reduced variability by~1! optimizing
preevaporation cleanup dips,~2! minimizing evaporation de-
lays, and~3! using sintered Pt gates.5 Pt gates, annealed a
285 °C, are thought to form a uniform PtAs2 layer beneath
the original interface.39 The PtAs2-semiconductor interface
may be as close to an ideal intimate metal-semicondu
Schottky contact as one can expect to get in a practical
cessing environment. Nevertheless, we have not been ab
reducer gi further, even using thicker Pt, which results
deeper sintering, or using Pd.

The MIGS case in Table I and Fig. 5 represents the m
ideal Schottky barrier physically conceivable. There is
physical barrier in this case. If we, however, still repres
the situation with an interfacial layer, as was done in Re
to estimateg @Eq. ~14!#, we can get an upper conceivab
limit for r gi . In Ref. 6 di /« i was replaced bydTF /«0
1dMIGS/«sc, where dTF ~50.5 Å! is the Thomas-Ferm
screening length, resulting ing50.13 for GaAs. This is
larger than the 0.07 experimental value, but not by mu
considering the experimental uncertainties ing, the use of an
interfacial-layer representation of the intimate contact, a
the use of jellium for the metal. For our upper-limit tunnelin
calculation we choosedi5dTF1dMIGS and« i5«sc. The pre-
dicted value forr gi in Fig. 5 is still exceedingly small, six
orders of magnitude lower than our experimental obser
tions, and three orders of magnitude smaller than an estim
for the negligible vertical metallic resistance associated w
the 0.1-mm stem of theT gate.2,5

From the preceding results and discussion it might app

FIG. 8. Calculated interfacial gate resistance at dc and 50 G
versus tunneling effective massmi for bulklike defects distributed
over 10 monolayers.
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that there remains, in Schottky-barrier FETs and diodes p
duced in practical fabrication environments, even with s
tered gates, a significant interfacial tunneling barrier. T
gate resistance is too large to be reconciled with an id
defect-free intimate metal-semiconductor contact, but it c
be modeled by a thin oxide or a vacuum interfacial lay
The oxide picture is troublesome, however, in the contex
sintered gates. The vacuum picture is unsatisfactory in th
is, by itself, unphysical. There is, however, a third altern
tive, denoted AUDM in Table I and Fig. 5. Here, the barri
is composed of metal in intimate contact with the semico
ductor, as in the MIGS case, but with defects in the se
conductor near~and not just at! the interface. This is an
important distinction for us, since these defects will truly a
as terminal states for tunneling from the metal, with a no
zero barrier in the semiconductor itself. The original impo
tance of the defects was that they could explain the exp
mentally observed insensitivity to the choice of metal of t
Schottky-barrier height on GaAs. This was shown in Ref
with a quantitative first-principles numerical model. It wa
also shown that the defect-free MIGS model cannot exp
this important feature.7,8 This may be somewhat surprisin
considering the good prediction ofg based on the interfacial
layer analysis above. However, other analyses have resu
in similar criticism of the MIGS model.10,11 It may well be
that an interfacial-layer representation fails quantitatively
the MIGS case.

In formulating the parameters that we put into our mod
to represent the AUDM case, we rely on Ref. 8. The physi
picture of that work was based in spirit on the advanc
unified defect model,14 which is the reason we used AUDM
to denote this case. A likely defect to be involved
Schottky-barrier formation on GaAs,14 and the one used in
Ref. 8, is the AsGa antisite, which is believed to be the sam
as the deep donor EL2. The Schottky-barrier height and E
bulk binding energy are very similar. It is worth noting th
the capture cross section of 10213 cm2 that we effectively
use@Eq. ~44!# is relatively close to the experimental value
of 10214–10212 cm2 for this level.38 In Ref. 8, all the EL2
defects were located in a monolayer at various distan
from the interface. It was shown that, for proper pinning, t
defects needed to be located in the second monolayer f
the surface, or deeper. In reality, the defects will be spr
over several monolayers. Although our Schottky barriers
formed on a~100! surface rather than the~110! surface used
in Ref. 8, we use the surface-state density deduced from
8. In Ref. 8 the Ga atoms in the top atomic layer were
placed by metal atoms for energetic reasons. We will a
assume that the first layer of metal atoms replaces Ga ato
which corresponds to an entire atomic layer in our case.

To account in the tunneling analysis for the spatial dis
bution of the defect states, we generalize the dispers
analysis of Sec. III as illustrated in Fig. 7. The normaliz
admittance, with tunneling tonML layers, is given by the
following set of expressions:

y(nML)5S 1

j vcD
1

znML

11qnML

D 21

, ~45!

z
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zk5r IT
(k)1

1

j vcS
(k)

, k51,2, . . . ,nML ~45a!

qk5
pk

11
pk21

11qk21

, q0Þ21 ~45b!

pk5 j vcMLzk , p050 ~45c!

where r IT
(k) is the tunneling resistance to layerk, cS

(k)

5q2DS
(k) is the ‘‘surface’’-state capacitance associated w

layer k, andcML5«sc/dML is the capacitance for a semico
ductor monolayer thicknessdML . In the present case we a
sume that allDS

(k) are equal, and are given byDS /nML . The
earlier Eq.~10! for tunneling to one layer of states is reco
ered by settingnML51 andcML5ci . We have ignored tha
the top capacitor in Fig. 7 is somewhat larger than the oth
because of the barrier narrowing (Ddi'0.3 Å '0.1dML).
The result for bulklike defects spread overnML monolayers,
with nML between 2 and 20, is shown in Fig. 5.

A variation on this result is found for the disorder-induc
gap states model.15,16 As shown in Table I and Fig. 5, th
outcome is essentially identical to the AUDM case. This
not too surprising since in both cases the tunneling is thro
the semiconductor to bulklike defects. The DIGS theo
however, contains an analytic connection betweeng andDS
~Table I! which we use in calculating the associated value
r gi . For both the DIGS and AUDM models, the predict
interfacial gate resistance is quite close to the experime
values for defect depths of 15–20 monolayers. It is wo
recalling that the curves of Fig. 5 are subject to a variety
uncertainties which may move the curves up or down by
order of magnitude. For example, an actual deep level m
confine more of the wave function to the attractive core
tential, leading to a smaller value ofhss8 in Eq. ~35! or of
capture cross section, and to a larger value ofr IT . Of course,
the effective cross sectionsT

(B) is close enough to experi
mental values for EL2 that this source of variation should
be more than an order of magnitude. The dependence onDS
is qualitatively similar to that shown in Fig. 6 for th
Cowley-Sze vacuum picture.r gi peaks quite nearDS
51014 cm22/eV. An order-of-magnitude variation inr gi
would require more than an order of magnitude change inDS
and could only decreaser gi . The sensitivity to a variation in
the metal effective mass is also rather weak; in a typical c
a factor of 2 change from the nominalmM50.5m0 changes
i
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r gi only by 25%. However, if the tunneling effective ma
were larger or smaller than the original estimate of 0.031m0
@Eq. ~34!# the r gi curve would move up or down conside
ably. Figure 8 shows the effect for the realistic intermedi
case of a semiconductor barrier with bulklike defects spr
over the first 10 monolayers~28 Å!. A moderate increase o
mi to 0.06m0 increases the predictedr gi from 1029 to
1028 V cm2, with negligible increase in dispersion. The d
fect model is attractive in that it can, with physically reaso
able adjustments in parameter values from their ‘‘nomina
get quite close to predicting the experimentally observed
terfacial gate resistance. Deep penetration of defects lead
larger dispersion, as seen in Fig. 5. This may be the rea
that we occasionally observe FETs with larger gi and disper-
sion.

VI. CONCLUSION

We have analyzed theoretically, by analytical modelin
the interfacial gate resistance component that has rece
been shown to exist and to dominate in short-gate microw
and millimeter-wave Schottky-barrier-gate field-effect tra
sistors. We focused on what appears experimentally to b
lower practical bound of this parameter. This resistance
conceptually and quantitatively well explained by electr
tunneling between metal and semiconductor surface state
MOS-like admittance analysis showed that what in princi
is a rather complex frequency dependence can be capt
by the standard gate-resistance component in the F
equivalent circuit up to very high frequencies. Of course,
magnitude and scaling of this interfacial gate resistance
very different from the conventional gate metallization a
cess resistance, which has several important consequen2

We developed an analytical tunneling model and show
that the value and low level of dispersion, of the lower lim
of the interfacial gate resistance is in quantitative agreem
with Cowley and Sze’s static band lineup model f
Schottky-barrier formation. Our predictions are also cons
tent with more physically appealing models involving nea
surface crystal imperfections. However, the interfacial res
tance of Schottky barriers on practical III-V FETs appears
be inconsistent with the idealized picture of a perfect me
semiconductor interface as contained in the MIGS mode
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