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Nonuniversal temperature dependencies of the low-frequency ac magnetic susceptibility
in high-Tc superconductors
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The complex ac magnetic susceptibilities (xn5xn81 ixn9) of high-Tc superconductors in absence of dc fields
have been studied by numerically solving the nonlinear diffusion equation for the magnetic flux, where the
diffusivity is determined by the resistivity. In our approach the parallel resistor model between the creep and
flux flow resistivities is used, so that the crossover between different flux dynamic processes~thermally
activated flux flow, flux creep, flux flow! can naturally arise. For this reason we remark that, as the frequency
increases, the presence of a different nonlinearity in different regions of theI -V characteristic determines
nonuniversal temperature dependencies of thexn , i.e., thexn are found to be not universal functions of a
frequency- and temperature-dependent single parameter. Moreover, the actual frequency-dependent behavior is
also shown to be strictly related to the particular pinning model chosen for the simulations. Indeed, for large
values of the reduced pinning potential (U/KT>220) and for increasing frequency, a transition has been
observed between dynamic regimes dominated by creep and flux flow processes. On the other hand, for smaller
reduced pinning potentials, a transition from the thermally activated flux flow~Taff! to the flow regime occurs.
In qualitative agreement with available experimental data but in contrast with previously used simpler models,
the amplitude of the peak of the imaginary part of the first harmonic is shown to be frequency dependent.
Moreover the frequency dependence of its peak temperature shows large discrepancies with approximated
analytical predictions. Finally, the shapes of the temperature dependencies of the higher harmonics are found
to be strongly affected by the frequency.@S0163-1829~99!02217-1#
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I. INTRODUCTION

Dissipative effects in the mixed state of high-Tc supercon-
ductors have been investigated by different dynamic te
niques, such as ‘‘ac magnetic’’ susceptibility,1 ‘‘ac trans-
port’’ measurements, and mechanical oscillator2,3

Furthermore, the low-frequency complex susceptibility (xn

5xn81 ixn9) is also used to determine the critical curre
density.4 It is known thatxn can be regarded as the Fouri
coefficients of the steady magnetization cycles in the p
ence of an external oscillating magnetic field, being su
coefficients determined by the magnetic flux entering a
leaving the sample. Therefore it is necessary to study
nonlinear diffusion-like equation5 which governs the spatial
temporal evolution of the local magnetic fieldB, where the
role of the flux diffusivity is played by the resistivityr,
which is a function of temperatureT, local fieldB, and local
current densityJ. In such description the various regimes
flux dynamics are introduced through theI -V characteristic,
which in turn depends on the different pinning mechanis
operating in the material. As a matter of fact, considera
efforts have been devoted to the development of theore
models for the description of flux pinning and dynamics
high-Tc materials: from the Kim-Anderson6 to the
vortex-glass7/collective pinning models.8,9 The common fea-
PRB 590163-1829/99/59~17!/11539~12!/$15.00
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ture of such models is the highly nonlinearI -V characteris-
tics.

The general nonlinear diffusion problem cannot be solv
analytically. In longitudinal geometry~long slab or cylin-
ders! analytical solutions are available for~i! the linear limit,
corresponding to the regimes of thermally activated fl
flow10 and flux flow when the magnetic-field dependence
neglected, and~ii ! highly nonlinear~stepwise! I -V character-
istics as in the Bean model,11 where the solution is describe
by the critical state which should be recovered in the ze
frequency limit.

In transverse geometry~thin platelets or films in a perpen
dicular magnetic field! recent analytical results have ex
tended the Bean model to thin strips12 and disks and
squares,13–15 accounting also for the finite thickness o
specimen.16 In the presence of ac fields, a discussion of t
frequency and amplitude dependence of the threshold
tween a linear and nonlinear response has been reporte
the vortex liquid and vortex glass states.17,18

Some of the experimental features of the temperature
pendence ofxn8 andxn9 have been successfully explained b
the critical state model and its generalizations.19–21However,
the observed frequency dependence of the fundamental22–25

and higher harmonics26–29 cannot be described within th
framework of the critical state. As a consequence, the sim
11 539 ©1999 The American Physical Society
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taneous presence of hysteretic and dynamic losses has
included in the model description. Numerical methods the
fore have to be applied for solving the nonlinear magne
diffusion problem. Within such approach, the time evoluti
of flux profiles and magnetization curves have been ca
lated by many authors.30,31 Moreover, results have been als
reported in literature for the complex rf magnetic permea
ity in a parallel static magnetic field32 and for the ac suscep
tibility in presence of a dc bias magnetic field, calculated
the flux creep regime.33 Recently, the ac response of th
superconductors has been studied in the flux creep regim
numerically solving the integral equation which describes
flux diffusion in the transverse geometry.34 Some authors
suggested21,35 the possibility of a universal behavior de
scribed by the single scaling parameterd(v,T), i.e., the ef-
fective penetration length, which is related to a frequen
dependent critical current. In this approach the suscepti
ties can be written asxn5 f n„d(v,T)…. Such behavior has
been also considered26 on the basis of a comparison betwe
the experimental temperature dependence of the th
harmonic susceptibility and a semianalytical approach.

To our knowledge, while the frequency dependence of
peak temperature has been extensively studied,22,36–38an is-
sue that has not received a careful inspection is the freque
dependence of the peak amplitudex19 , which has been re
ported in a few experimental works.39–44 Furthermore, also
the theoretical description of the frequency dependence
the higher harmonics26,27 has not been fully developed.

In this paper we shall focus on the temperature and
quency dependence of the ac susceptibilityxn(T) ~funda-
mental and its harmonics! without dc bias magnetic fields
starting from the numerical solution of the nonlinear ma
netic diffusion equation. With respect to previous literatu
works, the diffusivity has been described in terms of a ‘‘p
allel resistor model,’’45–48 incorporating both flux creep an
flux flow resistivities. In this way, different nonlinear beha
iors naturally arise in different regions of theI -V character-
istic: at very low current values the ‘‘Taff’’ regime corre
sponds to a linear behavior, while for currents close to
critical one an exponential increase of the voltage appe
leading again to a linear behavior forJ.Jc in the flux flow
regime. In general, the approach usually reported
literature49,50 is to consider the same nonlinear behavior
the overall I -V characteristic~for instance a power law
VaI n, with n@1!. On the contrary, our approach accoun
for changes of the nonlinear behavior produced by variati
of the currents induced by the ac magnetic driving field. A
consequence, a nonuniversal behavior appears, especia
the general shape of the temperature dependence of h
harmonics.

The paper is organized as follows. In Sec. II the nonlin
diffusion problem is formulated in terms of a partial diffe
ential equation, together with the parallel resistor model
the I -V characteristics. To study in some detail the effects
thermally activated processes in different cases, we h
chosen different temperature functional dependencies for
pinning potential Up(T) and the critical current densit
Jc(T) related to particular pinning models. Local magnet
field profiles, magnetization cycles, andxn(T) are discussed
in Sec. III. Moreover, a comparison of numerical results w
available experimental data and analytical approximated
be
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dictions is also presented. Finally, Sec. IV is devoted to su
mary and conclusions.

II. THE NONLINEAR DIFFUSION EQUATION

We consider a hard superconductor in the geometry o
homogeneous-infinite slab with thickness 2d, in presence of
an ac external magnetic field,Bext(t)5B0 sin(2pnt), applied
parallel to the sample surface. In such a one-dimensio
case the nonlinear diffusion equation for the local magne
field B inside the sample is reduced to

]B

]t
5

]

]x F S r~B,J!

m0
D ]B

]x G , ~1!

where r(B,J) is the resistivity which, in absence of a d
magnetic field, strongly depends on the local fieldB.17 Such
resistivity is taken as the parallel (rpar), between the ‘‘flux
creep’’ (rcr)

51,52 and the ‘‘flux flow’’ (r ff)
53 resistivities:

1

r~B,J!
5

1

rpar
5

1

rcr
1

1

r ff
, ~2!

rcr~J!52rcS Jc~ t !

J De2~Up~T!/KT! sinhS JUp~ t !

Jc~ t !KTD , ~3!

r ff5rn~T!
B

Bc2~ t !
, ~4!

wheret5T/Tc is the reduced temperature,Up(t) is the pin-
ning potential,Jc(t) the critical current density,J the current
density deduced by the local magnetic profile, andBc2(t) is
the upper critical field written as32

Bc2~ t !5Bc2~0!
~12t2!

~11t2!
. ~5!

The prefactor54 rc in Eq. ~3! is determined by the condition
rcr(Jc)5r ff , so that rc5r ff . For JUp /JcKbT!1, the
‘‘Taff’’ resistivity limit ( rTf) of rcr(J) is recovered:

rTf52rnS B

Bc2~ t ! D S Up~ t !

KT De2~Up~ t !/KT!. ~6!

Within this approach the fluctuations effects in the res
tivity are neglected; indeed, sinceUp(t) andJc(t) vanish as
T→Tc , the normal-state value of the resistivity is recover
in such a limit. The resistivity decrease due to fluctuatio
should lead only to a smearing of the temperature depen
cies nearTc . Moreover, to identify the dominant dissipativ
process in different temperature and/or frequency regio
the diffusion equation has been also studied using some
its of Eq. ~2!, i.e., rTf , rcr , or r ff .

The description of the total resistivity by means of a p
allel resistor model is based on the assumption that diss
tion processes are a sequence of independent flux creep
flux flow events.46 Within such approach the different re
gimes of flux motion~Taff, creep, flow! are smoothly con-
nected in theE-J characteristic. As the increase of the fr
quency of the magnetization cycle corresponds to an incre
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PRB 59 11 541NONUNIVERSAL TEMPERATURE DEPENDENCIES OF . . .
of the electric field, the crossover from a weak~creep! to a
strong~flow! frequency dependence, is recovered in a natu
way.

Equation ~1! is numerically solved by means of th
FORTRAN NAG ~Ref. 55! routines, where adimensional var
ables have been introduced:x̃5x/d; t̃ 5t/t0 ; t0
5m0d2/r* ; r* 51 mV m. Moreover, the normalized fre
quencyn* is related to the frequencyn of the applied mag-
netic field by the following:n* 5m0d2n/r* wheren is the
frequency in Hertz andm054p31027 N/A2.

The boundary and initial conditions are, respectively,

B~1,t̃ !5B~21,t̃ !5B0 sin~2py* t̃ !,

B~ x̃,0!50, ~7!

where B0 and n* are the amplitude and frequency of th
magnetic field, respectively. The algorithm computes
time evolution of the local-field profile by integrating th
discrete version of Eq.~1! using the method of lines an
Gear’s method for a fixed number of spatial meshes~typi-
cally 100!. The periodic steady magnetization loopsM (B)
are calculated from the difference between^B( t̃ )&, that is,
the volume average of the profileB( x̃, t̃ ), and the instanta-
neous value of the applied magnetic fieldBext( t̃ ). In particu-
lar, the calculated magnetization loop is considered a
steady state when the differencedB[^B( t̃ n11)&2^B( t̃ n)& is
lower than 1023B0 , being t̃ n5(1/y* )(n1 1

4 ) andn an inte-
ger. The complex susceptibilitiesxn8 andxn9 are then calcu-
lated as

xn85
1

pB0
E

0

2p

M ~v* t̃ !sin~v* t̃ !d~v* t̃ !, ~8a!

xn95
1

pB0
E

0

2p

M ~v* t̃ !cos~v* t̃ !d~v* t̃ !, ~8b!

wherev* 52pn* .
In order to account for the temperature dependence of

susceptibility, the temperature dependencies ofUp(t) and
Jc(t) have to be specified. A natural choice is to rely
pinning models invoked in the literature for explaining e
perimental data on irreversible magnetic properties. In p
ticular, three functional temperature dependencies have b
considered, corresponding to different@dUp(T)/dT# and
@dJc(T)/dT# in the limit T→Tc .

In the first one,I ,9,56 we have

Up~B,t !5U0~12t4!, ~9a!

Jc~ t !5J0

~12t2!5/2

~11t2!1/2 , ~9b!

where U0[Up(T50). Such temperature dependencies
Up andJc arise within the collective pinning model, wher
vortices are supposed to be pinned by randomly distribu
weak pinning centers, possibly related to local variations
the electronic mean free path. Such a model has been us
describe the behavior of stoichiometric yttrium-based t
films.
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In the second form~II !, assuming the Ginzburg-Landa
temperature dependencies for the thermodynamical crit
magnetic fieldBc(t) @Eq. ~5!# and the coherence lengt
j(t)5jc0@(11t2)1/2/(12t2)1/2#, we have the following:

Up~B,t !5U0

~12t2!1/2

~11t2!1/2 , ~10a!

Jc~ t !5J0

~12t2!

~11t2!
. ~10b!

Indeed in such model, the pinning potentialUp is
estimated57,58 as the condensation energy densityHc

2(t)
times a volumej3. In this case it has been assumed tha
fluxoid intersects a small pinning site of volumej3 ~core
interaction!. The elementary pinning force is given byf p
5Up /j and the macroscopic forceFp results from a proce-
dure of direct summation of elementary forcesf p .51,59

In the last pinning model~III !, a fast decrease ofUp(t)
with the temperature is assumed, whereas a decrease ofJc(t)
intermediate between the first two cases has been chose

Up~B,t !5U0

~12t2!3/2

~11t2!1/2 , ~11a!

Jc~ t !5J0~12t2!2. ~11b!

Similar dependencies have been introduced to account
the existence of the ‘‘giant flux creep,’’60–61 taking the pin-
ning potential asUp5Hc

2(t)* (a0
2j), wherea0

25f0 /B is the
area of a unit cell of the flux lines lattice.59 The macroscopic
force Fp results also in this case from a direct summati
procedure of elementary pinning forces,f p5Up /l, wherel
is the London penetration depth. The temperature dep
dence ofUp andJc in Eqs.~11a! and ~11b! stems from the
temperature dependence ofHc2(t), j(t), andl(t). In a first
approximation, a weak temperature dependence ofk, k
5k0(11t2)21/2, and the Gorter-Casimir temperature depe
dence ofl have been assumed. It should be noted howe
that for high-Tc superconductors experimental eviden
exists62 in favor of temperature dependencies other than
‘‘two-fluid model.’’ Nevertheless, experimental data r
ported by different groups are not entirely consistent with
unique temperature dependence ofl; therefore the two-fluid
model has to be regarded as a useful starting point.
comparison of the different temperature dependencies of
pinning potentials ~normalized to the zero-temperatu
value!, reveals that~i! Up(I )@Up(III ) for all the reduced
temperatures;~ii ! Up(I ).Up(II ) up to t50.9, while nearTc
the opposite behavior occurs;~iii ! Up(I ) is quite constant up
to t50.6; for t.0.6 it decreases very quickly if compared
the other cases;~iv! Up(III ) describes a fast decrease of t
pinning potential with temperature. ForJc we haveJc(I )
,Jc(III ),Jc(II ) at any temperature.

III. RESULTS AND DISCUSSION

A. Magnetic-field profiles and stationary magnetization cycles

The material parameters used for the simulations per
to an YBCO slab of thickness 2d52 cm, Tc592.3 K,
Bc2(0)5112 T, U0(0)/K523104 K, Jc(0)51010 A/m2.
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Neglecting fluctuations aroundTc , the normal-state resistiv

ity is rn(T̂)5r0(11aT̂), where a55.531023 K21,
r0(T0)5231026 V m, andT̂5T2T0 .32,63

Our analysis has been restricted to the case of a s
applied ac magnetic field in absence of a superimposed l
dc component; therefore the magnetic-field dependencie
Jc andUp are very weak and they can be neglected. Mo
over, any explicit spatial dependencies of the pinning para
eters have not been considered. In any case, being therm
activated processes negligible at low temperature, we h
first verified that at low temperature and for low frequenci
the solutions of the diffusion equation reproduce the criti
state picture corresponding to an effective critical curr
densityJc* close to but lower thanJc .

As suggested by several authors,35 the increase of the fre
quency results in the increase of the electrical field, co
sponding to higher values ofJc* . Nevertheless, at highe
frequencies, significant deviations from the critical state
scription are present due to the flux flow component of
parallel model, in such a way that, atn* 51, the parallel
result is practically equal to the flux flow one.

The field profiles forrpar at different frequencies are re
ported in Fig. 1, where the external field is equal toB0 and
Up /KT5260 K andJc52.4 K A m22 corresponding to the
pinning modelI at T591.5 K. The profiles corresponding t
the critical state, torcr at n* 51024 are also plotted for com
parison. At the lowest frequency (n* 51024) the creep pro-
file is practically identical to the parallel one. For frequenc
larger thann* 51021 the field profiles determined by th
‘‘parallel resistivity’’ are practically identical to the flux flow
ones. It should be noted that the ‘‘parallel resistivity’’ give
at n* 51024 a constant field gradient which apparently su
gests a behavior similar to the critical state with a value
Jc* ,Jc . However, the inspection of profiles at differe

FIG. 1. Magnetic field profiles atT591.5 K for B052 mT and
v* t̃5p/2, evaluated for different normalized frequencies,n*
5(m0d2n/r* ), in the case of the parallel resistivityrpar, and col-
lective pinning modelI . The parallel is calculated between cre
and flow resistivity, i.e.,rpar5rcrir ff . The value ofr* is 1 mV m.
Symbols refer to:~--m--! n* 51024; ~-•j-•! n* 51023; ~--.--!
n* 51022; ~-3-! n* 51021; ~—d—! n* 51. Results with only
creep resistivityrcr for n* 51024 and pinning modelI ~--n--! are
also shown for comparison. The solid line represents the B
model prediction.
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times of the cycle shows, also in such a case, large dif
ences from the critical state determined byJc* .

As the transition temperature (Tc592.3 K) is ap-
proached, the contribution of the flux flow component ha
larger weight even at lower frequencies. In Fig. 2~a! we re-
port the frequency dependence of the magnetization cycle
92 K, whereas Fig. 2~b! shows the magnetization cycle
computed atn* 51024 for different resistivities with the pin-
ning modeI . The critical state result is plotted too, but ju
for reference purpose. As a result, the field diffusion at l
frequency is determined, close toTc , by the flux flow resis-
tivity.

We wish to remark on the unexpected and somewhat
prising shape of the cycles, which seems to be the result
critical state with a magnetic field dependence of critical c
rent density. Such result confirms what was previously
ported by other authors.31 We ascribe such an anomalou
behavior mainly to the field dependence of the flux flo
resistivity, i.e.,r ff5rnB/Bc2(t): physically, the collapse of
the cycle for increasing absolute values of the applied fi
can be explained by the increasing of the resistivity with
field. By the way, the field dependence is present also in
creep resistivity through the coefficientrc . From the analy-
sis of the field profiles it comes out that the origin of th
bump corresponding toBext50.26 mT in Fig. 2~b! is related

n

FIG. 2. Magnetization cycles calculated atT592 K and B0

52 mT in the pinning modelI case:~a! with rpar for different
normalized frequenciesn* : ~--m--! 1024; ~--j--! 1023; ~--.--!
1022; ~-3-! 1021; ~—d—! 1; ~b! for n* 51024 with different
resistivitiesr: ~--m--! rpar; ~-•h-•! rcr ; ~—d—! r ff . The Bean
prediction is also shown for comparison~solid line!.
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to the presence of regions of the sample in which the fi
and the corresponding resistivity are close to zero, so th
vanishing diffusion coefficient determines larger differen
between the internal and the external field: However,
presence of the anomalous bump in the magnetization c
appears only at low frequency and close toTc .

B. Susceptibilities

1. Fundamental harmonic

In this section we analyze the temperature dependenc
the first harmonic ac susceptibility (x18 ,x19) at different fre-
quencies by comparing the behaviors predicted by the th
pinning models. The ‘‘parallel’’ resistivityrpar will be used
in the numerical analysis as well as the resistivities desc
ing single loss regimes~Taff resistivityrTf , creep resistivity
rcr ; flux flow resistivity r ff!. To clarify the notation, we
remark that the symbolsxn8(a;b) and xn9(a;b) denote the
susceptibilities, witha5I ,II ,III , ~pertaining to the pinning
models! andb5par,Tf,cr,ff ~pertaining to the resistivity loss
mechanism!.

In general, from the analysis of magnetic field profiles a
magnetization cycles it is expected that at low frequency
low temperature, the behavior of susceptibilities should
critical-state-like. On the contrary, as the frequency or/a
the temperature increases, the diffusion of the magnetic fi
due torTf or rcr and r ff becomes more and more relevan
Moreover, nearTc or at higher frequencies ther ff dominates
the diffusion process. Since the relevance of thermally a
vated processes is strictly related to the value of the r
U/KT, we expect that in the modelIII at any temperature
the influence on the susceptibilities of diffusive phenome
should be larger than for the other two models. The modeII
should exhibit a larger influence of activation processes u
85 K if compared to the modelI . However, an opposite
behavior is expected between 85 K and the transition t
perature.

Our simulations have been performed for two values
the ac magnetic-field amplitudeB052 mT and 20 mT. The 2
mT results are closer to accessible experimental d
whereas, due to the well-known amplitude dependence o
susceptibilities, the 20 mT simulations are intended to giv
better understanding of the behavior at lower temperatu
The temperature dependencies of the ac susceptibilitie
the modelI , x18(I ;par) andx19(I ;par) are shown in Figs. 3~a!
and 3~b! at different frequencies forB0520 mT. The critical
state predictions are also reported in the same plots in o
to stress the relevance of thermally activated processes.

The main features can be summarized as follows:~i! at
low frequency the calculated temperature behavior is critic
state-like; however the zero frequency limit of the ac susc
tibility is different from the critical state prediction and, i
particular, the peak temperatureTp is lower than the Bean
predicted value;~ii ! the maxima ofx19(I ;par) are always
higher than the critical state value (x19(Bean)max'0.24); ~iii !
both the peak temperatures and amplitudes increase with
quency. At the highest frequency considered, the peak
plitude isx19(I ;par)max'0.5 whereas for a constant resistan
the value isx19(r)max'0.42. As previously shown in Sec
III A, the magnetic-flux diffusion at high frequency is esse
d
a

e
e
le

of

ee

-

d
d
e
d
ld
.

i-
io

a

to

-

f

a,
he
a
s.
in

er

l-
-

re-
-

-

tially dominated by the flux flow; therefore the explanatio
of the large value of the peak amplitude should be found
the dependence ofr ff on the local magnetic field. All the
features found for 20 mT appear for 2 mT at higher tempe
tures, where the thermally activated processes become m
relevant and enhance the differences with respect to the c
cal state behavior.

As far as the temperature dependence ofx18(I ;par) is con-
cerned, the transition is sharper at lower amplitudesB0 and
higher frequencies. The analysis ofx18(I ;par) as a function
of frequency at fixed temperature reveals that the rela
variation with frequency, i.e., @1/x18(I ;par)#/
@dx18(I ;par)/dn* # is much higher nearTc . Indeed, nearTc ,
the shielding effects are only due to the frequency indu
dissipative currents, which vanish in dc conditions; howev
a significant shielding exists at low temperature also in
zero-frequency limit, due to the critical current. Moreover
distinctive feature with@d2x18(I ;par)/dT2#,0 appears atT
'90.6 K andn* 51022 @Fig. 3~a!#: such behavior is related
to the crossover between regimes dominated by creep
flux flow phenomena.

Indeed, atn* 51022 and for T,90 K, the x19(I ;par)
curve merges with the purercr result, which appears close

FIG. 3. First harmonic susceptibilities vs temperature forB0

520 mT, calculated for different normalized frequenciesn* in the
case ofrpar and pinning modelI : ~a! real parts (x18); ~b! imaginary
parts (x19). Symbols refer to:~--m--! n* 51024; ~--j--! n*
51023; ~--.--! n* 51022; ~-3-! n* 51021. The Bean prediction
is also shown~solid line!.
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to the critical state prediction in the whole temperatu
range. On the contrary forT.90.7 K, ther ff contribution
becomes more and more relevant.

At frequencies lower thann* 51023 the behavior of
x19(I ;par) is described byrcr , whereas for frequencies abov
n* 51021 x19(I ;par) coincides withx19(ff), in the whole
temperature range investigated. By the way, in the modeI ,
the rTf resistivity is ruled out in describing the temperatu
dependence ofx19 .

A similar analysis has been performed for modelsII and
III ~not shown for the sake of brevity!. In both cases the
susceptibilities in different resistivity regimes have be
compared to understand the dominant resistivity regime.

In modelII , for t.0.3,Jc is higher compared to modelI ,
particularly nearTc . For this reason at each frequency t
peak ofx19(II ;par) is sharper in modelII and the transition
width of x18(II ;par) is narrower, all such features developi
in a very narrow temperature range aroundTc . The main
features obtained are~i! at low frequencies, i.e.,n*
51024– 1023, the behavior ofx19(II ;par) aboveTp is essen-
tially determined byrTf . To strengthen such a statement, t
‘‘Taff condition,’’ J/Jc(t)3U/KT!1, has been also
checked. ForT,Tp , the behavior ofx19(II ;par) is essen-
tially the same ofx19(II ;cr); ~ii ! at intermediate frequenc
n* 51022– 1021 the x19(II ;par) merges inx19(II ;cr) for all
temperatures;~iii ! for n* 51 nearTc(60.1 K) the flux flow
resistivity gives a small contribution tox19(II ;par).

In the pinning modelIII , the temperature dependence
Jc is intermediate between modelsI and II ; on the contrary,
the pinning potential vanishes in a quicker fashion, so t
the giant creep phenomenon is expected to be more rele
also at lower temperatures (T'80 K), inducing large differ-
ences between the critical state and the actual diffusion of
magnetic field. The main features of thex19(III ) temperature
dependencies are~i! for n* 51024, the temperature depen
dencies ofx19(III ;par), x19(III ;cr), andx19(III ;Tf) are very
similar; ~ii ! differences betweenx19(III ;par), andx19(III ;Tf)
@which is close to x19(III ;cr)# appear for
1023<n* <1022—such differences are amplified just abo
the peak temperatures and the behavior could be ascribe
a significantr ff contribution; ~iii ! the differences betwee
x19(III ;par) andx19(III ;cr) seems to be negligible for 1021

<n* <1.
It should be noted that an anomalous behavior occur

low frequencies in a few tenths belowTc : as the temperature
increases, a decreasing ofx18(III ;par) as well as an increas
of x19(III ;par) occur. Such results are due to the unphys
nonmonotonic increase with temperature of therTf resis-
tivity in model III , showing a maximum,
rTf

Max~91.5 K!;3*1022 V m. For this reason the results ob
tained atT.91.5 K, where the Taff is relevant, have to b
rejected.

The frequency dependence of thex19 peak amplitude and
peak temperature (Tp) for the modelsI , II , andIII are sum-
marized in Figs. 4 and 5. As far as the peak amplitude
concerned, its frequency variation is clear evidence of
absence of a universal behavior, which should otherwise
to a constant peak value.

In the pinning modelI , the low-frequency behavior is
close to the critical state withx19(Tp)'0.3. On the contrary,
f
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as the frequency increases, the increasing contribution of
flux flow resistance leads to a smooth growth ofx19(Tp) up
to values larger than 0.5. As previously stated, such la
value is determined by the implicit nonlinearity present
the magnetic-field dependence of the flux flow resistivity.

By the way, in pinning modelII such a high value of the
peak of x19(II ;par) appears for each frequency; thus su
feature is again related to a ‘‘magnetic-field dependent’’ l
ear or a ‘‘weakly moderate nonlinear’’I -V characteristic, as
in the case of therTf dominant resistivity. In such case how
ever, as the frequency increases, the exit from the Taff c
dition towards a stronger nonlinear behavior causes a re
tion of the peak. Finally, in modelIII the overlap of the Taff
and the flux flow resistivities induces an almost const
peak value'0.5. For these reasons, in the analysis of exp
mental data, the different frequency dependencies of
peak amplitude for the three models can give an indication
the actual dominant dynamic process.

Usually ac susceptibility data are often reported in ar
trary units, making a quantitative comparison between
perimental and numerical results very difficult to perform
Therefore the analysis has to be necessarily restricted
qualitative discussion of the trend of data with frequen
and/or temperature. Furthermore, a quantitative compar
with published experimental data in absence of a high
magnetic field is not achievable. Nevertheless the increas
the peak amplitude ofx19 with the frequency is evident in
some papers.39–41

As far as the peak temperature is concerned, a gen
result common to the critical state descriptions is its relat
to the value of the critical current densityJc : the peak tem-
perature is closer and closer toTc asJc increases.

In the analysis of the frequency dependence of peak t
perature, using an approach similar to that of the pres
paper, many authors22,38,64suggested an Arrhenius-like rela
tionship between the frequency and the inverse ofTp :

1

Tp
5C2S K

Up~Tp! D ln~ f !, ~12!

FIG. 4. Calculated peak amplitudex19(Tp), vs frequency for
different pinning models in therpar case. The symbols are~-----! I
for collective,~—¯—¯—! II for core interactions,~–––! III for
giant flux creep. The parameter values areU0(0)/K523104 K,
Jc(0)51010 A/m2, Bc2(0)5112 T. B0520 mT is the amplitude of
the ac applied magnetic fieldBac.
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whereC is a constant. In a very small frequency range, c
responding to very smallTp variations,Up can be considered
constant, so that the linear dependence of 1/Tp on ln(f ) has
been used to derive the value of the pinning potential.
larger frequency ranges, asTp increases with the frequency
Up decreases, so that Eq.~12! predicts a slope increasin
with the frequency. On the contrary, the results of the
merical solutions of the diffusion equation, reported in Fi
5~a! and 5~b! for the three pinning models, show a mon
tonic increasing slope only for modelIII .

As expected from Eq.~12!, the comparison among th
numerical frequencyTp dependencies shows that larg
slopes are present in pinning models with lower pinning
tentials, so that the slope analysis can give a qualitative
dication of the actual pinning model. Conversely, a quant
tive proportionality of the slope with 1/Up , predicted by Eq.
~12!, is not verified. In fact, in Figs. 5~a! and 5~b! for the
three models the linear dependencies predicted by Eq.~12!
@determined by the value ofUp corresponding toTp ~0.8
Hz!# are depicted by full lines intersecting the correspond

FIG. 5. ~a! Calculated inverse of the normalized peak tempe
ture Tc /Tp(x19) vs frequency for different pinning models. Th
symbols are:~-----! I , ~—¯—¯—! II , ~–––! III . The three short
full lines represent the Arrhenius-like dependencies@Eq. ~12!#, ob-
tained by theUp(Tp) values corresponding to intersecting poin
with the numerical results in the respective pinning model. T
literature data for YBCO single crystal,~h! and YBCO semifused
data~m! are also shown. The thicknessd51 mm is used for single
crystal, d51 cm for semifused,~b! a detail of theTc /Tp(x19) vs
frequency, for pinning modelII ~—¯—¯—!, where ~3! repre-
sents theTp(x18) values calculated with Taff resistivity, i.e., wit
formula rTf52rn@B/Bc2(t)#@Up(t)/KT#e2@Up(t)/KT#. The solid
line presents the Arrhenius-like relationship. The parameter va
are U0(0)/K523104 K, Jc(0)51010 A/m2, Bc2(0)5112 T. B0

520 mT is the amplitude of the ac applied magnetic fieldBac.
-

r

-
.

-
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-
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numerical results. Large slope differences with the numer
solutions clearly appear. Finally, in Fig. 5~b! the numerical
results are also compared with the analytical frequency
pendence ofTp derived from the condition yielding thex19
peak for a pure resistancer:65 d(vm0 /r)1/251.2&. In the
case of the Taff resistivity, the peak frequencyf Tf is

f Tf5 f ~Tp!e2~Up~Tp!/KTp!, ~13!

where

f ~Tp!52.88~rn /pd2m0!@B/Bc2~Tp!#@Up~Tp!/KTp#.

For magnetic-fieldB values comparable to the amplitud
of the ac field, the agreement between the numerical s
tions and Eq.~13! is reasonable. Considering an effectiv
value of B equal to 1

2 of the maximum amplitudeB0 , the
agreement is very good. For such reason the large differe
between Eqs.~12! and~13!, shown in Fig. 5, implies that the
factor f (Tp) cannot be neglected, since it strongly chang
the slope of the 1/Tp curve.

Following the above discussion, a qualitative comparis
with experimental data can be performed: Fig. 5~a! shows
data referring to Y1Ba2Cu3O7 grown by melt-powder–melt-
growth method43 and YBaCuO single crystal.44 As a matter
of fact, only a few published measurements have been ta
in absence of large dc magnetic fields. In spite of the som
what arbitrary choice of the parameters@U0(0)/K
523104 K, Jc(0)51010 A/m2, d51 cm, rc5r ff# used in
our numerical analysis, the behavior of the melt-grow
sample appears to be similar to theII model dependence
Due to the error bars appearing in published data, a bes
procedure is meaningless, however, in order to fit the m
grown sample data with the other two models, too large v
ues ofJc(0) andU0(0) should be supposed.

For the single crystal the increase of the slope with
frequency appears to be close to the collective pinning p
diction ~modelI !. However, also in this case, the uncertain
of the actual sample size and the presence of non-neglig
geometrical effects gives only a qualitative meaning to the
procedure. By assuming the size of the single crystal equa
d'1 mm ~ 1

10 of the sample thickness used in our numeric
simulations!, a two order-of-magnitude frequency shi
should be expected. As reported in Fig. 5~a! a qualitative
agreement appears. Once again, in order to fit the sin
crystal data with modelIII , too large values ofJc(0) and
U0(0) should be supposed. Moreover the single crystal d
cannot be fitted with modelII since, as shown in Fig. 5~b!,
this model predicts a decrease of the slope with the
quency increase in opposition to the experimental results
pinning modelI .

In any case, our key result is the large difference betw
numerical solutions and the slope of the 1/Tp curve @Eq.
~12!#; therefore the derivation of the pinning potential fro
the frequency dependence of the first harmonic susceptib
should be exploited very carefully.

2. Third harmonic

As expected, in absence of a dc magnetic field, even
monics are found to be equal to zero. The analysis of p
files, cycles, and first harmonic has shown that for the p
ning models considered, the magnetic-flux diffusion is
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many cases dominated by ther ff or rTf resistivity: in such
linear cases ~i.e., a linear I -V characteristic! higher
harmonics1 should be absent. However, the magnetic fi
dependence of the two resistivities,rTf and r ff can induce,
even in presence of an ac field only, a nonlinear behavio
the diffusion equation. Therefore in this case too, higher h
monic components are present in the susceptibility. As
example,x38(ff) and x39(ff) calculated forr ff are reported in
Figs. 6~a! and 6~b!, whereasx38(I ;Tf ) and x39(I ;Tf ) calcu-
lated forrTf are shown in Figs. 7~a! and 7~b! for the pinning
model I . The real parts display negative values and bell-l
shapes, with peak temperatures increasing as the frequ
increases; at the highest frequency,n* 51, x38(I ;Tf) and
x38(ff) are negligible except that in a few tenths of a Kelv
aroundTc . On the other hand, the imaginary parts show
oscillatory behavior: it displays positive values on approa
ing Tc and negative values at lower temperatures. As
frequency increases, such behavior ofx39(II ;Tf) and x39(ff)
occurs closer and closer toTc .

Following the scheme of the previous section, we start
study of odd harmonics in the pinning modelI using the
parallel resistivity. Even in such a case, the single com
nents of the third harmonic (x38 ,x39) are analyzed separately
because their features cannot be unfolded from the ana
of the modulus.

FIG. 6. Third harmonic susceptibilities vs temperature forB0

520 mT, evaluated with the flux flow resistivityr ff for different
normalized frequenciesn* : ~a! real part (x38), ~b! imaginary part
(x39). Symbols refer to:~--m--! n* 51024; ~-•j-•! n* 51023;
~--.--! n* 51022; ~-3-! n* 51021; ~—d—! n* 51.
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The temperature dependencies of the real and imagin
part of the third harmonicx38(I ;par) andx39(I ;par) for the
parallel resistivity, are reported in Figs. 8~a! and 8~b! for
different frequencies andB0520 mT; the Bean critical state
result is also plotted for comparison. In such cases, the
crease of the frequency gives rise to meaningful qualita
differences in the temperature dependencies and, as a co
quence, it is not possible to describe the susceptibility co
ponents in terms of a single scaling parameter.21

In particular, forn* 51024, the overall shape of the curv
resembles the critical state behavior but with some diff
ences. In the critical state, the real part is always posi
whereas the diffusion calculation yields negative values
T,90.7 K @Fig. 8~a!#. Moreover, for temperatures aroun
Tc , the critical statex39(I ) has a negative value whereas t
diffusive process yields small positive values.

The temperature dependence of the third harmonics,
culated withrpar for n* 51022 andn* 51021 @Figs. 8~a! and
8~b!#, show large differences from the critical state pred
tion. Indeed,x38(I ) is always positive for the critical state
while for n* 51022, x38(I ;par) has large negative value
with the presence of two minima aroundT590.5 K andT
592 K. For n* 51021 only a negative peak appears ju
below Tc . As far asx39(I ;par) at n* 51022 is concerned,

FIG. 7. Third harmonic susceptibilities vs temperature evalua
for B0520 mT and different normalized frequenciesn* , with the
Taff resistivity, in the pinning modelI : ~a! real parts, (x38); ~b!
imaginary parts, (x39). Symbols refer to:~--m--! n* 51024; ~-•j-•!
n* 51023; ~--.--! n* 51022; ~-3-! n* 51021; ~—d—! n* 51.
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qualitative deviations from the critical state behavior app
aboveT590.2 K, with the presence of a positive maximu
aroundT592.2 K whose amplitude increases with the fr
quency. As previously stated for the first harmonics, su
behaviors are essentially determined by the flux flow re
tivity; in fact for n* .1022 andT.91.5 K the results of the
parallel model@Figs. 8~a! and 8~b!# coincide with the flux
flow one @Figs. 6~a! and 6~b!#.

It can be shown@Figs. 9~a! and 9~b!# that results obtained
at different frequencies using the creep resistivity only yi
a mere shift (DT'0.5 K) of the curve towardTc . Further-
more, if larger ac fields are applied or a lower critical curre
density is assumed, all the structures of the curves shif
lower temperature. For values such that thex38(I ;cr) peak is
placed below 85 K, the diffusion result is practically iden
cal to the critical state one.

Within the framework of the pinning modelII , the tem-
perature dependencies of the third harmonics are show
Figs. 10~a! and 10~b! for different frequencies atB0
520 mT. The Bean critical state prediction is also plott
for comparison. The analysis ofx38(II ;par) andx39(II ;par)
confirms the results obtained for the first harmonic, but w
some differences: indeed, the shift ofx38(II ;par) and

FIG. 8. Third harmonic susceptibilities vs temperature evalua
for B0520 mT and different normalized frequenciesn* , with rpar

in the pinning modelI : ~a! real parts (x38); ~b! imaginary parts
(x39). Symbols refer to:~--m--! n* 51024; ~-•j-•! n* 51023;
~--.--! n* 51022; ~-3-! n* 51021. The solid lines are the Bea
predictions.
r

-
h
-

t
to

in

h

x39(II ;par) with frequency develops in a narrower tempe
ture range (DT50.2 K).

An immediate feeling of the dominant contribution to th
diffusion process comes from thex38(II ;par) plots. Indeed
x38(II ;par) always takes negative values with a large ne
tive peak similar to Taff and flux flow behaviors, opposite
the Bean model result. In particular, the following stateme
can be made onx3(II ): ~i! at the lowest frequencies, th
parallel result is close to the ‘‘Taff’’ one;~ii ! as the fre-
quency increases, the parallel result is similar to the fl
creep behavior. Therefore for the pinning modelII , as the
frequency increases, the ‘‘parallel resistivity’’ show a tran
tion from Taff to creep regime, with a significant contribu
tion of the flux flow at the highest frequency investigated

Even for the pinning modelIII , the analysis of higher
harmonic is confirmed to be a more stringent test with
spect to the fundamental harmonic. In such case, due to
lower values of both critical current and pinning energy, t
main features of the third harmonic appear in a tempera
range wider than for the other pinning models.

Results forx38(III ;par) andx39(III ;par), are presented in
Figs. 11~a! and 11~b!. Thex38(III ;par) plot displays negative
values in a wide temperature range, clearly differing from
positive critical state prediction. For frequencies aboven*

d FIG. 9. Third harmonic susceptibilities vs temperature evalua
for B0520 mT and different normalized frequenciesn* , with the
creep resistivity in the pinning modelI : ~a! real parts (x38); ~b!
imaginary parts (x39). Symbols refer to:~--m--! n* 51024; ~-•j-•!
n* 51023; ~--.--! n* 51022; ~-3-! n* 51021.
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>1023, the negative peak ofx38(III ;par) and the oscillations
of x39(III ;par) disappear. By analyzing the behaviors
x39(III ;par) obtained with different resistivities forms it ca
be argued that~i! for 1024<n* <1022 the behavior of
x39(III ;par) is similar to that ofx39(III ;Tf) up to 88.8 K,
differing for higher temperatures; for the same frequenc
creep and Taff yield very similar results;~ii ! for 1021<n*
<1 thex39(III ;par) andx39(III ;cr) curves merge; only very
nearTc the flux flow gives some contribution.

A general fact common to the different pinning models
that the increase of the frequency determines a change in
nonlinearity of the dominant resistivity and of the relat
magnetic-flux diffusion coefficient. Such variation produc
significant qualitative changes of the shape of the temp
ture dependencies which cannot be described by a si
scaling parameterd(v,T). In other terms, the susceptibilitie
cannot be written asxn5 f n„d(v,T)…, since any frequency
change determines variations of the functionsf n„d(v,T)….

As far as a comparison with experimental data is c
cerned, to the best of our knowledge susceptibility data c
lected in absence of dc fields are not available at the pre
time.

FIG. 10. Third harmonic susceptibilities vs temperature eva
ated forB0520 mT and different normalized frequenciesn* , with
rpar in the pinning modelII : ~a! real parts (x38); ~b! imaginary parts
(x39). Symbols refer to:~--m--! n* 51024; ~-•j-•! n* 51023;
~--.--! n* 51022; ~-3-! n* 51021. The solid lines are the Bea
predictions.
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IV. SUMMARY AND CONCLUSIONS

The temperature dependencies of the first and higher
monics of the complex magnetic susceptibility have be
analyzed by numerically solving the diffusion equation f
the local magnetic field, using a parallel resistivity mod
which takes into account both creep and flux flow process
Within such approach different nonlinear behaviors a
present in different regions of theI -V characteristic. The
simulations refer to an YBCO slab in presence of longitu
nal ac magnetic fields of 2 and 20 mT, in the frequency ran
0.8– 83103 Hz. The absence of a dc field restricts our ana
sis only in a few K belowTc . The material parameters re
evant for the calculation are: the critical current density
T50 K @Jc(0)51010 A/m2#, the upper critical field
@Hc2(0)5112 T#, and the pinning potential atT50 K
@Up(0)/K523104 K#. In any case, the main results are n
affected by the exact parameters values chosen for the
culations.

Three distinct pinning models have been consider
which determine different temperature dependencies of
pinning potential and the critical current density. The first~I !
is the collective pinning model; the third~III ! resembles the
giant flux creep model, while the second~II ! shows larger

-

FIG. 11. Third harmonic susceptibilities vs temperature eva
ated forB0520 mT and different normalized frequenciesn* , with
rpar in the pinning modelIII : ~a! real parts, (x38); ~b! imaginary
parts, (x39). Symbols refer to:~--m--! n* 51024; ~--j--! n*
51023; ~--.--! n* 51022; ~-3-! n* 51021. The solid lines are the
Bean predictions.
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pinning potentials and very larger critical current densities
a temperature range of 10 K belowTc .

In general, the performed analysis points out that the c
rent densities generated by the ac fields determine diffe
regimes of flux motion~Taff, creep, flow! in temperature and
frequency ranges, which depend on the pinning models.
transition between different regimes induces a nonunive
behavior in the temperature dependence of the suscept
ties. This crossover cannot be analyzed in simpler mod
previously used in the literature.

In particular, for the collective pinning modelI and for
the lowest investigated frequencies, a behavior similar to
critical state is found in some regions of the magnetizat
cycle, with an effective current densityJc* (T,n),Jc(T).
Such differences are more significant close toTc . In any
case, the value ofJc* (T,n) increases with the frequency. I
such cases the diffusion process is determined by the c
phenomenon with the presence of currents high enoug
drive the system far from the Taff limit. In such condition
the overall behavior can be described, in a first approxim
tion, by a single scaling parameter. However, as the
quency increases, the induced currents increase in such
that the flux flow contribution cannot be neglected, so tha
the highest frequencies and close toTc , the magnetization
cycles are completely determined by the flux flow process
these conditions an overall behavior far from the critical st
is found so that the scaling procedure is not allowed.

For the pinning modelII , the higher values of the critica
currents are such that the main features of the susceptibi
develop within 1 K below Tc , so that thermally activated
processes become relevant. In this case at low frequen
the parallel resistivity is in the Taff limit, which in turn goe
to the creep regime for temperatures above 92.1 K. Onl
the highest frequencies investigated and within a few ten
of K nearTc , the flow component gives some contributio

In model III the lower values of the pinning potentia
determine a larger relevance of the thermally activated p
cesses also at lower temperatures, so that the main fea
of the low-field susceptibilities appear in a range of'10 K
below Tc . Even in such a case, at the lowest frequency
below 87.5 K, the susceptibilities are determined by the T
resistivity whereas, at higher temperatures and higher
quencies, the diffusion process is no more in the Taff lim
and a flux flow contribution appears.

A key result of this work is the frequency dependence
the amplitude of the peak ofx19 which is related to different
nonlinear behaviors of the different ranges of theI -V char-
acteristic, determined by the current values induced by
magnetic-field variations. Indeed, the peak amplitude ge
ated by a field dependent linear resistivity~flux flow or Taff!
is of about 0.5, whereas the highly nonlinear behavior of
creep resistivity gives rise to a peak value closer and clo
to the critical state prediction~0.24! as the nonlinearity in-
creases. For such reason in our conditions for modelI , as the
frequency increases, the transition from creep resistivity
flux flow one generates an increase of the peak value. On
contrary, in II model, the transition from Taff to creep re
gime, generated by the increase of the frequency, yield
reduction of the peak. Finally, a constant peak value'0.5 is
found in modelIII for the Taff to flux flow transition.

These three different behaviors give a first experimen
n

r-
nt

e
al
ili-
ls

e
n

ep
to

-
-
ay
t

n
e

es

ies

at
s

-
res

d
ff
e-
t

f

e
r-

e
er

a
he

a

l

criterion for the identification of the actual pinning mode
however, for this purpose, the absolute calibration of the s
ceptibility apparatus is necessary. Anyhow, a more press
experimental criteria for the choice among different pinni
models can be given by the inspection of the frequency
pendence of both peak amplitude and temperature.

Indeed, as far as the frequency dependence of the p
temperature is concerned,Tp clearly increases within any
model since it is related to the increase of the induced c
rents driven by the field frequency. However such depend
cies appear to be qualitatively different in the different p
ning models which show a similar frequency dependence
the amplitude. For instance, the amplitude analysis can g
similar results@x19(peak)'0.5# even for very different dy-
namic regimes~Taff, flux flow! determined by different pin-
ning models; however these different regimes can be
criminated by observing the frequency dependence of
peak temperature. As a matter of fact the numerical beha
found for the different model is in a qualitative agreeme
with experimental data found in literature for different mat
rials.

A second key result is the large difference observed
tween the numerical slope of 1/Tp vs lnv and the value
2K/Up predicted by the analytical approximate
approach.22 Thus a lot of care should be taken in the det
mination ofUp from the frequency dependence of the pe
temperature, experimentally observed. As far as higher
monic components are concerned, the crossover between
ferent dissipative regimes, induced by the frequency
crease, strongly affects the shape of their tempera
dependence.

A third key result is the relevant presence of high harmo
ics even for diffusion processes dominated byr ff and rTf
resistivities, as long as the dependence on the local fiel
introduced. These resistivities are responsible for large qu
tative differences in the temperature dependencies of
third harmonics. In this way, the analysis of real and ima
nary components of higher harmonics is confirmed to b
more stringent test for the choice of the pinning model w
respect to the fundamental harmonic.

In conclusion, the presented analysis describes temp
ture and frequency dependencies of the susceptibilities
contrast with simpler models which leads to functional d
pendencies of the susceptibilitiesxn5 f n„d(v,T)… depending
only on a single scaling parameterd(v,T). Therefore we
believe that no critical state description, even refined for
frequency dependence, can describe the physical phenom
underlying low-frequency–low-fields complex ac suscep
bility measurements. Indeed, as the frequency increases
numerical analysis shows significant variations of the fu
tions f n(T). Such variations are due to the transitions b
tween different dissipative processes~taff, creep, flow!.

For these reasons, the experimental criteria to discri
nate among different pinning models can be given by
frequency dependencies of the susceptibilities and in part
lar of the absolute amplitude of the peak, and of the pe
temperature for the imaginary part of the first harmon
However for a deeper analysis a full best-fit procedure w
be necessary, using numerical simulations taking into
count the different losses mechanisms in the different p
ning models.
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