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Three-dimensional electron momentum density of aluminum by( y,ey) spectroscopy
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We report on the measurement of the three-dimensional electron momentum dEMIDY of aluminum.
150 keV photons with an intensity of210 photons/s from a multipole wiggler of the European Synchrotron
Radiation Facility have been scattered at a 100 nm thin self-supporting aluminum foil and measured in
coincidence with their recoil electrons. To improve the agreement with a full potential linear muffin-tin orbital
theory, electron correlation effects have been incorporated via the so-called Lam-Platzman cdifégtson
Rev. B9, 5122(1974]. A comparison with two-dimensional angular correlation of annihilation radiation has
been made and demonstrates the strong influence of the positron wave function on the EMD. In analogy to
these experiments, we used the first derivative of the EMD as an indication of the Fermi breaks.
[S0163-182699)13115-1

I. INTRODUCTION electron in its initial state can be determined in a unique way.
The corresponding triple differential cross section is propor-
The strong interest in the electronic structure of solids ledional to the EMD itself(We mention that the 3D-EMD can
to the development of a large variety of experimental methalso be obtained indirectly by noncoincident Compton scat-
ods for the study of energy dispersion and density of statetering if a rather large number of directional Compton pro-
both for occupied and unoccupied bands: photoemissiofiles is measured and finally reconstruction techniques based
spectroscopy, inelastic x-ray scattering, electron-loss on Fourier transforms are employ&dThe main difficulty of
spectroscopy x-ray-absorption spectroscofyp name buta a (y,ey) coincidence experiment originates in the strong
few. In contrast, a few methods exist which measure directlyncoherent elastic scattering of the recoiling electron within
wave-function-related quantities such as the real-space elethe target which disturbs the determination of the recoil mo-
tron density(x-ray form factor$ or momentum densities. To mentum by multiple scattering. Since the mean free path for
the latter belongs the two-dimensional angular correlation o€lastic scattering of electrons with a recoil energy of 51 keV
annihilation radiation (2D-ACAR) — which, strictly speak- is only about 44 nm in aluminum, self-supporting targets are
ing, measures the electron-positron pair densft¥(p),° see  required which are as thin as possible. &)2¢) experiments
Sec. Il — (y,ey) and (e,2e) spectroscopy.(y,ey) experi- the photon is replaced by an electron. Though the scattering
ments are an extension of the conventional Compton scattecross section is orders of magnitude larger than in the photon
ing where the double differential cross section describing thease (Rutherford versus Klein-Nishinathese experiments
energy and angular distribution of the scattered radiation isuffer even more from multiple scattering, partly because
proportional to the so-called Compton profile, which is de-now two electrons are involved and partly since, at least up
fined as a twofold integration over the electron momenturmo now, rather low recoil energies—(1 keV) are used in
distribution(EMD). This integration results from the lack of these experiments.
information about the momentum distribution of the recoil- In the discussion of the 3D-EMD of aluminum, emphasis
ing electrons. Since integration averages over large volumds put on electron correlation effects. In general, theoretical
in momentum space, detailed information about solid-stat&MDs are obtained from an effective single-particle Sehro
effects such as Fermi surfaces or electron correlations mighttinger equation where the band states are populated due to
become difficult to obtain. It is therefore desirable to mea-occupation humbers from the interaction-free jellium model.
sure the EMD directly by fixing the complete scattering ki- They are corrected by the Lam-Platzman sch@rfe elec-
nematics: if the momenta of the primary and scattered photron correlation. Recent high-resolution conventional Comp-
ton in addition to that of the recoil electron are measuredon scattering experiments on I[Refs. 8 and 1l and Be
simultaneously, i.e., in coincidence, the momentum of thgRef. 12 indicate even stronger electron correlation effects
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than expected in the Lam-Platzman approach based on a ho- ,
mogeneous interacting electron das. uk,i(r):Eg Agi(k)e'or. 2.9

Il. METHOD Evaluating the Fourier transform, ;(p) of Eq. (2.3 yields

the EMD p(p),
If a photon with energyw and momentunk is scattered at

an electron with energy>0 and momentunp, energy and

— 2
momentum conservation laws yield for these energies and p(p)—Z%i N (k)] i (p)]
momenta
e=w—0'—E/, (213 =22 ni(k)|Agi(lI?ap—k=-g. (29
p=k’'+p'—k, (2.1p  ni(k) are the occupation number densities. Within the

independent-particle model they are equal to unity for mo-
where (@',k") and E’,p") are the energies and momenta of menta smaller than the Fermi momentum and zero above.
the photon and electron after the interaction. Thuk, ik’,  This holds for the reduced zone scheme. Nondiagonal ele-
andp’ are known experimentallyp can be determined in a mentsn;; of the occupation number density due to electron-
unique way. For the coincident detection of both the scatelectron interactionlequivalent to configuration interaction
tered photon with ’,k") and the recoil electronH’,p’),  in Hartree-Fock theopyare believed to be negligible, at least
the triple differential cross section when the nearly-free-electron approximation is applicable.

For comparison we mention that the corresponding expres-

dio o [do 27 sion in the g:ase of ACAR vyields for the electron-positron
do’dQ,d0, o Plan, KNp(p) (2.2 pair density
holds!* where p(p) is the EMD and (a/dQ,)y is the P2 (p)=2> ni(K)|ALT(K)|26(p—k—g), (2.6
Klein-Nishina cross section for linearly polarized photons. K,Q,i g!

The validity of the so-called impulse approximation is as-
sumed. We mention that the term “impulse approximation”
has a different meaning for the triple and the double differ-
ential cross section, respectively. Whereas for the triple dif- N B

ferential cross section the final electron states are approxi- A;i_(k)=2 Ag (DA, i(K), 2.7
mated by plane waves, one assumes in addition plane waves g

also for the initial state in case of the double differential A~ and A* being the separate Fourier components of the
cross section. The momentum distribution of the plane waveslectron and positron wave function, respectively. It is
is that of the EMD of the initial state. The possibility of this readily seen that, except for a positron wave function
approximation(the so-called “potential cancellation’telies ug(r) =const, i.e.Ag= 5(9), the densities of Eq$2.5) and
strongly on the completeness relation for the electron2.6) are different.

state$>'® which cannot be used in the case of the triple dif-

ferential cross section. Eisenberger and PlatZmhdmave IIl. EXPERIMENT

evaluated the nonrelativistic photon scattering matrix ele-
ment within the first Born approximation with correct eigen-

states of the unperturbed Hamiltonian for the initial and fmalscattering beamline ID15A of the ESREAN asymmetric

electron states. This matrix element can be calculated an@\?iggler with seven periods and strong poles of 1.8 T was
lytically. One can easily show that for a given mornentumused with a critical energy of 44.1 keV at a gap of é0.3 mm.

transfer the impulse approximation works better in the CaS& o white beam was monochromatized by220) bent Si

Oyane doune Tan of e Iile tiferentel rose SEClon cytal nLave geometao~0.74 keV ul weth at af
. ; maximum(FWHM)]. The photon beam entered an evacuated
be of the order of the initial electron momentum, it should be

larger at least by an order of magnitude in the latter case ir’[]arget chamber (1C Pa) with an externally mounted intrin-
9 4 gnitude 1 dic Ge diodeenergy resolution 0.4 keV FWHM at 100 kgV
order to obtain a reasonable approximation. It was demon-

strated by Surit/ that this statement holds also for the rela- zhrae ds%attrirér;gnsarggf;lg t?z :_éﬁrgehggﬁ;legg%gi st::;itri?/zac;e-
tivistic external field Smatrix element within the y P

. . S tector (PSD which consisted of 18 16 individual photo-
independent-particle approximation. . X ) ) . .
Usually, the EMD for crystalline solids is obtained from a diodes(Fig. 1). The experimental setup will be described in

band-structure calculation. Due to translational invariance "¢ detail in a fo_rthcommg pl_JbIlcatlc?ﬁ.The center of the
the corresponding wave functions are Bloch waves array was placed in the direction of the momentum transfer

vector go=k—kg, wherekg is the momentum of photons
b =ug (nexr, (2.3 scattered at electrons at rest. Since both the energy resolution
’ ’ of the photon and electron detector are large compared to the
where the crystal momentuknis restricted to the first Bril- binding energye of the valence electrons — which dominate
louin zone and is the band index. From the lattice period- the EMD — we measured the direction pf, but the modu-
icity of uy ;(r) follows lus was obtained from the energy conservation law of Eq.

where the Fourier components of the corresponding electron-
positron Bloch state are given by

The experiment was performed at the high-energy x-ray
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FIG. 1. Experimental setup: Ge, Ge diodE; target; PSD, 100y
position-sensitive electron detector. toel,. - ..
e, O
(2.0: |p'|=[(w— ' +1— €)?>—1]"? neglectinge, which is s0r .
of the order of tens of eV at most compared to - c
=150 keV andw’=w{=99 keV. For the same reason the
influence of the W(_)rk funption on the e_Iectron energy i_s dis- % 100 200 300 400 500
regarded. From kinematics one obt&mfor the Cartesian E [arb. units]

components of the initial electron momentym )
FIG. 2. Scatter plot of the ERDA measurement: relative energy

Py=0oBx+ ® SiN(A)Aw'/qy, (3.13 loss AE/E against recoil energi. The contributions from Al, O,
and C are indicated.

py= qOBy ) (3.1b
(CsH11NO,- H,0) which had a fine crystallinelike structure
p,= —wAw'/(Qowp), (3.10  that acted as a replica for the Al film and guaranteed some
mechanical stability. Finally, the Betaine film was dissolved
in water and the Al foil was put free standing onto frames. It
is well known that aluminum metal readily oxidizes at its
surface. Though passivation of aluminum leads to a saturated
(3.2  oxide layer with thicknesses of about 1.5-2 nm dhfy2*
we have investigated our foils quantitatively by elastic recoil
the energy of photons scattered at electrons at(vestuse detection analysi$ERDA) of fast heavy ions at the Munich
natural units withh =m=c=1). For a primary photon en- heavy ion accelerator. A 210 Me¥’l beam hits the Al film
ergy =150 keV and a scattered energy,=99 keV the while a 2D-ionization chamber at a large scattering angle
momentum transfeq,= 63 a.u. is very much larger than the detects recoil ions emitted from the targehe energy loss
initial momentump which is essential for the validity of the AE of the recoils ions, dominated by electronic processes, is
impulse approximatiof® Detailed Monte CarldMC) simu-  analyzed by an energy dispersive detector. SikEe-Z?, Z
lations of the momentum resolution of the,ey) spectrom-  being the nuclear charge of the recoil ioigethe-Bloch re-
eter included the correlated scattering due to the triple difgime), and the scattering cross section, in this case the Ru-
ferential cross section of Eq2.2), solid angle and energy therford cross section, is well known, the ERDA method is
resolution of the Ge diode, energy broadening of the primaryable to determine quantitatively the composition of the tar-
beam, and the extension of the beam spot at the target. Thyet. Figure 2 shows the relative energy IaSE/E of the
variance vector for the momentum errors in the three Carterecoil ions as a function of the recoil ener§y There is a
sian directions obtained by these MC calculations wgs  distribution of recoil energies since the recoil atoms are dis-
=(0.18,0.43,0.20) a.u. Emission patterns of the recoilingributed within the target. Figure 2 holds for a 100-nm thin
electrons which were broadened due to this variance vectdkl target. Very clearly the signals from Al, O, and C can be
were recorded by the 2D electron detector with a granularityseen. The intensities correspond to a contamination of 6.3
of about 0.14 a.u imp, and 0.28 a.u. irp,. Thus, the vari- at.% oxygen and 0.6 at.% carbon. Figure 3 shows the inten-
ance both in thep, andp, direction extended over approxi- sity of oxygen recoil ions as a function of their enery
mately 1 pixel. The time resolution of the coincidence wasThere are two prominent contributions, indicating that oxy-
about 200 ns, considerably longer than the bunch distance gfen is deposited on the front and backside of the f@ird
3 ns in the so-called 2/3 fill mode of the ESRF. Time corre-not in the interioy. With the assumption that two AD,
lation spectra showed very little chance coincidences whicliayers have been formed, we calculate a thickness of 1.0 nm
nevertheless were taken into account. The overall coincifor each of them. While this thickness coincides with mea-
dence rate due to a primary beam of aboktID'! photons/s  surements of aluminum passivatibff?*it is in contrast to
was about 1.5 Hz at an average beam current of 100 mA. Aesults by Sakuragt al,?® who estimated by electron spec-
total of 5.4< 10° coincidence events were accumulated. troscopy for chemical analysiESCA) an oxide layer of 20
The target was a 100 nm thin self-supporting polycrystal-nm on an 85-nm thin aluminum foil. The authors used this
line Al foil with a diameter of 12 mnithe beam spot was relatively strong contribution of AD; to explain that their
1.2 mm (horizonta) < 4.0 mm (vertica)]. Targets prepared (vy,ey) experiment showed a remarkably broader EMD than
by aluminum evaporation on a thin Betaine film expected from pure aluminum.

where g, and 8, are the angular deviations @f from qq
(see Fig. landAw' =0’ — 0} with

_ w
1+ w[1—cog6)]

!
@o
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FIG. 4. 2D angular correlation plots fory(ey) and ACAR
FIG. 3. The intensity of scattered oxygen recoil ions as a funcmeasurementéRef. 31.

tion of their energ)E. Signals from both sides of the Al foil can be

identified. technique’?®% For comparison with 2D-ACAR data we
have evaluated from our results the angular correlation den-
IV. EXPERIMENTAL RESULTS AND DISCUSSION sity
A comparison between the experimental EMD and theo- 0
retical results from band-structure calculations has been p (px1py):f P(Px:Py,P2)dP;, (4.
made by normalizing both to the same integral value within . )
an integration VOlUm@X: +14 a_u_'py: +25 a.u., pZ: Wh|Ch IS plotted n F|g 4 together W|th 2D-ACAR from Ref

+6 a.u., which is given primarily by the finite extension of 31. It is readily seen that in the ACAR data the EMD is cut

the electron detector. In essence, the Fourier componengf at px=p,=1 a.u. due to the positron wave function be-
Agi(k) of Eq. (2.4 have been calculated by the linear N9 repell3e3d from the ion core. Recent calculations by Ala-
muffin-tin orbital method either in the atomic sphidre talo etal™ show a drastic reduction of the positron wave
(ASA-LMTO) or the full potential approximation function in glum_lnum for d|stanc¢s below 2 a.u. in real
(FP-LMTO).?8 In the ASA-LMTO a unit cell of the crystal is SPace. Nothing like that happens in the,€y) experiment,
substituted by a number of overlapping atomic spheres withvhich shows appreciable intensity beyond 1 a.u. due to the
no room left for the interstitial region. The electron potential COre states. Figure 5 shows the EMDpat=p,=0 as a func-
is assumed to be spherically symmetric inside the spheres. fiPn of p; in comparison with the FP-LMTO theory includ-
the FP-LMTO a number of nonoverlapping muffin-tin ing the Lam-PlatzmariLP) correction, see below, and the
spheres is introduced, the potential is expanded in sphericgPntribution from the AJO; layer on both surfaces, see Sec.
harmonics inside the spheres, and is Fourier transformed in
the interstitial region. This treatment of the interstitial region
provides superior accuracy at the price of increasing compu-
tation time.

LMTO is one of many computational schemes derived

1600

1400

within the general density-functional philosophy. A detailed 12007
comparison of ASA-LMTO with €,2e) experiments is given 1000k
in Refs. 9 and 29 with additional attention to photoemission
spectroscopy. The occupation number densij{k) for both *"g' 300l
approximations is that of the noninteracting electron gas. For 8
comparison with experimental data, a MC code was estab- 800 }
lished which, in addition to the experimental finite resolu-

tions of Sec. lll, incorporated the theoretical EMD and the 400}
elastic multiple scattering of the emerging electrons within

the target(due to the energy resolution of about 2.8 keV of 200
the electron detector, inelastic multiple scattering mainly due

to plasmon losses of about some tens of eV has been disre- o4 . . : .

garded. The treatment of multiple scattering follows closely
that of Salvatet al.>° using the elastic cross sections of
Wigner-Seitz atoms in a solid. FIG. 5. The experimental EM(0,0p,) (dot§ compared to

2D or 3D EMDs of aluminum have been measured in thetheory (solid line) including the instrument resolution. From the
past both by ACAR(Refs. 5 and 3lLand by the é,2e) global normalization one hag’ = 3.9.

p,[au]
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FIG. 6. The spherically averaged theoretical EMDs of#dlid ~ FIG. 7. Isodensity plot of the likelihoog in the (p..p,) plane,
curve and ALO; (broken curvenormalized to the same number of indicating that the agreement between experiment and theory is
electrons. comparable to that of Fig. 5 for the whole,(,p,) plane.

IIl. For the a-Al,05 EMD (corundum structujewe used an free glectron ga@ellium),_ r_espectively. Connection with Eq.

ASA-LMTO calculation with von Barth and Hedin param- (2.5 is made by recognizing that

etrization for the exchange-correlation potentfakigure 6

shows the spherically averaged theoretical EMDs for alumi- N(p)=2 n(p)

num anda-Al,O5 normalized to the same number of elec- T

trons. One observes immediately the sharp Fermi break due

to unfilled bands in the metal aluminum in contrast to thein the repeated zone scheme. The integration in Ed)

smooth EMD of the ionic insulator ADs. In all the EMD  extends over the volum@ of the Wigner-Seitz spher@Al:

figures shown in this work the contribution duedeAl,0; Q=110 a.u?).

has been added. The Iikelith(ﬁ, In the following we will focus on the question of whether
our experimental data indicate the significance of the Lam-

(4.9

n Platzman correlation correction term. To do so, we have cal-
Xﬁ:(z/n);l [yi— X+ In(x; 1y ], 4.2 c?lalt%dAp(p) with a parametrization cAN due to Schlke
= et al.,
wherey; is the theoretical prediction anglis the experimen- p\®
tal value in theith bin>® amounts for the experimental re- —a-— %(1—a—ZpF)(—> for p<pe
sults of Fig. 5 toXE=3.9 in the range-6 a.usp,<6 a.u. AN= Pe
We would like to stress that this value was not obtained by 1 F\® for p=
minimizing with respect to the theoretical curve of Fig. 5 but 2(1-a-2z,) ) OrP=Pr
was calculated from the global normalization. Figure 7 dem- (4.5

onstrates that the quality of agreement is roughly the same if
the comparison between theory and experiment is extendesiith a=9(1—Z, )/64. It is obvious that for an interacting
from p,=p,=0 to the whole p,,p,) plane. electron gas with a renormalization constaiy <1, also

EMDs obtained from the pseudo-wave-functions ofgiates apove the Fermi momentyp become occupietf
density-functional theory“Kohn-Sham equations)'are not  according to Lundquist the single-particle hole couples to

correct c_iue to exchange-porrelatlon effetFheir accuracy he plasmonyielding a quasiparticle called plasmayamith
can be improved by adding the Lam-Platzman correttion o jitetime broadening near the Fermi momentum which re-
Apip(p) to the EMD, sults in the p/pg) ~8 tails of Eq.(4.5). The spectral weight
of this mode is given b)ZpF. To obtainAp p(p) we used the
Apr(p)=5EXC/56pEJ p(r)3AN/(4mpd)d?r, FP—LMTO_eIectron (_jens_it)p(r) since in the spirit of the
Q local-density approximation botpr and ZpF become func-

tions of rg, i.e.,, of the electron densityp(r): pg
— 1/3, -1

where the correction term is given by the derivative of the_(977/4) r_s - For pr(rs) we used Eq(36a of Ref.. 38.

total exchange-correlation enerdy“ with respect to the ~For comparison we have also calculated the corrediipfp

individual electron energy,, p(r) is the electron density, for the constant valence electron density=3/( in alumi-

and AN=N®(p)—Nf(p). N and Nf are the occupation num. For this case E¢4.3) yields Ap}p=ANQ/(473) with
number densities of the homogeneous interacting and thie Fermi momentunp=0.93 a.u. and a renormalization

4.3
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FIG. 8. Ap{; (solid) andA p, » (dashed for the renormalization
constant of Ref. 38.

constant Z, =0.763 which corresponds tors=[3/
(47p,)1¥3=2.1. This value ofZ,, has been calculated by

Hedir®® within the so-calledG,W, approximation of the
self-energy operator. Figure 8 shows bdth], andAp,  as
a function of the momentump. A comparison of both cor-

Quantitatively the correctio p; p amounts to a subtraction

of 3% from p(0) at p=0. Clearly, momentum density is
transferred from low momenta to higher ones. Figure 9
shows experimental EMDs together with curves from the
FP-LMTO theory including(solid line) and without(dotted
line) the Lam-Platzman correctionTreated by the MC
simulation, the difference of both Lam-Platzman corrections
of Fig. 8 becomes considerably less than the experimental
uncertainty. Actually we useflp{ in the following) Figure

9(a) holds for p,=0.1 a.u.,p,=0.2 a.u., Fig. &) for p,
=1.1 a.u.py=0.2 a.u. The correction is most pronounced at
p,=0, which corresponds to electron momepta0.2 a.u.
[Fig. 9@] andp=1.1 a.u[Fig. Ab)], respectively. From the
different sign of the correction it becomes evident that mo-
mentum density is transferred to momenta larger than the
Fermi momentumpg=0.93 a.u. The likelihood changes
from y, =3.9 to y,=3.5 if the LP correction is included
[Fig. 9a)] and fromy, =6.6 to x, =5.8 for Fig. 9b). These
values hold for the range 1.5 a.us=p,<1.5 a.u., though, of
course, the fit of theory to experiment results from the global
normalization. It is evident that the LP correction improves
the agreement between theory and experiment in the region
of the valence electrons. Comparing Fig&)%nd 9b), it is

also evident that the shape of both EMD cuts is remarkably
different: whereas in Fig.(®) a pronounced change of the
slope can be seen p}=0.9 a.u., which is a reminiscence of

rections demonstrates that the Lam-Platzman correction ighe Fermi break, Fig.(®) represents the continuous decrease
dominated by the valence electrons: with increasing electrogf the EMD due to core states. The LMTO calculation has
densityp(r)AN tends to zero: a large density means also &een done for the valence electrons only, i.e., lacking core

large kinetic energy of the electrons I(S‘Z) which outbal-

orthogonalization®*° (the core momentum density was cal-

ances the increased electrostatic interaction between the elegitlated from the Roothaan-Hartree-Fock wave functions of
trons (ocrs’l), i.e., they behave more like a free-electron gasBungeet al*}). Since the lattice potential has a very weak

1500 |

1000 |

counts

500 |

500

counts

250 |

-4 -2 0 2 4
p,laul]

FIG. 9. A comparison between the experimental EN#ror
bar9 and the LMTO calculation witisolid) and without(dotted
the Lam-PlatzmafLP) correctionAp . (&) holds forp,=0.1 a.u.,
py,=0.2 a.u.;(b) for p,=1.1 a.u,p,=0.2 a.u. The likelihood
amounts tgy, = 3.5 (with LP) and x, = 3.9 (without LP) for (a) and
x.="5.8(with LP) andy, = 6.6 (without LP) for (b). Representative
error bars due to statistical uncertainties are indicated.

influence on the valence electrons, we assume that the or-
thogonalization effect in aluminum is just as small as in so-
dium, where it was demonstrated by Lundqvist and Inffle
that the generation of high momentum components due to
orthogonalization is negligible compared to electron correla-
tion effects. We remark that a recent fully self-consistent
GW self-energy calculatiof? where the self-consistent
Green’s functionG is obtained from Dyson’s equation,
yields for the renormalization constaft_=0.846 atrs=2,

a value which would slightly reduce the agreement of Fig. 9.
For a recent review of th&W method, see the article of
Aryasetiawan and Gunnarssbh.

If all the events for a constamt, value are summed up,
we obtain what is called a coincident Compton prodilg,,
a procedure which increases statistics considerably. Due to
the limited range of our experiment in thpg and p, direc-
tion this coincident Compton profile is not identical to a
noncoincident one, but it has the advantage of increasing
statistics within the region of the valence electrons while the
contribution of core states is reduced. In addition, the trigger
condition provides photon spectra free of any background
radiation. In Fig. 10 we compark,,,. with theory: the dash-
dotted curve is due to ASA-LMTO, the dotted curve results
from FP-LMTO, whereas the solid curve incorporates in ad-
dition to FP-LMTO the LP correction. Clearly, the agree-
ment with experiment is progressively improved. This is also
demonstrated on a larger scale in Fig. 11, where the differ-
enceAJgine, i-€., experiment minus theory, is plotted as a
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FIG. 10. The coincident Compton profilk;,.. Dots: experi- FIG. 11. The difference\ J,c between experiment and theory

ment (the dot size represents the statistical uncertgintiash-  (open circles: ASA-LMTO approximation; dots: FP-LMTO ap-
dotted: ASA-LMTO approximation; dashed: FP-LMTO approxima- proximatior). The solid curve represents the LP correction.
tion; solid: FP-LMTO approximation including the LP correction.
The inset shows the curves at low momenta on an enlarged scaleyre dominantly influenced by multiple scattering. The differ-
ence of the coincidenp,-dependent photon spectra for an
function ofp,. Open circles represent ASA-LMTO, dots FP- arbitrary thin and an infinitely thick target — with respect to
LMTO, and the solid line the LP correctidthe “noise” on  electron multiple scattering — is that of a cut through the 3D
this curve results from the MC simulatiprit is evident that EMD and an ordinary Compton profile. Compared to a com-
the FP-LMTO is superior to ASA-LMTO in describing the pletely flat distribution in thep, and p, direction for the
experiment by transferring intensity from low momenta tolatter case, this is a rather small change. This is also substan-
higher ones. The LP correction further improves the agreetiated by our MC code: enlarging the foil thickness by 50%
ment between experiment and theory, though it is not per— actually the thickness can be determined within 5% —
fect. We mention that the band structures for the occupiedioes not change the shape of the theoretical curves in Fig. 9
states from both theories are very similar. Differences —remarkably. It should be noted that these pgedependent
including those of bandwidth and gaps — are at the mRycuts through the EMD. Thus we conclude that multiple scat-
level and would thus be hardly detectable on an absolutéering cannot simulate correlation effects.
scale, e.g., by angle-resolved photoemission experimfents. As stated in the Introduction, ACAR measures not the
Though also the EMD’s of both theories differ by a few EMD but the positron-electron pair correlation density.
percent only, this effect can be detected by Compton scattefFhough the positron strongly polarizes the electron gas, the
ing unambiguously as shown by Figs. 10 and 11. We alsgosition of the Fermi breaks remains unchangédis for
remark that the LP correction is insensitive to the special

representation of the occupation number denkifyof Eq. 400 ; Y
(4.5). Using the slightly different expression of Faed al>® : %
does not change the LP correction of Fig. 11. 300 : '
The influence of electron correlation has also been inves-
tigated in earlier Compton profile measurements by Cardwell 200}
and Coopef**° An improvement in the agreement between T
experiment and calculations based on density-functional 5 10or
theory was observed. High-resolution Compton profile mea- £ 0
surements by Shiotawit al*® showed a deviation of the ex- o
periment from the inverted parabola of the free-electron gas < _;40l
aroundpg but no quantitative analysis according to the Lam- ™
Platzman correction was made. Finally we want to comment 200}
on the influence of multiple electron scattering. In principle,
one could argue that multiple scattering broadens the EMD, -300
thus transferring intensity from low to higher momenta,
which could mimic correlation effects. That this in fact does -400 ¢t : - -
not happen relies on the very different influence of multiple -4 -2 o o] 2 4
scattering on the three Cartesian components of the momen- =
tump. Since it changes primarily the emission angtgsand FIG. 12. First derivativelp/ dp, of the EMD (star$ compared to

By of the emerging electrons, it is readily seen from thetheory (solid line). The data hold fop,=0.1 a.u.,p,=0 and the
kinematics of Eq(3.1) that only the components, andp,  distance between the extrema amountd to1.55 a.u.



PRB 59 THREE-DIMENSIONAL ELECTRON MOMENTUM DENSIT . .. 10519

2 - - - - - made®® Since epitaxially grown films are available, mea-
surements with single crystals are possible. On the experi-
mental side a multiple pixe} detector could easily improve
the count rate by an order of magnitude.

V. SUMMARY

We have measured the 3D EMD of thin polycrystalline Al
foils and compared it with a LMTO calculation, which is
based on the density-functional idea. The agreement between
experiment and theory could essentially be improved by tak-
ing into account electron correlation. Though theory incor-
porated the exchange-correlation potential with the param-
etrization of van Barth and Hedff, a further important
effect of electron-electron interaction is a change of the oc-
. . . . . cupation number density from that of the free-electron gas.
1 05 0 05 1 The interaction pushes a part of the occupied states below

P, lau] the Fermi momentunpe to momenta aboveg . Within the
spirit of the local-density approximatiof.DA) this change
of occupation number density can be accounted for by the
so-called Lam-Platzman correctidhApplied to the EMD of
saluminum, the agreement for momenta bgikpe and p
>pe considerably improved. The renormalization constant
_ _ ZpF=O.76 is that of the interacting electron gag gt 2.1. In
this reason that the ACAR measurements have widely beegyite of its great simplicity, this correction seems to represent
used for the evaluation of the Fermi surface topol@gymi-  glectron correlation in momentum densities quite correctly:
ology) mostly by differentiating the angular correlation data yecent calculatior?€ of the Compton profile of silicon bgb
and looking for the extrema. Though our data have signifiiniti nonlocal pseudopotential variational quantum Monte
cantly fewer statistics and lower resolution, we will briefly -5/ techniques, where correlation has been included into
discuss the outcome of such a procedure fgre) mea-  he many-body wave function via a Jastrow factor, demon-
surements. Figure 12 show#p/dp, as a function ofp, for  girate that correlation correction to the LDA Compton profile
Px=0.1 a.u,py=0. Black stars are the experimental deriva-js \vell reproduced by the Lam-Platzman term. 2D angular
Fives, _Whereas the _solid line represents the LM'_I'O theonggrrelation plots are compared to 2D ACAR and show the
including LP correction. Fop,=0.1 a.u.,p,=0 the distance  strong influence of the positron wave function. Despite the
A between the experimental extrema amounts\Ate1.55  yather poor statistics and low resolution, we have shown that
a.u. In Fig. 13 the distanc& is plotted as a function ab;  the extrema of the first derivative of the EM@hich corre-
for py=0. Stars are taken from the experimental derivativessponds to the second derivative of a Compton prpfjiee
open dots from the corresponding theory. For an arbitraryyn indication of the Fermi momenta, which do agree well
good resolution all points should be represented by theyith respect to theoretical calculations. We also emphasize
nearly-free-electron resufsolid line) within the range—pg  that complex many-body effects such as positron-induced
<py=<pr. Finite resolution causes that approximately 80%polarization, which results in an enhancement of the electron
of the extreme value at the descending part of the derivatgensity®® are naturally absent in they(ey) reaction.
yields the correct Fermi surface, an experience also made by
ACAR measurement¥. For |p,|>pg the distanceA in-
creases again due to the influence of core states. The slightly
asymmetric behavior of the theoretical points in Fig. 13 with  The authors thank Dr. H. J. Maier and D. Frischke from
respect t, results primarily from the kinetics of E¢3.13: the Munich Target Lab for the preparation of the aluminum
while multiple scattering is symmetric i8, its influence on foils, and Dr. W. Assmann from the Munich Heavy Accel-
Aw' is negligible, which means an offset of the symmetry.erator Group for the ERDA measurements. A.S.K. acknowl-
We conclude this section with some general remarks abowdges support from the Australian Research Council, and
the possibilities of the ¢,ey) technique. The strong influ- Ch.M. acknowledges a grant from the ESRF. This work was
ence of electron multiple scattering restricts the method tesupported by the Bundesministeriumr fBildung, Wissen-
thin foils and lowZ material, nevertheless we emphasize thatschaft, Forschung und Technologie, Contract Nos. 05
investigations of CiNi;_, alloys have been successfully 5WMAAI and 05 ST8HRA.

Afau]

FIG. 13. The distancé between the extrem@ee Fig. 12as a
function of p, for p,=0. Stars are from the experiment, open dots
hold for theory. The solid line represents the free-electron-ga
model without any folding with resolution.
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