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Magnetization steps in†Fe„salen…Cl‡2
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The differential susceptibility dM/dH of @Fe~salen!Cl#2 where salen is N,N8-
ethylenebis~salicylideneiminato!, was measured in pulsed magnetic fields up to 550 kOe. The samples were in
a capsule that was immersed in a liquid-helium bath maintained at a temperature 1.5<Tbath<4.2 K. Three
magnetization steps~MST’s! arising from energy-level crossings for the Fe31 dimer were observed as peaks in
dM/dH. The intradimer exchange constant obtained from the MST’s isJ528.460.2 cm21, assuming ag
factor of 2.00. The line shapes of the peaks indM/dH strongly suggest the existence of weak interactions that
are not included in the conventional model of independent dimers with isotropic intradimer exchange only. The
missing weak interactions are yet to be identified. The narrow widths of the peaks indM/dH indicate strong
departures from thermal equilibrium with the helium bath during the field pulse~milliseconds duration!. Such
narrow widths are the result of cooling by the magnetocaloric effect. The cooling, and therefore the line shapes
of the dM/dH peaks, depended on the arrangement for the sample-to-bath heat flow during the field pulse.
With one heat-flow arrangement hysteresis was observed. Computer simulations of the line shape resulting
from the magnetocaloric effect during the field pulse reproduce the narrow widths and the hysteresis. Data for
the low-field magnetic susceptibility between 2 and 300 K, measured in steady fields, gaveJ>28 cm21.
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I. INTRODUCTION

Magnetization-step spectroscopy is a modern dir
method of determining exchange interactions in transiti
metal complexes. Many crystals contain polynucle
transition-metal complexes that are magnetically well i
lated from each other. The magnetic behavior is then w
approximated by a model of independent complexes, w
magnetic interactions restricted to be within each comp
Much of our understanding of these intramolecular inter
tions comes from studies of dimers~binuclear complexes!
and trimers ~trinuclear complexes!, although higher-
nuclearity clusters have also been investigated.1–5

The exchange interaction is often the largest intramole
lar magnetic interaction. The traditional experimental to
for determining the exchange constant~s! J has been the tem
perature variation of magnetic susceptibilityx. More ad-
vanced experimental methods of determiningJ include
inelastic-neutron scattering,6,7 and magnetization steps.8–13

The last two techniques probe directly the energy-level str
ture. Besides yieldingJ, these two methods may reve
the presence of weak interactions in addition to
intramolecular-exchange interactions.

The magnetization-step~MST! method of determining ex
change constants was developed in the context of dilute m
netic semiconductors, such as Cd12xMnxTe.8–11 These ma-
terials contain a variety of ‘‘magnetic clusters’’ that a
analogous to various polynuclear complexes of differ
nuclearity. Most of the early MST studies focused on t
dimers, known as ‘‘pairs’’ in this context.
PRB 590163-1829/99/59~2!/1046~9!/$15.00
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Thus far, the application of the MST method to pol
nuclear transition-metal complexes has been rat
limited.3,12,13One reason is that the MST method is relative
new. More importantly, the method has some limitation
Exchange interactions give rise to MST’s only when the
teractions are antiferromagnetic~AF!. In addition, the ex-
change constants cannot be too large if the MST’s are to
observed with available magnetic fields. For example, e
with fields as high as 600 kOe,uJu must be less than about 3
cm21 for a typical g factor of 2. In many molecules, th
magnitude ofJ is larger. The choice of@Fe~salen!Cl#2 for the
present MST study was partially motivated by its unusua
weak AF exchange.

The crystal structure of@Fe~salen!Cl#2 was determined by
Gerloch and Mabbs.14 The two Fe31 ions in the dimer oc-
cupy equivalent sites, separated by 3.29 Å. These Fe31 ions
are bridged by a pair of oxygen atoms. The Fe-O-Fe bo
angle is about 90°. The spin of the Fe31 ion is 5

2. Because it
is anS state ion, theg factor is expected to be close to 2.0
and anisotropic interactions in the dimer are expected to
very weak. The conventional model for the magnetic pro
erties of @Fe~salen!Cl#2 is therefore of independent dimer
with isotropic intradimer exchange interaction and no anis
ropy. There have been several determinations of the
change constantJ for this dimer. Early susceptibility data15,16

gaveJ>27.5 cm21. A later study of the hyperfine interac
tions, using the Mo¨ssbauer effect,17 gaveJ527.0 cm21.

II. THE MAGNETIZATION-STEPS METHOD

MST’s arise from many types of transition-metal com
plexes, among which the dimer is the simplest. Here,
1046 ©1999 The American Physical Society
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PRB 59 1047MAGNETIZATION STEPS IN @Fe~salen!Cl#2
briefly review the physics of MST’s arising from dime
composed of two identical ions, each with spinS. The dimers
are assumed to be independent of each other. The intrad
exchange interaction has the form22JS1•S2 . All aniso-
tropic interactions are ignored.

The energy levels of a dimer in a magnetic fieldH are
given by

E52J@ST~ST11!22S~S11!#1gmBmH, ~1!

where ST is the magnitude of the total spin of the dime
which can vary between zero and 2S, m is the component of
the total spin alongH, andmB is the Bohr magneton. Figur
1~a! shows the energy levels atH50 when the exchange
interaction is AF. The Zeeman splitting of these levels
shown in Fig. 1~b!. The crucial point is that there is a serie
of level crossings at which the ground state changes. In
creasingH, each of these level crossings raises the value
umu in the ground state by one unit. If the temperature is l
enough~kBT,uJu, wherekB is the Boltzmann constant! then
this change ofumu leads to a step in the magnetizationM. The
series of MST’s is shown in Fig. 1~c!. The magnetization
changeDM at each of the MST’s is the same. The lev
crossings, and hence the MST’s, occur at fieldsHn which are
given by

gmBHn52uJun, ~2!

wheren51,2, . . . ,2S. For a dimer composed of Fe31 ions
there are therefore five MST’s. If any of these MST’s

FIG. 1. ~a! Energy levels for a dimer at zero magnetic field. T
energy E depends on the magnitude of the total spinST . The
ground-state energy is taken as zero.~b! Zeeman splitting of the
dimer’s energy levels. Note the changes in the ground state, du
level crossings.~c! The dimer magnetization at low temperatures
er

s

n-
of

l

observed, thenJ can be obtained from the measuredHn
using Eq.~2! and the known, or assumed, value ofg.

Each MST is associated with a peak in the different
susceptibilitydM/dH. The line shape of the peak can b
obtained from the known analytic expression for the mag
tization of dimers.18 Under isothermal conditions, the peak
dM/dH is symmetric, and its widthdH at half height is
proportional to the temperatureT,

gmBdH53.53kBT. ~3!

The isothermal line shape can change, and the width
increase, when interactions other than the isotropic
tradimer exchange are included.8 However, much more dras
tic changes in the line shape can occur when the experim
are performed in pulsed magnetic fields of milliseconds
ration. Thermal equilibrium may not prevail during such
short pulse. The temperature of the spin system may t
vary appreciably during the measurement, which will hav
strong effect on the line shape.19,20 These magnetocaloric
effects will be considered later when the experimental l
shapes are discussed.

III. EXPERIMENT

A. Materials

Salicaldehyde, 1,2-diaminoethane, anhydrous ethanol,
FeCl3 were purchased from Aldrich and used as receiv
The ligand H2salen @N,N8-bis~salicylidene!-1,2 diaminoet-
hane# was synthesized by reaction of two equivalents of s
caldehyde with one equivalent of 1,2-diaminoethane, and
resulting product was recrystallized from ethanol. The pre
ration of @Fe~salen!Cl#2 followed Ref. 14, and was per
formed under prepurified argon using standard drybox te
niques. Four samples~B, C, D, and E! were recrystallized
from acetone under ambient conditions. The fifth sample~A!
was recrystallized by diffusion of diethyl ether into an a
etone solution of@Fe~salen!Cl#2 at 4 °C. Elemental analyse
on each of the five samples showed good agreement
each other. The values~in wt %! calculated from the chemi
cal formula Fe2C32H28N4O4Cl2 are as follows: Fe, 15.62; C
53.73; H, 3.95; N, 7.83. The average values actually found
the five samples were as follows: Fe, 15.62; C, 53.27;
3.88; N, 7.69. The elemental analyses were obtained f
Desert Analytics, Tucson, AZ.

X-ray measurements were made on a red-brown ne
from sampleB. These data were taken at 183 K with M
Ka radiation (l50.71073 Å) using a Siemens SMAR
charge-coupled device~CCD! area-detector diffractometer.21

The results@space groupP21 /c, and unit cell parameters
a511.336(4) Å, b56.884(2) Å, c519.172(6) Å, b
591.26~2!°# are in good agreement with literature values14

B. Differential susceptibility in pulsed fields

The experimental arrangements for the pulsed field
periments are described elsewhere.9 The data were obtained
with a 1.27-cm bore liquid-nitrogen-cooled magnet. Ma
netic fields up to 450 or 550 kOe were used. The shape of
field pulse was approximately a half cycle of a weak
damped sine wave with a half period of 7.4 ms~3.1 ms field
rise time, and 4.3 ms fall time!.

to
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1048 PRB 59SHAPIRA, LIU, FONER, DUBÉ, AND BONITATEBUS
A small liquid He Dewar with a 1.02 cm o.d. and 0.63
cm i.d. tail section, made with 0.5 mm precision bore gla
tubing, contained a well-balanced set of detection coils. T
coil system, positioned at the center of the pulsed mag
detected the time derivative of the magnetizationdM/dt of
the sample during the pulse. The temperature of the He
was fixed between 4.2 and 1.5 K. As noted later, during
pulse there was a large difference between the bath
sample temperatures, due to magnetocaloric effects.

The sample, 10–15 mg of finely ground powder, w
placed in a thin-walled~0.25 mm! cylindrical capsule made
of Delrin. In most experiments, the capsule had a small h
at the bottom, allowing liquid helium to enter the samp
space. However, in one set of experiments there was no
at the bottom, and the capsule was sealed at the top w
tight-fitting silicone-greased phenolic rod. The purpose
removing the hole was to prevent liquid helium from ent
ing the sample space, thereby limiting the heat flow to a
from the sample during the field pulse. Judged by the res
there was no significant sample-to-bath heat flow during
milliseconds field pulse in this case.

The sample was positioned in the detection pickup co
After each run the sample was moved out of the pickup c
while they remained in place, and the small background
balanced signal from the field pulse was measured. The
recteddM/dt signal was obtained by subtracting the bac
ground digitally. ThedH/dt signal was obtained during th
pulse from an independent pickup coil wound on the outs
of the Dewar tail. ThedM/dt anddH/dt signals, both as a
function of t, were recorded simultaneously using multicha
nel data acquisition. The~corrected! dM/dt signal was con-
verted todM/dH by using thedH/dt signal. The fieldH(t)
was obtained by integratingdH/dt. The final result was for
the differential susceptibilitydM/dH versusH. It should be
noted that measurements ofdM/dt can detect very smal
changes inM if the changes take place in a short time.

C. Susceptibility measurements

The magnetic susceptibility was measured using a su
conducting quantum interference device~SQUID! magneto-
meter system manufactured by Quantum Design Inc.
system, which uses steady magnetic fields, was operate
temperatures 2<T<300 K. The susceptibility as a functio
of T was measured in fields of 1 or 3 kOe. Isothermal m
netization curves in fields up to 55 kOe were also obtaine
several temperatures.

IV. MAGNETIZATION STEPS

A. Exchange constantJ from MST’s

The differential susceptibilitydM/dH of samplesA, B, D,
andE was measured in pulsed fields. Each sample consi
of many unoriented crystallites. Most data were taken
fields up to 450 kOe, but some measurements extended u
550 kOe. The capsule containing each of the samples wa
a helium bath. The bath temperatureTbath was usually 1.5 K,
but some additional data withTbath up to 4.2 K were also
obtained.
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As noted, two arrangements for the sample-to-bath h
flow were used. For samplesA, B, and D, a hole in the
capsule provided a direct contact between the sample and
helium bath. The pulsed field data for these three sam
were remarkably similar. In the case of sampleE, there was
no hole. The data for this sample indicate that adiabatic c
ditions prevailed during the milliseconds field pulse. T
simulations described in Sec. IV B 3 assume that even w
there was no hole, the much longer time interval betwe
pulses~at least 10 min! allowed the sample to reach equilib
rium with the bath.

Figure 2 shows data for sampleE at Tbath51.5, 2.8, and
4.2 K. These data are for increasingH. The two peaks nea
180 and 360 kOe correspond to the first two MST
(n51,2) from the dimer. The centers of the two peaks w
identified as the fieldsH1 and H2 where the ground state
changes due to level crossings. As expected, these field
not depend onTbath. The same values forH1 andH2 were
also obtained by integrating thedM/dH data and locating
the midpoint of the rise in the magnetizationM. ThedM/dH
data for decreasingH were similar, and gave nearly the sam
values forH1 and H2 . The overall average values for th
sample wereH15181 kOe andH25357 kOe. The ratio
H2 /H151.97 is close to the value 2.00 predicted by Eq.~2!.
These results forH1 andH2 lead to an intradimer exchang
constantJ528.4 cm21, assuming ag factor of 2.00 for the
Fe31 ion.

The line shapes in Fig. 2 exhibit some unusual featur
~1! the dM/dH peak associated with the first MST is muc
wider than the second, and~2! the widths of the peaks indi

FIG. 2. Differential susceptibilitydM/dH of sampleE in pulsed
fields. These data are for increasingH. Curves obtained at differen
helium-bath temperaturesTbath are displaced vertically relative to
each other, but the vertical gain is the same. For this sample t
was no hole in the capsule containing the sample, so that the flo
liquid helium into the capsule was prevented.
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PRB 59 1049MAGNETIZATION STEPS IN @Fe~salen!Cl#2
cate strong departures from thermal equilibrium with the
lium bath. These features, which do not affect the value oJ,
will be discussed later.

Figure 3 shows an example ofdM/dH data taken with a
hole in the capsule. The upper curve is for increasing fie
~‘‘up’’ portion of the pulse!, while the lower curve is for
decreasing fields~‘‘down’’ portion !. There are many simi-
larities but also some striking differences between the up
down traces. There are also similarities and differences
tween either of these traces and those in Fig. 2, which w
obtained with no hole in the capsule. In both Figs. 2 an
there are two main peaks, labeled as 1 and 2 in Fig. 3. P
2 is always narrower and taller than peak 1. The main n
feature in Fig. 3, which does not exist in Fig. 2, is the a
pearance of the ‘‘satellites’’ 1* and 2* in addition to the
main peaks 1 and 2.

The fields at the main peaks in Fig. 3 are nearly the sa
in the up and down traces, and they also agree with the fi
H1 and H2 in Fig. 2. On the other hand, the fields at th
satellites in Fig. 3 are very different in the up and dow
traces. In the up trace the fields at 1* and 2* are higher than
those at 1 and 2, respectively. In the down trace, on the o
hand, satellite 2* is at a lower field than peak 2, and only
vestige of satellite 1* is observed at fields below peak 1. It
noteworthy that as a function oftime the satellites in both up
and down traces of Fig. 3 always occurafter the main peaks.
The differences between the up and down results in Fig
imply that thermodynamic equilibrium did not prevail durin
the pulse. The nonequilibrium effects exhibited by the d
of Figs. 3 and 2 are discussed later.

Figure 4 shows the magnetizationM obtained by integrat-
ing thedM/dH data in Fig. 3. There are two large MST’
As expected, the magnetization changeDM associated with
each step is the same for both steps. The hysteresis in ea
the steps corresponds to the difference between the up
down results fordM/dH.

FIG. 3. Differential susceptibilitydM/dH of sampleA in pulsed
fields. The curves for the up and down portions of the field pulse
displaced vertically relative to each other. A hole in the caps
containing the sample allowed liquid helium to make contact w
the sample.
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The values ofH1 and H2 for the samplesA, B, and D
~which exhibited satellites! were determined fromM vs H
curves such as Fig. 4. For each MST there is a field wh
the change inM is equal to half of the total changeDM
associated with that MST. This field, at the midpoint of t
magnetization rise, was chosen asHn . The values ofH1 and
H2 obtained in this manner were very close to the centers
the main peaks 1 and 2 in the correspondingdM/dH traces.
The values ofH1 and H2 were also nearly the same fo
increasing and decreasingH.

The exchange constantJ52(8.460.2) cm21 was ob-
tained from the results forH1 and H2 in all four samples
which were measured in the pulsed fields. All up and do
traces were included, andJ was calculated from Eq.~2! as-
sumingg52.00. The uncertainty is mainly due to a scatter
values ofH1 andH2 .

Most of the measurements were in fields up to 450 kO
and they revealed only two MST’s. However, pulses up
545 kOe were also used for sampleD ~with hole in the cap-
sule! and for sampleE ~no hole!. These traces uncovered
sizable portion of the third MST. Figure 5 shows the ma
netization curve obtained by integrating thedM/dH data in
the up trace for sampleD. For both samplesD and E the
estimated experimental values forH3 were somewhat lower
than expected from the values ofH1 andH2 . The values for
H3 gaveJ>28.2 cm21.

B. Line shapes

1. General features

In the conventional model~CM! for @Fe~salen!Cl#2 the
dimers are independent of each other, and the only magn
interaction is the intradimer isotropic exchange. One conc
sion from the analysis of the line shapes of thedM/dH
peaks is that there are also other magnetic interactions
though much weaker than the isotropic intradimer exchan
The line shapes in pulsed fields also exhibit spectacular m

re
e

FIG. 4. Magnetization curve for sampleA, obtained by integrat-
ing the data in Fig. 3. The solid and dashed curves are for the
and down portions of the field pulse, respectively.
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1050 PRB 59SHAPIRA, LIU, FONER, DUBÉ, AND BONITATEBUS
netocaloric effects. As each MST is approached, the s
ple’s temperature drops dramatically.

The line shapes expected from the CM and the assu
tion of thermal equilibrium with the helium bath are illus
trated by the dashed curve in Fig. 6. The equilibrium sha
of the two peaks near 180 and 360 kOe are identical. B
peaks are symmetric, and neither exhibits a structure o
satellite. The linewidth is purely thermal in origin and
given by Eq.~3!.

The temperatureT, which should be used in Eq.~3! is the
spin temperatureTs . In the equilibrium simulation shown in
Fig. 6,Ts was set equal toTbath51.5 K. The calculated ther
mal width ~full width at half height! of the dM/dH peak at
this temperature is then 39 kOe. The calculated ther
width at 4.2 K is 110 kOe. In contrast, the observed sec
peak in Fig. 2~measured with no hole in the capsule! is only
12 kOe wide at all bath temperatures between 1.5 and 4.
Clearly, the actual spin temperatureTs at the second peak i
substantially belowTbath. For the higher bath temperature
in Fig. 2, even the first peak is much narrower than the wi
calculated withTs5Tbath. Thus, the first peak in Fig. 2 is
also strongly affected by magnetocaloric effects.

The solid curves in Fig. 6 are examples of data obtain
with a hole in the capsule. There are striking differenc
between either experimental curve and the equilibrium sim
lation ~dashed curve!. These differences include~1! the ex-
istence of satellites;~2! the observed main peak near 36
kOe has a width of 10 kOe compared to the 39 kOe equi
rium thermal width;~3! the first main peak, near 180 kOe,
much broader than the second peak, and it shows a stru
which is not fully resolved. The structure is not peculiar
up traces, as illustrated by the down trace in Fig. 3. Figur
shows that the structure in the first peak also appears w
there is no hole in the capsule. The differences between
observed line shapes and those in the equilibrium simula
are attributed to magnetocaloric effects, and to weak m
netic interactions which are not included in the CM.

FIG. 5. Magnetization curve for sampleD ~with hole in cap-
sule!, obtained by integrating data fordM/dH. These results are fo
the up portion of the field pulse.
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2. Evidence for additional interactions

Evidence for weak interactions, in addition to the dom
nant isotropic intradimer exchange, comes largely from
structure of the firstdM/dH peak, near 180 kOe. It is un
likely that this structure is the result of magnetocaloric
fects because it does not appear in the simulations of th
effects~discussed below!. In addition, Fig. 2 shows that the
structure is independent of the bath temperature, up to 4.
suggesting that it is intrinsic and is not thermal in origin. T
most probable interpretation is that in addition to the
tradimer exchange there are weaker interactions, which
responsible for the structure. One known weak interactio
the magnetic dipole-dipole interaction within the dime
However, the dipole-dipole interaction is too weak to expla
the structure. Other possibilities are weak interactions
tween different dimers, or some weak intradimer anisotro
The identity of the missing weak interaction~s! is unknown.

The most puzzling experimental result is that the seco
dM/dH peak, near 360 kOe, does not show the struct
exhibited by the first peak. The reason for the difference
unknown. The fact that the second peak is much narro
does not mean, however, that its width can be accounted
by the CM, which includes only the intradimer isotropic e
change. The width of the second peak in Fig. 2 does
change withTbath, strongly suggesting that this width also
largely intrinsic rather than thermal. In the CM, with isotr
pic intradimer exchange only, the width is entirely therm
Any nonthermal width must result from additional intera
tions. Later, in the simulations of the magnetocaloric effec
an additional term will be added formally to the Hamiltonia
in order to account for the intrinsic width of the second pe

3. Magnetocaloric effects

As noted, the widths of the MST’s in Fig. 2 are narrowe
by a factor up to 9, than the thermal widths calculated us

FIG. 6. MeasureddM/dH traces for samplesA andB in the up
portion of the field pulse~solid lines!. These results were obtaine
with a hole in the capsule. The trace for sampleA is the same as the
up trace in Fig. 3. The equilibrium simulation~dashed curve! was
calculated assuming thermal equilibrium with the helium bath, a
the conventional model for the magnetic intractions. All curves
for Tbath51.5 K.
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PRB 59 1051MAGNETIZATION STEPS IN @Fe~salen!Cl#2
the helium-bath temperatureTbath. In addition, the line
shapes in Figs. 3 and 2 are very different, reflecting the
ferent sample-to-bath thermal contact when there is and t
is not a hole in the capsule. These are manifestations
strong magnetocaloric effects during the field pulse. A d
cussion and computer simulations of these effects are
sented below.

To maintain the spin system at a constant tempera
while H is changing rapidly requires a rapid heat transfer
and from the spin system. There are several steps in this
transfer. First, heat must be exchanged between the spins
the lattice, which involves the spin-lattice relaxation. Ho
ever, at temperatures below 4.2 K even a rapid spin-lat
relaxation will fail to maintain the spin system at a consta
temperature during the field pulse. The reason is that
lattice specific heat is expected to be small compared to
magnetic specific heat of the dimers near the MST’s. The
fore, the lattice cannot act as a constant temperature re
voir. The temperatureTs of the spin system will remain
equal to theTbath only if heat can also be exchanged rapid
between the lattice and the bath.

If the heat flow between the lattice and the bath is
sufficiently rapid~so-called ‘‘phonon bottleneck’’!, Ts will
vary significantly during the field pulse. Such magneot
loric effects were discussed in Refs. 19 and 20. When e
of the fieldsHn is approached from either lower or high
fields, the spin system cools. As noted by Wolf long ago22

the cooling process nearHn is analogous to the familiar cool
ing by adiabatic demagnetization of a paramagnet. The m
difference is that for an ideal paramagnet the ground leve
degenerate atH50, while for MST’s in the CM the ground
level is doubly degenerate at eachHn @Fig. 1~b!#. Thus, for a
paramagnet the cooling occurs asH is reduced to zero
whereas for MST’s the cooling occurs asH approaches any
Hn .

The degree of cooling depends on several factors. Bes
the lattice-bath thermal contact the cooling is limited by t
minimum-energy separation between the two states res
sible for the MST. In Fig. 1~b!, which is based on the CM
the energy levels cross so that the minimum energy sep
tion is zero. In reality, however, weak interactions, which a
not included in the CM may result in an anticrossing, a
hence in a finite minimum-energy separation.8 The anticross-
ing leads to an intrinsic~nonthermal! width of the MST. The
minimum-energy separation limits the lowest achieva
temperature.22 Although the weak interactions leading to a
anticrossing in the present system have not been identi
such an anticrossing was assumed in the nonequilibr
simulations discussed below. Formally, the anticrossing
introduced by adding a small off-diagonal matrix elementD
connecting the two states responsible for the MST.8

The cooling that occurs asHn is approached can be ver
large. In some of the simulations below, the lowestTs is only
a few percent of the initial temperature~equal toTbath!. After
the fieldH sweeps throughHn , the spin system warms. Un
der adiabatic conditions~no lattice-to-bath heat transfer! the
spin system warms gradually until it returns to the bath te
perature. However, for a finite lattice-to-bath heat trans
shortly afterH passes throughHn the spin temperatureTs is
actually higher thanTbath. In that case, asH moves further
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away fromHn the spin temperature gradually cools towa
Tbath.

19

The variation ofTs during the pulse changes the shape
the MST. Under adiabatic conditions the cooling nearHn
leads to a much narrower MST, but the shape of thedM/dH
peak remains symmetric. A more complicated line shap
obtained for a finite lattice-to-bath heat flow. The cooling
H approachesHn leads to a faster magnetization change
the approaching side of the MST. ThedM/dH peak on the
approaching side is therefore narrower than it would ha
been hadTs remained equal toTbath. The line shape on the
receding side of the MST, after the field has passed thro
Hn , is sensitive to the warming that occurs in this field r
gion. The computer simulations in Ref. 19 gave a sin
asymmetricdM/dH peak, which was narrow on the ap
proaching side but broad on the receding side. This type
line shape is obtained only for a certain range of paramet
For another range of parameters, satellites appear.

The present computer simulations used the method in R
19. A common temperatureTs for the spins and the lattice
was assumed. The equation for the time rate of change oTs
is

dTs

dt
52

Ts

CH
S ]M

]Ts
D

H
S dH

dt D1
1

CH
S dQ

dt D , ~4!

whereCH is the specific heat at constantH of the combined
spin-lattice system, anddQ/dt is the rate of heat flow from
the bath to the spin-lattice system. Under adiabatic con
tions ~no hole in the capsule! there is no heat flow. For a
sample immersed in a helium bath~hole in the capsule! the
heat flow was assumed to have the form

dQ

dt
5C~T bath

p 2Ts
p!, ~5!

whereC is a constant. Most of the simulations were ma
with the valuep54 obtained by Khalatnikov.23 With this p,
Eq. ~5! leads to the familiar 1/T3 dependence of the Kapitz
thermal boundary resistance between liquid helium an
solid when the difference betweenTbath and Ts is small.24

The simulations were performed with a variety of values
the constantC. A zero value forC corresponds to adiabati
conditions.

The specific heatCH contains a lattice contribution and
magnetic contribution from the dimers. The lattice spec
heat was unknown, but was expected to be relatively un
portant. The actual simulations used the lattice specific h
from a Debye model with one atom per cell,25 and with a
Debye temperatureQ5100 K. ~Simulations withQ larger or
smaller by a factor of three gave practically the same res
for dM/dH. The reason is that in the relevant range of ma
netic fields,CH is dominated by the magnetic specific heat
the dimers.! The simulations included only the two dimer
energy levels responsible for the MST.

An off-diagonal matrix elementD50.3 cm21 was used in
most simulations because this value leads to linewidths c
to those observed for the peak near 360 kOe. Other va
for D, down to 0.001 cm21, were also tried. The magnetiza
tion and specific heat of the dimers at givenTs andH were
calculated using standard methods.1–5 For simplicity, the
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time rate of change of the fielddH/dt was assumed to b
constant. Most simulations were forTbath51.5 K, but some
were for higherTbath.

Figure 7 shows examples of simulations withD
50.3 cm21 andTbath51.5 K. Part~a! gives the shape of the
dM/dH curve, and part~b! the variation ofTs . Both parts
are only for the up portion of the field pulse. The solid curv
are the simulations under adiabatic conditions. The other
sets of curves are for two different nonzero values of
heat-flow~h.f.! constantC.

The simulation ofdM/dH under adiabatic conditions an
with Tbath51.5 K gives a good representation of the expe
mental data for the second peak in the lowest curve in Fig
The width of the simulated peak~10 kOe! is much smaller
than the thermal width at the bath temperature~39 kOe!. The
simulated peak is symmetric, and there are no satellites.
ditional simulations forTbath from 1.5 up to 4.2 K show tha
under adiabatic conditions the shape of thedM/dH peak is
practically independent ofTbath. These results account fo
the insensitivity of the curves in Fig. 2 to a change ofTbath.
For Tbath above 10 K, the simulations under adiabatic con
tions show a significant dependence onTbath. As Tbath in-
creases the peak becomes wider and smaller. The resu
the simulations under adiabatic simulations are the same
increasing and decreasingH.

Results of simulations for a finite sample-to-bath h
flow depend on the ratioC/(dH/dt), which affects the rate

FIG. 7. Computer simulations fordM/dH and the spin tempera
ture Ts when the sample is not in thermal equilibrium with th
helium bath during the field pulse. The model is discussed in
text. Solid curves are for adiabatic conditions. The heavy das
curves and the dotted curves are for two different rates of heat
~h.f.! between the bath and the sample. All simulations are
Tbath51.5 K, and are for the up portion of the field pulse.
s
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e
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of heat flow per unit fielddQ/dH. ~The heat-flow constantC
and dH/dt do not enter separately into the results. In t
present experimentsdH/dt;108 Oe/s!. The thin-dotted and
heavy-dashed curves in both parts of Fig. 7 represent res
for two heat-flow rates. The thin-dotted curves are similar
those in Ref. 19. The asymmetricdM/dH peak in this case is
narrow on the approaching side but is much wider on
receding side. This particular simulation was obtained wit
value of C/(dH/dt), which corresponds todQ/dH
5400 (erg/mol Oe K4)DT4 in the analog of Eq.~5!. The
very different line shape represented by the heavy-das
curve in Fig. 7~a! is for a value ofC/(dH/dt), which is
smaller by a factor of three. For this lower heat flow, t
dM/dH curve shows a narrow main peak (width>10 kOe)
on the approaching side, followed by a well-developed s
ellite on the receding side. These results give good acco
of the data in Figs. 3 and 6~with hole in the capsule!. Simu-
lations for the down portion of the field pulse show that f
decreasingH all the curves in Fig. 7 should be reflecte
about a vertical line atH2Hn50. Thus, in decreasing field
the satellite will appear at fields lower than the main pe
i.e., as a function of time the satellite always follows t
main peak. This result accounts for the main difference
tween the up and down traces in Fig. 3.

Additional simulations show that the satellite persists
a range of the heat flow rates, although the size and pos
of the satellite change withC/(dH/dt). The value 4 for the
exponentp in Eq. ~5! is not critical for obtaining a satellite
Satellites were also obtained in simulations withp51, 2, 3,
and 5. Other forms for the heat-flow also lead to a satell
For example, a satellite is obtained when Eq.~5! is replaced
by

dQ

dt
5C* Ts

3~Tbath2Ts!, ~6!

provided that the constantC* is within a certain range.
The satellite persisted when the off-diagonal matrix e

mentD was reduced gradually from 0.3 to 0.001 cm21. Thus,
the appearance of a satellite is not restricted to a nar
range ofD. However, the ratio between the size of the s
ellite and the main peak indM/dH is parameter dependen
As already noted, most simulations were made withD
50.3 cm21 because this value corresponds to the obser
~intrinsic! width of the second peak in Fig. 2. The satellite
substantially smaller in simulations withD50.01 cm21,
even when the heat flow is adjusted to maximize the satel
For D50.001 cm21 the satellite is smaller still.

Physically, the satellite is a consequence of the warm
that occurs afterH passes throughHn . The fast rise ofTs
temporarily arrests, or slows down substantially, the ra
population redistribution between the two energy levels t
are involved. With some parameters the direction of
population redistribution may even be reversed for a sh
period of time. Thus, the change in the magnetization, wh
is a consequence of the population redistribution, is slow
down, or stops, or is even reversed, for a short period
time. The derivativedM/dH then drops temporarily. The
satellite~new peak indM/dH! appears when the rapid popu
lation redistribution resumes due to the increasing ene
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PRB 59 1053MAGNETIZATION STEPS IN @Fe~salen!Cl#2
splitting between the two levels. Once all the population is
the new lower energy level, the change in the magnetiza
is complete.

V. SUSCEPTIBILITY

Susceptibility data were taken on samplesA, B, and C,
each consisting of many unoriented crystallites. Data
fields of 1 and 3 kOe were taken in the following tempe
ture ranges: 2–300 K for sampleA, 2–280 K for sampleB,
and 2–100 K for sampleC. Three small corrections wer
applied to the raw data:~1! a correction for the addenda
consisting of a plastic capsule and some Mylar tape;~2! a
correction for the diamagnetic susceptibility of the lattic
xd524.8731027 cm3/g ~Ref. 26!; ~3! a correction for a
small concentration of paramagnetic ions, as discussed
low.

For temperatureskBT!uJu nearly all the Fe31 dimers
should be in the ground state, with a zero net spin. T
dimers’ susceptibility should then be very small, and
should decrease with decreasingT. The need for the third
correction became apparent when the measured suscep
ity at T<4 K ~after the addenda and diamagnetic corr
tions! did not follow these predictions. First, the susceptib
ity x was much higher than expected for the Fe31 dimers.
Second,x increased on cooling from 4 to 2 K. Finally, th
magnetization curve at 2 K, measured in steady magn
fields up to 55 kOe, was inconsistent with Fe31 dimers. This
curve,M versusH, was concave down and the magnetizati
showed a tendency to saturate. For Fe31 dimers the magne
tization curve below 55 kOe should be concave up, an
should not show a tendency to saturate. In addition, the m
nitude ofM was much higher than expected for the dime

The unexpected behavior atT<4 K was attributed to a
small concentration of paramagnetic ions. The alterna
possibility is that the CM for the magnetic behavior
@Fe~salen!Cl#2 is oversimplified, and the unexpected beha
ior is intrinsic to the material. Intrinsic behavior, howeve
should be the same for all three samples, which was not
case. The deviations from the expected behavior were m
larger for sampleC than for samplesA andB. For this reason
the deviations were attributed to a small concentration
paramagnetic ions. It is noteworthy that to detect a sm
concentration of paramagnetic ions the susceptibility mus
measured at temperatureskBT!uJu where the dimers’ con-
tribution is very small. The early susceptibility data15,16were
all taken atkBT.1.8uJu. In the present work, the lowestT
corresponded to 0.17uJu.

The existence of a small concentration of paramagn
ions is not surprising given that a monomeric form
@Fe~salen!Cl# also exists.15 It is also possible that some othe
paramagnetic ions were present due to impurities. Regard
of the origin of the paramagnetic ions, at 2 K their magnetic
moment should saturate in fields well below the beginning
the first MST from the Fe31 dimers~centered near 180 kOe!.
The saturation moment of the paramagnetic ionsMpara was
therefore determined from the 2 K magnetization data to 5
kOe. The fits used to determineMpara are discussed below
For sampleA, Mparawas only 0.2% of the calculated satur
tion moment of the Fe31 dimers. The corresponding value
for samplesB andC were 0.3% and 1.0%, respectively.
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To isolate the susceptibility of the dimers, it was nece
sary to correct for the contribution of the paramagnetic io
The correction method assumed that the paramagnetic
were Fe31 ~S5 5

2 , g52.00!, and that their magnetization at
K followed the modified Brillouin function introduced by
Gaj, Planel, and Fishman.27 In the modified Brillouin func-
tion the actual temperature is replaced by an effective te
perature (T1T0). The two parameters of the function,Mpara

andT0, were obtained from fits to the magnetization data
2 K. The values forMpara were already quoted. The value
for T0 were near 3 K for samplesA andB, and near 1.5 K for
sampleC. The same modified Brillouin function was the
used to calculate the low-field susceptibility of the param
netic ions at all temperatures. This approach is equivalen
using the Curie-Weiss law, withQ52T0 .

Figure 8 shows results for the dimers’ susceptibility in
three samples, after all the corrections~addenda, lattice dia-
magnetism, and paramagnetic ions! were made. The ex-
change constantJ was obtained by fitting the corrected su
ceptibility data, x(T), to the standard expression for th
susceptibility of dimers in the CM.1–5 This expression con-
tains two parameters,J and theg factor. In some fitsg was
held fixed at 2.00, while in others it was allowed to vary. F
which assumedg52.00 gaveJ528.1, 28.0, and 28.1
cm21 for samplesA, B, and C, respectively. The statistica
uncertainties were less than 0.1 cm21. The value for sample
C was judged to be somewhat less reliable because of
larger correction for paramagnetic ions, and the more limi
temperature range. When theg factor also was allowed to
vary in the fit, the results wereJ528.3 cm21 and g52.04
for sampleA, andJ528.3 cm21 andg52.05 for sampleB.
The fit for sampleA is shown in Fig. 8.

Slightly different values forJ were obtained when an al

FIG. 8. Comparison between susceptibility data for the th
samples. These results include all three corrections: addenda,
magnetism, and paramagnetic ions. The solid curve is a fit of
corrected data for sampleA to the theoretical susceptibility o
dimers in the CM, withJ528.33 cm21 andg52.037.
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ternative method of correcting for the paramagnetic io
based on the Brillouin function and the Curie law, w
used.28 The values ofJ for samplesA and B obtained with
this alternative correction were 0.1–0.2 cm21 lower in mag-
nitude.

All the J values from the susceptibility are slightly lowe
in magnitude than the average valueJ528.4 cm21 from the
first two MST’s. The differences, however, are compara
-

ki
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at-
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m

c

J

o

,

e

to the combined experimental uncertainties. In principle,
MST method is more direct, and therefore more accurate
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