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The differential  susceptibilty dM/dH of [Fe(salenCl], where salen is N,N’-
ethylenebigsalicylideneiminatpy was measured in pulsed magnetic fields up to 550 kOe. The samples were in
a capsule that was immersed in a liquid-helium bath maintained at a temperatst®,J54.2 K. Three
magnetization stepdST’s) arising from energy-level crossings for the’Eelimer were observed as peaks in
dM/dH. The intradimer exchange constant obtained from the MSTX=is-8.4+0.2 cmi %, assuming &
factor of 2.00. The line shapes of the peakslM/dH strongly suggest the existence of weak interactions that
are not included in the conventional model of independent dimers with isotropic intradimer exchange only. The
missing weak interactions are yet to be identified. The narrow widths of the pedld/idH indicate strong
departures from thermal equilibrium with the helium bath during the field pfs#iseconds duration Such
narrow widths are the result of cooling by the magnetocaloric effect. The cooling, and therefore the line shapes
of the dM/dH peaks, depended on the arrangement for the sample-to-bath heat flow during the field pulse.
With one heat-flow arrangement hysteresis was observed. Computer simulations of the line shape resulting
from the magnetocaloric effect during the field pulse reproduce the narrow widths and the hysteresis. Data for
the low-field magnetic susceptibility between 2 and 300 K, measured in steady fields,)gav8 cm ..
[S0163-182699)08101-1

I. INTRODUCTION Thus far, the application of the MST method to poly-
nuclear3 12t{gmsition—metal complexes has been rather
Magnetization-step spectroscopy is a modern direclimited.>~“*°One reason is that the MST method is relatively

method of determining exchange interactions in transitionN€W. More importantly, the method has some limitations.

metal complexes. Many crystals contain polynuclearEXChange interactions give rise to MST's only when the in-
teractions are antiferromagneti@F). In addition, the ex-

transition-metal complexes that are magnetically well iso- . ,
lated from each other. The magnetic behavior is then Welghange constants cannot be too Iar_ge if the MST's are to be
. j ) . observed with available magnetic fields. For example, even
approximated by a model of independent complexes, withy, fie|ds as high as 600 kO] must be less than about 30
magnetic interactions re;tncted to bg within each cpmplexcm—l for a typical g factor of 2. In many molecules, the
Much of our understanding of these intramolecular interacynagnitude ofl is larger. The choice dfFe(salenCl], for the
tions comes from studies of dimetbinuclear complex8s present MST study was partially motivated by its unusually
and trimers (trinuclear complexes although higher- \eak AF exchange.
nuclearity clusters have also been investigated. The crystal structure dfFe(salenCl], was determined by
The exchange interaction is often the largest intramolecucGerloch and Mabb¥ The two F&* ions in the dimer oc-
lar magnetic interaction. The traditional experimental toolcupy equivalent sites, separated by 3.29 A. Thesé kmns
for determining the exchange consi@htl has been the tem- are bridged by a pair of oxygen atoms. The Fe-O-Fe bond
perature variation of magnetic susceptibiliyy More ad- angle is about 90°. The spin of the¥don is 3. Because it
vanced experimental methods of determinidginclude s anSstate ion, they factor is expected to be close to 2.00,
inelastic-neutron scatterirfy, and magnetization stefs'®  and anisotropic interactions in the dimer are expected to be
The last two techniques probe directly the energy-level strucvery weak. The conventional model for the magnetic prop-
ture. Besides vyielding), these two methods may reveal erties of[ Fe(salenCl], is therefore of independent dimers
the presence of weak interactions in addition to thewith isotropic intradimer exchange interaction and no anisot-
intramolecular-exchange interactions. ropy. There have been several determinations of the ex-
The magnetization-stefMST) method of determining ex- Change constagfor this dimer. Early susceptibility dalta'®
change constants was developed in the context of dilute mag@veJ=—7.5cm . A later study of the hyperfine Interac-
netic semiconductors, such as Cdvin, Te 8! These ma- 1ONS, using the Mssbauer effect| gaveJ=—7.0cm ™.
terials contain a variety of “magnetic clusters” that are
analogous to various polynuclear complexes of different
nuclearity. Most of the early MST studies focused on the MST's arise from many types of transition-metal com-
dimers, known as “pairs” in this context. plexes, among which the dimer is the simplest. Here, we

Il. THE MAGNETIZATION-STEPS METHOD
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ENJ) observed, then) can be obtained from the measurel,
S;  EM using Eq.(2) and the known, or assumed, valuegpf
5——30 (b) Each MST is associated with a peak in the differential
susceptibilitydM/dH. The line shape of the peak can be
4——20 obtained from the known analytic expression for the magne-
tization of dimers Under isothermal conditions, the peak in
3 —12 dM/dH is symmetric, and its widthSH at half height is

proportional to the temperatuiie

2— 6 x
T—2 =0 gugdH=3.5%gT. ©)

0 0

(@) _The isothermal Iine shape can change, and the With can
increase, when interactions other than the isotropic in-
tradimer exchange are includtowever, much more dras-
tic changes in the line shape can occur when the experiments
g HNI are performed in pulsed magnetic fields of milliseconds du-
o 2 4 6 8 10 12 ration. Thermal equilibrium may not prevail during such a
M short pulse. The temperature of the spin system may then
vary appreciably during the measurement, which will have a
strong effect on the line shapeg?® These magnetocaloric
(©) effects will be considered later when the experimental line
shapes are discussed.

o= o, 9 lll. EXPERIMENT
o 2 4 6 8 10 12

A. Materials

FIG. 1. (a) Energy levels for a dimer at zero magnetic field. The Salicaldehyde, 1,2-diaminoethane, anhydrous ethanol, and

energy E depends on the magnitude of the total sfip. The FeCk were purchased from Aldrich and used as received.

ground-state energy is taken as zefln. Zeeman splitting of the . ' Lo ) A }
dimer’s energy levels. Note the changes in the ground state, due t:c;)he ligand Hsalen[N,N’-bis(salicylideng-1,2 diaminoet

. : A ang was synthesized by reaction of two equivalents of sali-
level crossings(c) The dimer magnetization at low temperatures. . : L
gs(c) g P caldehyde with one equivalent of 1,2-diaminoethane, and the

resulting product was recrystallized from ethanol. The prepa-

briefly review the physics of MST's arising from dimers 'ation of [Fe(salenCl], followed Ref. 14, and was per-

composed of two identical ions, each with sifThe dimers formed under prepurified argon using standard drybox tech-

are assumed to be independent of each other. The intradimBjdues. Four sample3, C, D, andE) were recrystallized
exchange interaction has the form2JS;-S,. All aniso- from acetone ynder amplenfc condmpns. The f'ﬂh sanfe
tropic interactions are ignored. was recrystallized by diffusion of diethyl ether into an ac-

The energy levels of a dimer in a magnetic fi¢gldare etone solution o[_Fe(saIer)CI]2 at 4 °C. Elemental analyses_
given by on each of the five sgmples showed good agreement_wnh
each other. The valudm wt %) calculated from the chemi-
- +1)— + cal formula FgC3,H,gN,O,Cl, are as follows: Fe, 15.62; C,

E Sr(Sr+ 1) =255+ 1]+ guemH @ 53.73; H, 3.95; N, 7.83. The average values actually found in
where Sy is the magnitude of the total spin of the dimer, the five samples were as follows: Fe, 15.62; C, 53.27; H,
which can vary between zero an®,2mis the component of 3.88; N, 7.69. The elemental analyses were obtained from
the total spin alondd, andug is the Bohr magneton. Figure Desert Analytics, Tucson, AZ.

1(a) shows the energy levels & =0 when the exchange X-ray measurements were made on a red-brown needle
interaction is AF. The Zeeman splitting of these levels isfrom sampleB. These data were taken at 183 K with Mo
shown in Fig. 1b). The crucial point is that there is a series Ke radiation (\=0.71073 A) using a Siemens SMART
of level crossings at which the ground state changes. In incharge-coupled devic€CD) area-detector diffractometét.
creasingH, each of these level crossings raises the value oThe results[space groupP2,/c, and unit cell parameters
|[m| in the ground state by one unit. If the temperature is lowa=11.336(4) A, b=6.884(2) A, ¢=19.172(6) A, B

enough(kgT<|J|, wherekg is the Boltzmann constanthen  =91.262)°] are in good agreement with literature valdés.

this change ofm| leads to a step in the magnetizatigh The

series of MST’s is shown in Fig.(&). The magnetization B. Differential susceptibility in pulsed fields

changeAM at each of the MST's is the same. The level , )

crossings, and hence the MST’s, occur at fighgswhich are 'I_'he expenmental_ arrangements for the pulsed flgld ex-

given by perlments are descrlbe_d glseyvh%ﬂéhe data were obtained
with a 1.27-cm bore liquid-nitrogen-cooled magnet. Mag-

gumsH,=2/J|n, (2)  netic fields up to 450 or 550 kOe were used. The shape of the

field pulse was approximately a half cycle of a weakly

wheren=1,2, ...,%5. For a dimer composed of Feions  damped sine wave with a half period of 7.4 (sl ms field

there are therefore five MST's. If any of these MST's isrise time, and 4.3 ms fall time
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A small liquid He Dewar with a 1.02 cm o.d. and 0.635
cm i.d. tail section, made with 0.5 mm precision bore glass
tubing, contained a well-balanced set of detection coils. This
coil system, positioned at the center of the pulsed magnet,
detected the time derivative of the magnetizatitvi/dt of

PRB 59

Sample E

bath
42K

the sample during the pulse. The temperature of the He bath
was fixed between 4.2 and 1.5 K. As noted later, during the
pulse there was a large difference between the bath and
sample temperatures, due to magnetocaloric effects.

The sample, 10-15 mg of finely ground powder, was
placed in a thin-walled0.25 mm) cylindrical capsule made
of Delrin. In most experiments, the capsule had a small hole
at the bottom, allowing liquid helium to enter the sample
space. However, in one set of experiments there was no hole
at the bottom, and the capsule was sealed at the top with a
tight-fitting silicone-greased phenolic rod. The purpose of //\ —_—
removing the hole was to prevent liquid helium from enter-
ing the sample space, thereby limiting the heat flow to and . L " ! . L
from the sample during the field pulse. Judged by the results, 100 200 300 400
there was no significant sample-to-bath heat flow during the H (kOe)
milliseconds field pulse in this case.

The sample was positioned in the detection pickup coils. FIG. 2. Differential susceptibilityl M/dH of sampleE in pulsed
After each run the sample was moved out of the pickup coildields. These data are for increasidgCurves obtained at different
while they remained in place, and the small background unhkelium-bath temperatureg,,, are displaced vertically relative to
balanced signal from the field pulse was measured. The cogach other, but the vertical gain is the same. For this sample there
recteddM/dt signal was obtained by subtracting the back-was no hole in the capsule containing the sample, so that the flow of
ground digitally. ThedH/dt signal was obtained during the liquid helium into the capsule was prevented.
pulse from an independent pickup coil wound on the outside
of the Dewar tail. ThedM/dt anddH/dt signals, both as a
function oft, were recorded simultaneously using multichan-
nel data acquisition. Thécorrected dM/dt signal was con-
verted todM/dH by using thedH/dt signal. The fieldH (t)
was obtained by integratingH/dt. The final result was for
the differential susceptibilitglM/dH versusH. It should be
noted that measurements dM/dt can detect very small
changes irM if the changes take place in a short time.

dM/dH

As noted, two arrangements for the sample-to-bath heat
flow were used. For samples, B, and D, a hole in the
capsule provided a direct contact between the sample and the
helium bath. The pulsed field data for these three samples
were remarkably similar. In the case of samBlethere was
no hole. The data for this sample indicate that adiabatic con-
ditions prevailed during the milliseconds field pulse. The
simulations described in Sec. IV B 3 assume that even when
there was no hole, the much longer time interval between
pulses(at least 10 mipallowed the sample to reach equilib-

The magnetic susceptibility was measured using a supefum with the bath.
conducting quantum interference devi@QUID) magneto- Figure 2 shows data for sampieat T,,4= 1.5, 2.8, and
meter system manufactured by Quantum Design Inc. Thg 2 K. These data are for increasiklg The two peaks near
system, which uses steady magnetic fields, was operated ifgg and 360 kOe correspond to the first two MST’s
temperatures %TsS_OO .K. The susceptibility as a function (n=1,2) from the dimer. The centers of the two peaks were
of T was measured in fields of 1 or 3 kOe. Isothermal mag;yantified as the field$, and H, where the ground state

gz\t,'é?;ﬁgr%urgftdrefflds up to 55 kOe were also obtained at’fhanges due to level crossings. As expected, these fields do
P ’ not depend oM., The same values fdd, andH, were

also obtained by integrating theM/dH data and locating

the midpoint of the rise in the magnetizativh ThedM/dH

data for decreasing were similar, and gave nearly the same

A. Exchange constant] from MST's values forH, andH,. The overall average values for this

The differential susceptibilitgM/dH of samplesA, B, D,  Sample wereH,;=181kOe andH,=357 kOe. The ratio
andE was measured in pulsed fields. Each sample consistédz/H1=1.97 is close to the value 2.00 predicted by EX.
of many unoriented crystallites. Most data were taken in! hese results foH; andH, lead to an intradimer exchange
fields up to 450 kOe, but some measurements extended up €9nstant)=—8.4 cm *, assuming g factor of 2.00 for the
550 kOe. The capsule containing each of the samples was " ion.
a helium bath. The bath temperatdig,, was usually 1.5 K, The line shapes in Fig. 2 exhibit some unusual features:
but some additional data witffi,, up to 4.2 K were also (1) thedM/dH peak associated with the first MST is much
obtained. wider than the second, an@) the widths of the peaks indi-

C. Susceptibility measurements

IV. MAGNETIZATION STEPS
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H (kOe)
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) ) o ) FIG. 4. Magnetization curve for samphe obtained by integrat-
~ FIG. 3. Differential susceptibilitgM/dH of sampleAin pulsed  jn4 the data in Fig. 3. The solid and dashed curves are for the up
fields. The curves for the up and down portions of the field pulse arg 4 qown portions of the field pulse, respectively.
displaced vertically relative to each other. A hole in the capsule
containing the sample allowed liquid helium to make contact with

the sample. The values ofH,; and H, for the samplesA, B, andD

(which exhibited satelliteswere determined fronM vs H
cate strong departures from thermal equilibrium with the hecyrves such as Fig. 4. For each MST there is a field where
lium bath. These features, which do not affect the valug of he change inV is equal to half of the total changgéM
will be discussed later. _ associated with that MST. This field, at the midpoint of the

Figure 3 shows an example dM/dH data taken with a = magnetization rise, was chosenks. The values of; and
hole in the capsule. The upper curve is for increasing fieldgy, gptained in this manner were very close to the centers of
(“up” portion of the pulse, while the lower curve is for  ihe main peaks 1 and 2 in the correspondig/dH traces.

depreasing field:é“down”. portiqn). There are many simi-  The values ofH, and H, were also nearly the same for
larities but also some striking differences between the up a”ﬁhcreasing and decreasit

down traces. There are also similarities and differences be- The exchange constamt= —(8.4+0.2) cni'* was ob-
tween either of these traces and those in Fig. 2, which wergyined from the results foH, and H,, in all four samples

obtained with no hole in the capsule. In both Figs. 2 and 3yhich were measured in the pulsed fields. All up and down
there are two main peaks, labeled as 1 and 2 in Fig. 3. Pegig e were included, antiwas calculated from Eq2) as-

2 is always narrower and taller than peak 1. The main new,mingq=2.00. The uncertainty is mainly due to a scatter in
feature in Fig. 3, which does not exist in Fig. 2, is the ap-,,5|es ofH, andH,.

pearance of the “satellites” "L and 2* in addition to the Most of the measurements were in fields up to 450 kOe,
main pe_aks 1 and 2. ) - and they revealed only two MST’s. However, pulses up to
~ The fields at the main peaks in Fig. 3 are nearly the samg,5  oe were also used for same(with hole in the cap-

in the up and down traces, and they also agree with the fieldg, g and for sampleE (no hole. These traces uncovered a
Hy andH; in Fig. 2. On the other hand, the fields at the gj;apje portion of the third MST. Figure 5 shows the mag-
satellites in Fig. 3 are very different in the up and downpegization curve obtained by integrating t#1/dH data in
traces. In the up trace the fields &t &nd 2 are higher than o up trace for sampl®. For both sample® and E the
those at 1 and 2, respectively. In the down trace, on the othglstimated experimental values fé, were somewhat lower

hand, satellite 2 is at a lower field than peak 2, and only a {4 expected from the values ldf andH,. The values for
vestige of satellite 1 is observed at fields below peak 1. It is H, gaveJ=—8.2 cm L.

noteworthy that as a function tifmethe satellites in both up
and down traces of Fig. 3 always ocafter the main peaks.
The differences between the up and down results in Fig. 3
imply that thermodynamic equilibrium did not prevail during
the pulse. The nonequilibrium effects exhibited by the data 1. General features
of Figs. 3 and 2 are discussed later. In the conventional modegICM) for [Fe(salenCl], the
Figure 4 shows the magnetizatidthobtained by integrat- dimers are independent of each other, and the only magnetic
ing thedM/dH data in Fig. 3. There are two large MST's. interaction is the intradimer isotropic exchange. One conclu-
As expected, the magnetization chargél associated with sion from the analysis of the line shapes of tth#/dH
each step is the same for both steps. The hysteresis in eachpdaks is that there are also other magnetic interactions, al-
the steps corresponds to the difference between the up amldough much weaker than the isotropic intradimer exchange.
down results fodM/dH. The line shapes in pulsed fields also exhibit spectacular mag-

B. Line shapes
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FIG. 5. Magnetization curve for sampl2 (with hole in cap-
sule, obtained by integrating data fdiM/dH. These results are for FIG. 6. MeasuredlM/dH traces for sampleA andB in the up
the up portion of the field pulse. portion of the field pulsdsolid lineg. These results were obtained
with a hole in the capsule. The trace for sampilis the same as the
) . up trace in Fig. 3. The equilibrium simulatiddashed curvewas
netocaloric effects. As each M_ST is approached, the SaMka|culated assuming thermal equilibrium with the helium bath, and
ple_’rshte:pperarfure drops d[a(rjn?tlca”t{]. oM and th the conventional model for the magnetic intractions. All curves are
e line shapes expected from the and the assumgor T, .,=1.5K.
tion of thermal equilibrium with the helium bath are illus- "
trated by the dashed curve in Fig. 6. The equilibrium shapes
of the two peaks near 180 and 360 kOe are identical. Both Evidence for weak interactions, in addition to the domi-
peaks are symmetric, and neither exhibits a structure or Bant isotropic intradimer exchange, comes largely from the
satellite. The linewidth is purely thermal in origin and is Structure of the firsuM/dH peak, near 180 kOe. It is un-
given by Eq.(3). likely that this structure is the result of magnetocaloric ef-
The temperaturg, which should be used in £ is the 222, EELRe € ToRE N BRREEE 1 e 51t e e
spin temperaturds. In the equilibrium simulation shown in structure is independent of the bath,tem.perature, up to 4.2 K,
Fig. 6, T was set equal 1@ pay= 1.5 K. The calculated ther- g ,gqesting that it is intrinsic and is not thermal in origin. The
mal width (full width at half heigh} of the dM/dH peak at  most probable interpretation is that in addition to the in-
this temperature is then 39 kOe. The calculated thermakadimer exchange there are weaker interactions, which are
width at 4.2 K is 110 kOe. In contrast, the observed secondesponsible for the structure. One known weak interaction is
peak in Fig. 2(measured with no hole in the capsuigonly  the magnetic dipole-dipole interaction within the dimer.
12 kOe wide at all bath temperatures between 1.5 and 4.2 Klowever, the dipole-dipole interaction is too weak to explain
Clearly, the actual spin temperatuFe at the second peak is the structure. Other possibilities are weak interactions be-
substantially belowT .. For the higher bath temperatures tween different dimers, or some weak intradimer anisotropy.
in Fig. 2, even the first peak is much narrower than the width! N€ identity of the missing weak interactignis unknown.

X - X - : The most puzzling experimental result is that the second
calculated WithTs=Tyqy. Thus, the first peak in Fig. 2 is dM/dH peak, near 360 kOe, does not show the structure

also strongly affecteq bY magnetocaloric effects. . xhibited by the first peak. The reason for the difference is
_The solid curves in Fig. 6 are examples of data obtainednknown. The fact that the second peak is much narrower
with a hole in the capsule. There are striking differencesjges not mean, however, that its width can be accounted for
between either experimental curve and the equilibrium SIMUpy the CM, which includes only the intradimer isotropic ex-
lation (dashed curve These differences includd) the ex-  change. The width of the second peak in Fig. 2 does not
istence of satellites(2) the observed main peak near 360 change withT,,,, Strongly suggesting that this width also is
kOe has a width of 10 kOe compared to the 39 kOe equilibiargely intrinsic rather than thermal. In the CM, with isotro-
rium thermal width;(3) the first main peak, near 180 kOe, is pic intradimer exchange only, the width is entirely thermal.
much broader than the second peak, and it shows a structupmy nonthermal width must result from additional interac-
which is not fully resolved. The structure is not peculiar totions. Later, in the simulations of the magnetocaloric effects,
up traces, as illustrated by the down trace in Fig. 3. Figure 2n additional term will be added formally to the Hamiltonian
shows that the structure in the first peak also appears when order to account for the intrinsic width of the second peak.
there is no hole in the capsule. The differences between the
observed line shapes and those in the equilibrium simulation
are attributed to magnetocaloric effects, and to weak mag- As noted, the widths of the MST’s in Fig. 2 are narrower,
netic interactions which are not included in the CM. by a factor up to 9, than the thermal widths calculated using

2. Evidence for additional interactions

3. Magnetocaloric effects
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the helium-bath temperatur&,.,,. In addition, the line away fromH, the spin temperature gradually cools toward
shapes in Figs. 3 and 2 are very different, reflecting the dif Tath- -

ferent sample-to-bath thermal contact when there is and there The variation ofT during the pulse changes the shape of
is not a hole in the capsule. These are manifestations dhe MST. Under adiabatic conditions the cooling négy
strong magnetocaloric effects during the field pulse. A dis/éads to a much narrower MST, but the shape ofdMydH
cussion and computer simulations of these effects are préeak remains symmetric. A more complicated line shape is
sented below. obtained for a finite lattice-to-bath heat flow. The cooling as

To maintain the spin system at a constant temperaturE| approachesi, leads to a faster magnetization change on

while H is changing rapidly requires a rapid heat transfer to'[he approaching side of the MST. Thié/dH peak on the

and from the spin system. There are several steps in this he pp:‘o?]\crc}ng S'de. |sdtheref(|)rt(eT narr(_)rvr\]/erl_thanhn WOUIthave
transfer. First, heat must be exchanged between the spins a gen hadls remained equal td . N€ lin€ Shape on the

; S . . . receding side of the MST, after the field has passed through
the lattice, which involves the spin-lattice relaxation. How- . o X . g
ever, at temperatures below 4.2 K even a rapid spin-latticH“’ is sensitive to the warming that occurs in this field re-

laxati il fail t intain th . " t tant ion. The computer simulations in Ref. 19 gave a single
relaxation Will fail to maiiain the spin system at a constan asymmetricdM/dH peak, which was narrow on the ap-
temperature during the field pulse. The reason is that th

, - i Eroaching side but broad on the receding side. This type of
lattice specific heat is expected to be small compared to thg,o shape is obtained only for a certain range of parameters.

magnetic specific heat of the dimers near the MST’s. Theregq, gnother range of parameters, satellites appear.

fore, the lattice cannot act as a constant temperature reser- The present computer simulations used the method in Ref.
voir. The temperaturéls of the spin system will remain 19, A common temperaturg, for the spins and the lattice
equal to theTp,, only if heat can also be exchanged rapidly was assumed. The equation for the time rate of change of

between the lattice and the bath. is

If the heat flow between the lattice and the bath is not
sufficiently rapid(so-called “phonon bottleneck; T will dTs Ts (M) [dH 1 (dQ
vary significantly during the field pulse. Such magneotca dt Cy | dT) | dt Cy | dt

loric effects were discussed in Refs. 19 and 20. When each

of the fieldsH,, is approached from either lower or higher whereCy is the specific heat at constartof the combined
fields, the spin system cools. As noted by Wolf long 490, spin-lattice system, andQ/dt is the rate of heat flow from
the cooling process neét, is analogous to the familiar cool- the bath to the spin-lattice system. Under adiabatic condi-
ing by adiabatic demagnetization of a paramagnet. The maitions (no hole in the capsulethere is no heat flow. For a
difference is that for an ideal paramagnet the ground level isample immersed in a helium bathole in the capsulethe
degenerate dtl =0, while for MST’s in the CM the ground heat flow was assumed to have the form

level is doubly degenerate at eddh [Fig. 1(b)]. Thus, for a

paramagnet the cooling occurs &k is reduced to zero, dQ o o
whereas for MST’s the cooling occurs Hsapproaches any gt~ C(Thari= Ts), ®)
Hy

The degree of cooling depends on several factors. BesideghereC is a constant. Most of the simulations were made
the lattice-bath thermal contact the cooling is limited by thewith the valuep=4 obtained by Khalatniko% With this p,
minimum-energy separation between the two states respoigg. (5) leads to the familiar T/° dependence of the Kapitza
sible for the MST. In Fig. (b), which is based on the CM, thermal boundary resistance between liquid helium and a
the energy levels cross so that the minimum energy separaolid when the difference betweé,,, and T is small®*
tion is zero. In reality, however, weak interactions, which areThe simulations were performed with a variety of values for
not included in the CM may result in an anticrossing, andthe constanC. A zero value forC corresponds to adiabatic
hence in a finite minimum-energy separatfohhe anticross-  conditions.
ing leads to an intrinsiénonthermal width of the MST. The The specific hea€y contains a lattice contribution and a
minimum-energy separation limits the lowest achievablemagnetic contribution from the dimers. The lattice specific
temperaturé? Although the weak interactions leading to an heat was unknown, but was expected to be relatively unim-
anticrossing in the present system have not been identifieghortant. The actual simulations used the lattice specific heat
such an anticrossing was assumed in the nonequilibriurfrom a Debye model with one atom per c&lland with a
simulations discussed below. Formally, the anticrossing waBebye temperatur® =100 K. (Simulations with® larger or
introduced by adding a small off-diagonal matrix elemBnt smaller by a factor of three gave practically the same results
connecting the two states responsible for the MST. for dM/dH. The reason is that in the relevant range of mag-
The cooling that occurs &8, is approached can be very netic fields,Cy is dominated by the magnetic specific heat of
large. In some of the simulations below, the lowEsts only  the dimers. The simulations included only the two dimer’s
a few percent of the initial temperatufequal toT,,,). After  energy levels responsible for the MST.
the fieldH sweeps throughi,,, the spin system warms. Un- An off-diagonal matrix elemerd =0.3 cm * was used in
der adiabatic condition&o lattice-to-bath heat transjethe = most simulations because this value leads to linewidths close
spin system warms gradually until it returns to the bath temto those observed for the peak near 360 kOe. Other values
perature. However, for a finite lattice-to-bath heat transferfor D, down to 0.001 cm?, were also tried. The magnetiza-
shortly afterH passes througH , the spin temperaturég is  tion and specific heat of the dimers at givEpandH were
actually higher thaiTp,. In that case, asl moves further calculated using standard methdds.For simplicity, the



1052 SHAPIRA, LIU, FONER, DUB,E AND BONITATEBUS PRB 59

10 y T y T T T y of heat flow per unit fieldl Q/dH. (The heat-flow constar@

and dH/dt do not enter separately into the results. In the
present experimeni$H/dt~10® Oe/9. The thin-dotted and
heavy-dashed curves in both parts of Fig. 7 represent results
for two heat-flow rates. The thin-dotted curves are similar to
those in Ref. 19. The asymmetdd/dH peak in this case is
narrow on the approaching side but is much wider on the
receding side. This particular simulation was obtained with a
value of C/(dH/dt), which corresponds todQ/dH
=400 (erg/mol Oe KAT* in the analog of Eq.(5). The
very different line shape represented by the heavy-dashed
curve in Fig. Ta) is for a value ofC/(dH/dt), which is
smaller by a factor of three. For this lower heat flow, the
dM/dH curve shows a narrow main peak (wigth0 kOe)
on the approaching side, followed by a well-developed sat-
ellite on the receding side. These results give good account
of the data in Figs. 3 and @vith hole in the capsule Simu-
lations for the down portion of the field pulse show that for
decreasingH all the curves in Fig. 7 should be reflected
about a vertical line dtl —H,=0. Thus, in decreasing fields
0 . ) . ) the satellite will appear at fields lower than the main peak,
-100 -50 0 50 100 i.e., as a function of time the satellite always follows the
main peak. This result accounts for the main difference be-
H - Hn (kOe) tween the up and down traces in Fig. 3.
) ) ] Additional simulations show that the satellite persists for
FIG. 7. Computer simulations fafM/dH and the spin tempera- 5 yange of the heat flow rates, although the size and position
ture Tg when the sample is not in thermal equilibrium with the ¢ h " cotallite change wite/(dH/dt). The value 4 for the

?ee)llugoiﬁztilil\jzggatrzefg'ref dir;utjztteié -Lr(')i dr::i(:)(:gl '_Srhde'sﬁgzsed d':S:]:‘ xponentp in Eq. (5) is not critical for obtaining a satellite.
) : vy atellites were also obtained in simulations wit 1, 2, 3,

curves and the dotted curves are for two different rates of heat flow

(h.f) between the bath and the sample. All simulations are forand 5. Other forms for the heat-flow also lead to a satellite.

Tpur=1.5 K, and are for the up portion of the field pulse. E;r example, a satellite is obtained when E4).is replaced

dM/dH (arb. units)

T (K)

constant. Most simulations were fok,,—= 1.5 K, but some d
were for higherT .
Figure 7 shows examples of simulations with provided that the consta@* is within a certain range.
=0.3 cm ! and Tp,= 1.5 K. Part(a) gives the shape of the The satellite persisted when the off-diagonal matrix ele-
dM/dH curve, and partb) the variation ofT. Both parts mentD was reduced gradually from 0.3 to 0.001 ¢mThus,
are only for the up portion of the field pulse. The solid curvesthe appearance of a satellite is not restricted to a narrow
are the simulations under adiabatic conditions. The other tweange ofD. However, the ratio between the size of the sat-
sets of curves are for two different nonzero values of theellite and the main peak idM/dH is parameter dependent.
heat-flow(h.f.) constantC. As already noted, most simulations were made with
The simulation ofdM/dH under adiabatic conditions and =0.3 cm ! because this value corresponds to the observed
with Tp= 1.5 K gives a good representation of the experi-(intrinsic) width of the second peak in Fig. 2. The satellite is
mental data for the second peak in the lowest curve in Fig. Zubstantially smaller in simulations witl=0.01 cm?,
The width of the simulated peal0 kOg is much smaller even when the heat flow is adjusted to maximize the satellite.
than the thermal width at the bath temperat{83@ kOe. The  For D=0.001 cm! the satellite is smaller still.
simulated peak is symmetric, and there are no satellites. Ad- Physically, the satellite is a consequence of the warming
ditional simulations forT,, from 1.5 up to 4.2 K show that that occurs afteH passes throughi,. The fast rise ofT,
under adiabatic conditions the shape of tHd/dH peak is  temporarily arrests, or slows down substantially, the rapid
practically independent of . These results account for population redistribution between the two energy levels that
the insensitivity of the curves in Fig. 2 to a changeTgf,. are involved. With some parameters the direction of the
For Tyanabove 10 K, the simulations under adiabatic condi-population redistribution may even be reversed for a short
tions show a significant dependence ®gy, AS Tpan iN-  period of time. Thus, the change in the magnetization, which
creases the peak becomes wider and smaller. The results isfa consequence of the population redistribution, is slowed
the simulations under adiabatic simulations are the same fatown, or stops, or is even reversed, for a short period of
increasing and decreasithty time. The derivativedM/dH then drops temporarily. The
Results of simulations for a finite sample-to-bath heatsatellite(new peak irdM/dH) appears when the rapid popu-
flow depend on the rati€/(dH/dt), which affects the rate lation redistribution resumes due to the increasing energy

. ) dQ
time rate of change of the fieldH/dt was assumed to be C* Tg(Tbath_ Ty, (6)
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splitting between the two levels. Once all the population is in T " T " T " T
the new lower energy level, the change in the magnetizatiol 6 .
is complete. '

V. SUSCEPTIBILITY

/9)
N

Susceptibility data were taken on sampkesB, and C, o

each consisting of many unoriented crystallites. Data in E

fields of 1 and 3 kOe were taken in the following tempera—""o

ture ranges: 2—300 K for sampke 2—280 K for sampleB, A

and 2-100 K for sampl€. Three small corrections were = o s le A 1kO

applied to the raw data(l) a correction for the addenda, 2r ample N T

consisting of a plastic capsule and some Mylar tag@;a ¢ Sample B 3 kOe

correction for the diamagnetic susceptibility of the lattice, + Sample C 1kOe

xa=—4.87x10 " cm%g (Ref. 26; (3) a correction for a — Fitto sample A

small concentration of paramagnetic ions, as discussed bt 0 ; . . ‘ . . .

low. . 0 100 200 300
For temperaturekgT<|J| nearly all the F& dimers T®

should be in the ground state, with a zero net spin. The

dimers’ susceptibility should then be very small, and it FiG. 8. Comparison between susceptibility data for the three

should decrease with decreasifig The need for the third samples. These results include all three corrections: addenda, dia-

correction became apparent when the measured susceptibifagnetism, and paramagnetic ions. The solid curve is a fit of the

ity at T<4 K (after the addenda and diamagnetic correccorrected data for samplé to the theoretical susceptibility of

tions) did not follow these predictions. First, the susceptibil- dimers in the CM, withJ=—8.33 cnm! andg=2.037.

ity x was much higher than expected for the’*Felimers.

Second,y increased on cooling from 4 to 2 K. Finally, the

magnetization curve at 2 K, measured in steady magnetic

fields up to 55 kOe, was inconsistent with*Falimers. This To isolate the susceptibility of the dimers, it was neces-

curve,M versusH, was concave down and the magnetizationg,y 14 correct for the contribution of the paramagnetic ions.

§hov_ved a tendency to saturate. Fof Fdimers the magne- .The correction method assumed that the paramagnetic ions

e K08 Shoul e Concave Up, 1 e P (5, 6-2.00,and tat e magretzaion i 2

nitude ofM was much higher than expécted for thé dimers.gk followed the qu'f'ed Brillouin fun_c_tlon |r.1trod.uced by
Gaj, Planel, and Fishm&d.In the modified Brillouin func-

The unexpected behavior at<4 K was attributed to a th twal t t . laced b fective t
small concentration of paramagnetic ions. The alternativé'o" the actual temperature is replaced by an effective tem-

possibility is that the CM for the magnetic behavior of Perature T+To). The two parameters of the functioi,ara
[Fe(salenCl], is oversimplified, and the unexpected behav-2nd To, were obtained from fits to the magnetization data at
ior is intrinsic to the material. Intrinsic behavior, however, 2 K. The values foM,, were already quoted. The values
should be the same for all three samples, which was not th#®r To were nea3 K for samplesA andB, and near 1.5 K for
case. The deviations from the expected behavior were muctampleC. The same modified Brillouin function was then
larger for sampleC than for sampleg andB. For this reason used to calculate the low-field susceptibility of the paramag-
the deviations were attributed to a small concentration ohetic ions at all temperatures. This approach is equivalent to
paramagnetic ions. It is noteworthy that to detect a smallusing the Curie-Weiss law, with = —T,.
concentration of paramagnetic ions the susceptibility must be Figure 8 shows results for the dimers’ susceptibility in all
measured at temperaturkgT<|J| where the dimers’ con- three samples, after all the correctid@asidenda, lattice dia-
tribution is very small. The early susceptibility d&td®were  magnetism, and paramagnetic ipnsere made. The ex-
all taken atkgT>1.8J|. In the present work, the lowe3t  change constant was obtained by fitting the corrected sus-
corresponded to 0.17. ceptibility data, y(T), to the standard expression for the
The existence of a small concentration of paramagnetisusceptibility of dimers in the CM:® This expression con-
ions is not surprising given that a monomeric form of tains two parameters, and theg factor. In some fitg was
[Fe(salenCl] also exists? It is also possible that some other held fixed at 2.00, while in others it was allowed to vary. Fits
paramagnetic ions were present due to impurities. Regardlesghich assumedy=2.00 gaveJ=-8.1, —8.0, and —8.1
of the origin of the paramagnetic iong, 2K their magnetic cm™! for samplesA, B, and C, respectively. The statistical
moment should saturate in fields well below the beginning ofuncertainties were less than 0.1 ¢mThe value for sample
the first MST from the F& dimers(centered near 180 ke C was judged to be somewhat less reliable because of the
The saturation moment of the paramagnetic idhg,,was larger correction for paramagnetic ions, and the more limited
therefore determined from ¢h2 K magnetization data to 55 temperature range. When tlgefactor also was allowed to
kOe. The fits used to determiné ., are discussed below. vary in the fit, the results werg¢=—8.3 cmt andg=2.04
For sampleA, M, Was only 0.2% of the calculated satura- for sampleA, andJ=—8.3 cmi ! andg=2.05 for sampleB.
tion moment of the F& dimers. The corresponding values The fit for sampleA is shown in Fig. 8.
for samplesB and C were 0.3% and 1.0%, respectively. Slightly different values fod were obtained when an al-
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ternative method of correcting for the paramagnetic ionsto the combined experimental uncertainties. In principle, the
based on the Brillouin function and the Curie law, wasMST method is more direct, and therefore more accurate.

used?® The values of] for samplesA and B obtained with
this alternative correction were 0.1-0.2 chlower in mag-
nitude.

All the J values from the susceptibility are slightly lower
in magnitude than the average valire —8.4 cii ! from the
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