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Investigation of three-dimensional grain-boundary structures in oxides through
multiple-scattering analysis of spatially resolved electron-energy-loss spectra
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Grain boundaries in oxide materials such as electroceramics, ferroelectrics, and high-Tc superconductors are
known to dominate their overall bulk properties. The critical first step in a fundamental understanding ofhow
they control the properties of the material is a determination of the atomic structure of the boundary. While this
determination has traditionally been performed by transmission-electron microscopy, the images that are gen-
erated are only a two-dimensional projection of the atomic columns in the grain-boundary core. In addition, as
the images are least sensitive to light elements, such as oxygen, the complete three-dimensional boundary
structure is particularly difficult to determine. Employing electron-energy-loss spectroscopy in a scanning
transmission-electron microscope, it is possible to obtain an oxygenK-edge spectrum that contains information
on the three-dimensional electronic structure of the boundary. Using the multiple-scattering methodology,
originally developed for x-ray absorption near-edge structure, this can be directly related to the local three-
dimensional atomic structure. Contained in the spectrum is therefore all of the information needed to investi-
gate the atomic scale structure-property relationships at grain boundaries. The application of the technique is
demonstrated here for the 25°@001# symmetric tilt boundary in SrTiO3. @S0163-1829~98!03538-3#
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I. INTRODUCTION

Oxide materials are currently being developed for su
diverse electronic devices as varistors,1 high-Tc
superconductors,2 and ferroelectrics.3 An intrinsic feature of
all the oxides involved in these developments is the ov
whelming tendency for defects to form during processing.
the defects that can form, such as lattice vacancies, disl
tions, stacking faults, second phases, and grain boundari
is grain boundaries that usually dominate the overall mac
scopic performance of the material. The reason for this do
nance is that grain boundaries inherently contain a conc
tration of defects far in excess of the equilibrium distributi
in the bulk of the material.4 This excess of defects results
the boundary having a different atomic arrangement to
bulk and consequently, different properties. Hence, altho
grain boundaries are an atomic scale phenomenon and
count for a small fraction of the material, they can have
reaching effects on the bulk scale properties and can con
the technological application of the material.5

In light of the dominating influence of grain boundari
on the properties of oxides, it is not surprising that they
the subject of an intense research effort. As the propertie
the boundary are known to be a function of the atomic str
ture, the usual approach to analyzing the structure-prop
relationships is through transmission-electron microsc
~TEM!. Utilizing phase contrast imaging in TEM~Refs. 6
and 7! or Z-contrast imaging in scanning transmissio
electron microscopy~STEM!,8 the atomic structure of the
boundary can be determined. However, the inherent lim
tion to both of these techniques is that an image simply p
vides a two-dimensional projection of the crystal structu
For phase contrast imaging, the determination of the th
dimensional structure involves simulating the image fo
variety of test structures and accepting the best fit to
PRB 580163-1829/98/58~13!/8289~12!/$15.00
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image. Such a determination method therefore does not
essarily produce a unique solution for the boundary struct
as there is no way of knowing if the actual structure is
cluded in the initial set of test structures. This is obvious
not the optimum method to approach the analysis of
known boundary structures.

The alternative to phase contrast imaging isZ-contrast
imaging in the STEM. Although theZ-contrast technique
generates an image that is essentially incoherent in nature9,10

thereby avoiding much of the simulation needed for ph
contrast imaging, direct interpretation of image intensity
the region of defects can be difficult~due to strain effects!.
Hence, to obtain the full three-dimensional atomic struct
at the boundary, simulations are still required. Additional
there is no information present in either of the imaging te
niques concerning changes in chemical composition or e
tronic structure in the boundary core~the Z-contrast image
may indicate a change in composition through an inten
change, but the chemical species cannot be identifi!.
Subtle changes in composition and electronic structure
may have a strong impact on the structure-property relat
ships cannot be uniquely identified by an image and
therefore impossible to consider in theoretical calculatio
as the number of possible permutations for a given bound
make computation times excessive. To be able to fully
derstand the effect of a grain boundary it is therefore impe
tive to increase the experimental data from the boundary

Electron-energy-loss spectroscopy~EELS! is a technique
that allows atomic scale fluctuations in composition and
cal electronic structure to be accurately quantified.11 When
performed in conjunction withZ-contrast imaging in the
STEM it is possible to obtain these spectra with atomic s
tial resolution.12 Using the image as a map, spectra can
obtained from specified locations in the boundary plane. T
8289 © 1998 The American Physical Society
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total amount of experimental information that is now ava
able is therefore increased to include a two-dimensional p
jection of the atomic structure~from the image!, an atomic
resolution map of composition fluctuations that can be c
related with a location in the image~from the intensity of
characteristic core-loss edges!, and an atomic resolution
measurement of the electronic structure that can also be
related with a location in the image~from the fine structure
of the core edges!.

One methodology for combining all of this experimen
information into a single structural model is throug
multiple-scattering analysis13 of the energy-loss spectrum
Although multiple-scattering theory was originally deve
oped for the analysis of x-ray absorption spectra, its appl
tion to EELS is straightforward14,15 ~only the method of ex-
citation has changed from an x ray to an electron!. Multiple-
scattering calculations model the density of unoccup
states by considering the scattering of the photoelectron
ated during the excitation process, from neighboring ato
The many paths that may be taken by a photoelectron a
the matrix elements for a particular transition due to co
structive or destructive interference that occurs between
outgoing and returning photoelectron wave~Fig. 1!. In ef-
fect, the resultant energy-loss spectrum may be describe
a simple absorption edge of hydrogenic form, due to an
lated atom, with intensity modulations due to the atom
structure of the solid~Fig. 1!, i.e., the absorptiona(E) is
given by

a~E!5a0~E!F11 (
n52

Xn~E!G , ~1!

where a0(E) is the atomic absorption andXn(E) is the
multiple-scattering signal of ordern (n.1) that contains all
the structural information.16 Since this description of the un
occupied density of states is based on a real space clust
atoms, several unique opportunities are presented in
analysis. A lack of symmetry does not seriously affect
calculation, making it ideal for the study of low-symmet
defects, such as grain boundaries. The effects of dopan
oms may be simply investigated by substituting atom ty
within the cluster and recalculating the scattering. Multip
scattering therefore allows spectral changes to be dire
interpreted in terms of structural changes. As we have a s
ing structural model for grain boundaries in theZ-contrast
image, with this analysis we can incorporate the third dim
sion and the compositional information by simulating t
observed experimental energy-loss spectrum.

In this paper we discuss the application of this techniq
to determine the three-dimensional atomic structure of a
@001# symmetric tilt grain boundary in SrTiO3. The choice of
SrTiO3 for this initial analysis was made for practical reaso
~bicrystals of SrTiO3 containing a single grain boundary ca
be purchased!, and because it represents an ‘‘ideal’’ pero
skite structure. Many of the oxide materials being develop
for the applications listed above are based on perovsk
Hence, this framework to determine the three-dimensio
grain-boundary structure and interpret the structure-prop
relationships on the atomic scale should be equally ap
cable to the high-Tc and ferroelectric materials.
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II. EXPERIMENTAL RESULTS

The experimental results presented here were obtaine
the VG HB501 UX dedicated STEM at Oak Ridge Nation
Laboratory. This instrument operates at an accelerating
tential of 100 kV and has an optimum spot size~probe di-
ameter! of 0.22 nm full width at half maximum~FWHM! on
the surface of the specimen. Images are formed by scan
the probe over the specimen and displaying the integra
intensity of electrons scattered into the various detectors o
TV screen scanning at the same rate~Fig. 2!. TheZ-contrast
imaging method makes use of the electrons scattered to
angles~75–150 mrad!.8 By collecting the high-angle scatter
ing over a large angular range, the major transverse cohe
effects in the image are removed and the image can be
sidered as a simple convolution between the probe inten
profile and a specimen object function9,10 ~Fig. 2!. For scat-
tering to high angles, the object function is localized at t
atom cores~;0.01 nm! and the scattering intensity approx

FIG. 1. ~a! Multiple-scattering calculations model the density
unoccupied states by considering the scattering of the excited
toelectron from neighboring atoms. The resultant energy-loss s
trum may be described as a simple absorption edge of hydrog
form, due to an isolated atom, with intensity modulations due to
atomic structure of the solid~b!.
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FIG. 2. ~a! Schematic of the operation of the scanning transmission-electron microscope~STEM!. ~b! The Z-contrast image and
electron-energy-loss spectrum can be considered to be a convolution of the probe intensity profile with an object function that repr
scattering cross section into the detector.
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mates to theZ2 dependence of the Rutherford scatter
cross section. For crystalline materials in zone-axis orie
tions, if the probe size is smaller than the atomic colu
spacing, atomic columns can be illuminated individually a
an atomic resolution map of the specimen generated.

This result also holds for thicker specimens, where
namical diffraction is manifested as a columnar channe
effect, thus preserving the spatial resolution and the ‘Z’’
contrast in the image.11,12 However, it must be noted tha
there are residual coherent effects within the atomic colu
that can slightly modify the intensity of the image. The
effects become pronounced at grain boundaries where s
effects can result in the boundary appearing either brigh
dark. In the analysis described in this paper, no attemp
made to interpret the intensity in theZ-contrast image from
atom columns at the boundary. TheZ-contrast image is sim
ply used as a structural image to determine the positio
the probe during acquisition of the energy-loss spectr
The initial boundary structural model is determined by
plying crystal chemistry principles to this structural ima
~see later!. A raw and Fourier filteredZ-contrast image of the
25° @001# tilt grain boundary in SrTiO3 is shown in Fig. 3.
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Fourier filtering is used here to remove high-frequency no
and enable the boundary structure to be viewed more ea

As can be seen from Fig. 2, theZ-contrast image does no
interfere with the low-angle scattering that can be used
EELS. Therefore, using the image as a map, the probe ca
stopped in defined locations in the structure for acquisition
spectra.12,17 In the case of the SrTiO3 boundary analyzed
here, concerns over electron beam induced damage ca
the experiment to be performed in a slightly different ma
ner. With the probe scanning continuously in a line para
to the grain boundary~;4 nm in length!, this line is stepped
in single unit-cell intervals across the boundary. The spe
obtained therefore have single unit-cell resolution perp
dicular to the boundary plane, but contain the integra
electronic structure parallel to the boundary plane. This
quisition method avoids potential problems in interpreti
the spectra due to beam damage~to ensure that interpretatio
was not subject to damage, two spectra were acquire
each position and compared!. While not generating a resul
representing the optimum in spatial resolution, this meth
does not affect the analysis of the three-dimensional struc
of the grain-boundary plane~see later!.
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FIG. 3. ~a! Raw Z-contrast image and~b! Fourier filtered image of the 25°@001# symmetric tilt grain boundary in SrTiO3. ~c! Titanium
L2,3-edge spectra from the bulk and the boundary plane.~d! OxygenK-edge spectra from the bulk and the boundary plane. The feature a
eV in the oxygenK-edge spectrum from the bulk is afterglow in the CCD and not a real feature.
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The spectrometer used for the EELS analysis is base
the magnetic prism design.11 The dispersion at the exit slit o
the spectrometer is enhanced by two quadrupoles and
jected onto a yttrium aluminum garnet scintillator that is o
tically coupled to a charge-coupled device~Ref. 18! ~Fig. 2!.
This approach allows single electron sensitivity to be
on

ro-
-

-

tained in the spectrum acquisition.19 This sensitivity is an
essential part of the experiment as, although the current d
sity in the probe is high enough to cause beam induced d
age, the overall current is low~;10 pA!. Hence, with this
detection system, problems with counting statistics a
specimen drift can be overcome with;5 s integration times
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TABLE I. Ratio integrated intensities in the main features of the experimental oxygenK-edge spectra from the bulk and grain boundar

Peak

a1 a2 b1 b2 b3 c d1 d2 d3

Ratio ~GB/bulk! 0.8560.03 1.0260.04 0.9460.04 0.9660.04 0.9660.03 0.9260.05 1.0360.06 0.9560.05 1.0160.05
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for each spectrum. The resolution of the spectra obtai
with this system is;0.8 eV for core losses. Although thi
resolution is much poorer than the expected 0.2 eV ene
spread of the cold field emission source, it is sufficient
analysis of the near-edge structure. The reason for the
radation of resolution is that large apertures are used in
analysis. Large apertures increase the signal levels and
ensure that the measured spectra are free from errors ind
from diffraction effects and possible coherence effects in
energy loss event.20

The two edges accessible in the study of SrTiO3 are the
titanium L2,3 edge and the oxygenK edge. Spectra obtaine
from the bulk material and the boundary plane are shown
Fig. 3. Although spectra were obtained in unit cell ste
across the boundary, for the analysis of the thr
dimensional structure of the boundary plane we only nee
know by how much the boundary spectrum changes rela
to the bulk spectrum. In this regard, Table I shows the ra
between the intensities of main features in the oxygenK-
edge spectrum in the bulk and at the boundary. The inte
ties of the peaks are determined by fitting Gaussian funct
to each peak. Gaussian functions are chosen to mode
intensities as the large apertures used in the experiment r
in a broadening of the spectral features from the expec
Lorentzian shape. Figure 4 shows the comparison betw
the experimental spectra and the Gaussians used to mod
features. It can be seen that there are significant chang
the intensities of some of the peaks at the boundary. In
dition to the result from the oxygenK edge, it can be see
that the titaniumL2,3 edge changes very little at the bounda
with respect to the bulk with the onset, total intensity, a
branching ratio being essentially unchanged~Fig. 3!. How-
ever, it can be seen that there is a slight decrease in the
labeled 2t2g . These peaks result from a crystal-field splittin
and indicate a change in the symmetry of the Ti-O envir
ment at the boundary.

III. DISCUSSION OF RESULTS

A. Development of a structural model for the boundary

The aim of the analysis described in this paper is to
velop a means of determining the complete thr
dimensional structure of a grain boundary without having
resort to complex theoretical calculations. Hence, wha
required in the initial stages is a simple means of verify
that the number of atoms and approximate structure of
boundary is correct. One means to do this is through co
bined distance least-squares and bond-valence sum ana
of the Z-contrast image. This distance-valence least-squ
analysis~DVLS! is based on a concept that was origina
proposed by Pauling.21 In Pauling’s rules for crystal chemis
try, it is assumed that the formal valence state of a giv
atom is composed of contributions from all the near
d
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neighbors. Additionally, the contribution to the valence fro
each of the neighbors should be as uniform as possible,
the contributions to the formal valence state of an atom
shared equally between the nearest neighbors. These
have been further developed by Altermatt and Brown.22,23 In
a systematic study of crystal structures they find that
contribution of a single bond to the formal valence state
the atoms involved follows the empirical relationship

S5exp@~r i j 2r 0!/B#, ~2!

FIG. 4. Comparison of the experimental spectra from the b
~a! and boundary~b! with the sum of the Gaussian functions used
estimate the intensities of each peak.
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FIG. 5. ~a! Schematic of the boundary structure determined from theZ-contrast image.~b! DVLS minimized structure.
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wherer i j is the bond-length,r 0 is an equilibrium value for
each atom pair, andB is a constant~50.37!. While this re-
lationship is determined only for perfect crystal structur
there is every reason to believe that the same basic princ
will apply for grain boundaries.~We know that the structure
exists as we have an image, and if the same elements
involved it is reasonable to assume their bonding will
similar.! It is therefore possible to utilize this very simp
pair potential between two atoms to check if the atoms i
proposed boundary structure are in a reasona
environment.24 If the valence is too high, the bond length
too short and vice versa. Furthermore, the equilibration
the bonds to the nearest neighbors using the distance l
squares aspect of this formulation effectively forms a v
basic energy minimization of the structure. Although suc
minimization is by no means as accurate asab initio calcu-
lations, a benefit of this simple approach is that it requi
minimal computation capacity and within the errors~;10%!,
can verify that the number of atoms and their positions in
structure are physically reasonable.

Figure 5~a! shows the starting schematic of the 25°@001#
tilt boundary shown in Fig. 3. The atom species are identifi
using the image intensities in the bulk of the grain~.2 nm
from the boundary! and traced into the boundary core. Th
,
les

are
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le

f
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y
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d

analysis therefore does not interpret the intensities in theZ-
contrast image from the boundary core and avoids proble
associated with residual coherent effects in the image. Im
diately obvious from the schematic are positions where t
strontium columns appear too close together; like ion rep
sion should preclude such a structure. However, we kn
that theZ-contrast detector does provide an incoherent tra
verse image and an atomic column must therefore exis
each of those positions. This problem can be overcom
these atomic columns are assumed to be reconstructe
231 reconstruction, i.e., each column is half occupie
avoids any problems with like ion repulsion and mainta
the ion separation close to the bulk value. This 231 recon-
struction has been shown to be valid by previous multi
scattering analysis25 and the structure on which DVLS analy
sis is performed therefore includes these reconstruc
atomic columns.

Figure 5~b! shows a schematic structure of the bounda
after DVLS minimization. Once again, the aim in performin
this minimization is to ensure that the atoms in the propo
structure have a reasonable electronic environment~valence!
and that the forces on any one atom in the structure are
excessive. It therefore incorporates the fact that the exp
mentalZ-contrast image is subject to errors in locating t



v.

PRB 58 8295INVESTIGATION OF THREE-DIMENSIONAL GRAIN- . . .
TABLE II. DVLS parameters before and after minimization of the structure in Fig. 4.

Element No. of atoms

Valence
Before minimization

Valence
After minimization

High Low Average Std. Dev. High Low Average Std. De

Sr 54 3.04 1.08 2.09 0.296 2.19 1.79 2.05 0.088
Ti 38 6.14 3.48 4.06 0.528 4.32 3.75 4.04 0.126
O 129 5.19 0.72 2.03 0.390 2.33 1.79 2.03 0.093
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positions of atoms~;0.02 nm! and that the oxygen position
are not known from the image. To perform the minimizatio
a formal valence state of the elements involved must be
sumed. Oxygen~22! and strontium~12! are known to only
exist in one formal valence state. The same is not true
titanium, where several valence states can exist~12, 13,
14!. However, we know from the titaniumL2,3-edge spec-
trum at the boundary that there is very little change in
titaniumL2,3-edge spectrum. Changes in valence state sho
be manifested as a change in the edge onset, integrated
intensity, and branching ratio. Additionally, as the fine stru
ture of the oxygenK edge is not radically changed, the c
ordination should also be extensively the same as the b
Therefore, in the minimization it is assumed that titanium
the boundary is in the same14 formal valence state as th
titanium in the bulk. Table II shows the bond-valence para
eters before and after the minimization of the structure ta
place. The resulting structure~and for that matter the startin
structure! is essentially charge neutral, making it possible
now go on to use more sophisticated simulation code
desired. However, we are now in a position where we
use the three-dimensional structure from any position in
boundary as a starting model to simulate the energy-
spectrum with multiple-scattering analysis.

B. Analysis of the bulk spectrum

To understand the effect that the boundary atomic str
ture has on the electronic structure and therefore the ene
loss spectrum, it is first necessary to understand the
structure of the oxygenK-edge spectrum obtained from bu
SrTiO3. In this paper, the multiple-scattering analysis is p
formed using the FEFF7 codes.13 These codes use th
overlapping-atom prescription of Mattheiss26 to model the
atomic potential within the muffin-tin approximation. Fro
the resulting potential, scattering phase shifts and matrix
ements are calculated. Core hole effects are included u
the (Z11)* approximation15 where * denotes the excited
atom. For the purposes of these calculations, the atomic c
ters are divided into shells of atoms where a single she
composed of atoms that lie between two radii about the
cited site. For the spectra presented here, the calcula
were found to converge when the clusters include all ato
up to the eighth shell~6.173 Å from the excited atom!. In
these calculations, the order of scattering included in
spectra is controlled simply by placing an upper limit on t
number of scattering events that are allowed. Figure 6 sh
the simulation for the oxygenK-edge from bulk SrTiO3 ob-
tained using a cluster up to the eighth shell and including
orders of scattering. A comparison of the theoretical cal
,
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lation and the experimental bulk spectrum is also show
Here, a 1 eVbroadening is added to the theoretical calcu
tion to allow direct comparison with the experimental dat

In analyzing the oxygenK-edge, it is convenient to brea
the spectrum up into two sections. The first section, invo
ing the first 5–10 eV above the threshold, has been pr
ously identified as resulting from hybridization between t
oxygen 2p and transition-metal~Ti! 3d levels.27,28 As de-
scribed by de Grootet al.,29 the perovskite structure repre
sents the prototype for a tight-binding description of t
TiO6

82 cluster. Here, the crystal-field splitting results in 2t2g

states that are essentially purep bonding and 3eg states that
are pures bonding ~these features are mirrored in the tit
nium L2,3-edge spectrum!. The strongers interaction in-
creases the dispersion of theeg band with the net result
which is reproduced in the experimental spectrum, being
the t2g band ~peaka1) appears more intense and narrow
than theeg band~peaka2). In the theoretical spectrum, th
intensity and shape of peaka1 is well reproduced, but peak
a2 is absent. The reason for its absence is rooted in
multiple-scattering method used to simulate the spectr
The muffin-tin potentials are spherically symmetric a

FIG. 6. Multiple scattering simulation of the oxygenK-edge
spectrum from bulk SrTiO3. The simulation is broadened by 1 e
for comparison with the experimental spectrum.
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TABLE III. The cluster compositions of the distinct oxygen atoms in the boundary plane compared to the bulk cluster.

Cluster 1 2 3 4 5 6 7 8 9 10 11
Average
cluster

Full
Cluster

Degeneracy x1 x2 x6 x1 x2 x1 x1 x3 x1 x2 x1

Shell 1 2 Ti 2 Ti 2 Ti 2 Ti 2 Ti 2 Ti 2 Ti 2 Ti 2 Ti 1 Ti 1 Ti 1.90 Ti 2 Ti

Shell 2
4 Sr
8 O

4 Sr
8 O

4 Sr
3 O

4 Sr
8 O

4 Sr
8 O

4 Sr
8 O

4 Sr
8 O

4 Sr
7 O

4 Sr
7 O

4 Sr
6 O

4 Sr
6 O

4.00 Sr
7.52 O

4 Sr
8 O

Shell 3 6 O 6 O 5 O 5 O 5 O 5 O 4 O 6 O 6 O 5 O 6 O 5.33 O 6

Shell 4 8 Ti 7 Ti 8 Ti 7 Ti 7 Ti 8 Ti 7 Ti 7 Ti 8 Ti 7 Ti 7 Ti 7.43 Ti 8 Ti

Shell 5
8 Sr
15 O

8 Sr
14 O

8 Sr
15 O

8 Sr
14 O

8 Sr
13 O

6 Sr
14 O

6 Sr
14 O

8 Sr
14 O

6 Sr
16 O

8 Sr
16 O

8 Sr
14 O

7.71 Sr
14.57 O

8 Sr
16 O

Shell 6 12 O 12 O 11 O 12 O 12 O 12 O 12 O 12 O 12 O 12 O 9 O 11.57 O 12

Shell 7 10 Ti 10 Ti 10 Ti 10 Ti 9 Ti 10 Ti 10 Ti 10 Ti 10 Ti 10 Ti 7 Ti 9.76 Ti 10 Ti

Shell 8
8 Sr
15 O

8 Sr
16 O

8 Sr
16 O

8 Sr
16 O

8 Sr
16 O

8 Sr
16 O

7 Sr
15 O

8 Sr
16 O

8 Sr
15 O

8 Sr
16 O

8 Sr
16 O

7.96 Sr
15.8 O

8 Sr
16 O
t
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ells
therefore do not include thed symmetry of the interaction
between the oxygen 2p and titanium 3d orbitals and are no
self-consistent~it may be that the lack of self-consistency
the dominating effect here, as the crystal-field splitting
been reproduced in rutile using muffin-tin potentials in
self-consistent Korringa-Kohn-Rastoker calculation30!. Al-
though the crystal-field splitting may in some cases be re
duced by the second part of these simulations, the symm
of the reflected photoelectron wave, this is not the case h
This may be due to the overlap of the peaks labeledb1 , b2 ,
andb3 which mask the dispersedeg (a2) peak in the simu-
lated spectrum. However, peaka1 is accurately reproduce
in the calculations and interpretation of the effect of the
nearest neighbors on the oxygen at the grain boundary
focus on the analysis of this peak.

The second part of the spectrum concerns the ra
10–30 eV above threshold. In this regime, band struc
calculations show that oxygen 2p states are hybridized wit
the weakly structured metallic 4sp band.29 As such, the in-
tensity modulations that occur in this energy range are
the result of transitions to bound states, but rather from
terference effects resulting from multiple scattering of
excited photoelectron from neighboring atoms. As this
precisely the scattering that the FEFF7 codes are design
calculate, it is not surprising that the theoretical spectr
reproduces these features accurately. It is also worthw
restating that such multiple-scattering effects are very se
tive to the structure of the material. Hence, the scatterin
this regime can give an accurate measure of changes in
atomic structure that occur at grain boundaries.

The backscattering of excited photoelectrons from vari
ions in transition metal oxides has been stud
extensively.31–35 In particular, it has been found that O22

ions are strong backscatterers and the main peaks in the
trum can be assigned to resonance effects between th
cited atom and the oxygen cages~shells! that surround it.36

Although these ideas were primarily developed for bin
transition-metal oxides, such as NiO, MnO, TiO2, etc., the
analysis is still applicable to SrTiO3. However, in this case
s
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the structure of the spectrum is modified by the more co
plicated composition of the material, i.e., more than o
metal-oxygen interaction. Using the resonance argumen36

the remaining main peaks in the oxygenk-edge spectrum can
be assigned to the following interactions: peakb2 results
from intrashell scattering in the first shell of oxygen neig
bors, peakc originates from single scattering from the she
containing the second-nearest oxygen neighbors, and pead2
originates from single scattering from the shell containi
the first-nearest oxygen neighbors. The other peaks in
spectrum arise either from multiple-scattering events
higher shells (b1 andd1) or involve Sr atoms in the multiple
scattering path (b3 andd3).

C. Analysis of the boundary spectrum

With this analysis of the bulk spectrum in place, we a
now in a position to interpret the spectral changes that oc
at the grain boundary. In particular, peaka gives information
on the coordination to the Ti nearest neighbors and pe
b123 , c, andd123 give an accurate and detailed analysis
the first and second-nearest oxygen neighbors. By compa
the experimental spectra from the bulk and boundary~Table
I!, the main changes occurring at the boundary seems t
decreases in peaksa1 , b1 , b2 , c, andd2 . A simple interpre-
tation of this result suggests that atoms in the grain bound
plane have a reduced symmetry and reduced number of
and second-nearest oxygen neighbors, i.e., a decrease i
backscattered intensity is caused simply by a decrease in
number of backscattering O22 ions. We can investigate thi
concept further using atomic clusters for the oxygen atom
the boundary determined from the model shown in Fig. 5~b!.

In this structure 11 distinct oxygen sites can be identifi
@labeled in Fig. 5~b!#. The first eight coordination shells from
these oxygen atoms and the first eight shells from the b
structure are shown in Table III. It can be seen from the
clusters that the oxygen atoms at the boundary have es
tially the same environment as the oxygen atoms in the b
except for the occasional atom missing from various sh
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~this missing atom is an ‘‘effective’’ vacancy, i.e., it is th
result of the misorientation angle and reconstruction of
boundary plane and is not a ‘‘real’’ lattice vacancy!. It must
be noted that there is some scatter in the position of
atoms in various shells is due to the fact that the DV
minimization performed is not a complete energy minimiz
tion and only has a;10% accuracy. However, this facto
does not affect the analysis in great detail as the scatter in
atom positions simply broadens the spectral features~i.e.,
there is no longer a single defined distance for scatte
paths from a given shell!. To remove the effects of pea
broadening, caused by a lack of energy minimization,
following simulations will use the atom positions from th
bulk cluster with the number of atoms in each shell given
the clusters in Table III.

Figure 7 shows the multiple scattering calculations for
distinct oxygen atoms in the boundary core identified
Table III. Again the calculations were found to converge
a cluster up to the eighth shell and all orders of scatter
were included in the calculations. The structures of the in
vidual spectra are consistent with the interpretation used
the bulk spectrum concerning the origin of the spectral f
tures. The experimental oxygenK-edge spectrum shown i
Fig. 3 was acquired with the probe being continually scan
parallel to the boundary plane and therefore contains the
tegrated contributions from all of the oxygen sites listed
Table III. Figure 8 shows the multiple-scattering spectru
that results from summing all the contributions of the distin
oxygen sites in the boundary plane. Comparing this spect
to the multiple-scattering simulation from the bulk, it can
seen that the experimental changes that are seen a
boundary are reproduced. These changes can be quantifi
a similar manner to the experimental spectra by fitting Ga
sians to the peaks. Table IV shows the relative intensitie

FIG. 7. Spectra obtained from the boundary clusters descr
in Table III from positions labeled in Fig. 4.
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the peaks in the two theoretical spectra compared to the
perimental spectra. The result shows quantitative agreem
with the experiment~there is some discrepancy in the pe
labeledd3 , but this peak is barely above the backgrou
noise in the experimental spectra and at the edge of the fi
energy range, and therefore expected to be subject to a
error! and indicates that the structure used for these sim
tions reproduces the observed near-edge structure at
boundary. It should be noted that improved statistics
peaksd would greatly enhance the accuracy in determin
the grain-boundary structure by allowing the neare
neighbor distance to be quantified in a similar manner
extended x-ray-absorption fine structure.37

The multiple-scattering result determined above gives
extra degree of confidence in the three-dimensional struc
of the boundary. The image itself is only a two-dimension
projection of the structure, and although we use crys
chemistry principles to create our model, the bond-vale
potential is relatively inaccurate. Now, however, having
produced the experimental changes in the spectra with
simulations, we can now more accurately identify the str
tural changes that occur at the grain boundary relative to
bulk. The decrease in peaka1 is caused by the grain bound
ary distorting the linear Ti-O bonds in the bulk perovsk
structure. The crystal-field splitting, peaksa1 and a2 , no
longer represents the purep* and s* character as in the
bulk, and results in the enhancement of peaka2 with respect
to peaka1 ~as seen experimentally!. Although peaka2 is not
observed in the simulations, the decrease in peaka1 is in-
dicative of a distortion of the linear Ti-O chains in the stru
ture and is quantitatively consistent with the experimen
observations. This feature is also reproduced in the exp
mental titaniumL-edge spectra. The decrease in peaksb1 ,

d FIG. 8. Comparison of the simulated bulk spectrum with t
integrated boundary spectrum.
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TABLE IV. Ratio integrated intensities in the main features of the simulated oxygenK-edge spectra from the bulk and grain bounda
The experimental values are given in parentheses.

Peak

a1 a2 b1 b2 b3 c d1 d2 d3

Ratio MS
~GB/bulk!

0.84 0.93 0.95 0.94 0.91 1.03 0.93 1.09

Ratio
~GB/bulk!

0.8560.03 1.0260.04 0.9460.04 0.9660.04 0.9660.03 0.9260.05 1.0360.06 0.9560.05 1.0160.05
o
th
o
d
uc
um
n-

th
la
a
i

ni
e
il
e

es
d

d-
ar
in
n

th
ria
a
, a
ie
re
m
iv
th

a
um
ie
u
e
la
te

dis
g
m
u

and
ris-
on
ur-
the

in-
r

sm
av-
in

f
sis-
us

ain
and

ved
at
and
sur-
ma-
ks

ies
m
e
her
tor
-
or

,
the
an-
ons

rease
the
a
the
nd

on-
nd-
are
dary
rier
b2 , c, andd2 clearly represent a decrease in the number
oxygen backscatterers in each of the shells giving rise to
feature, i.e., the first- and second-nearest oxygen neighb
This decrease in backscatterers is caused by the boun
misorientation and indicates that although the overall str
ture is charge neutral, there are local fluctuations in the n
ber of atoms relative to the bulk, i.e., the ‘‘effective’’ vaca
cies mentioned earlier.

D. Structure-property relationships at the boundary

The atomic clusters around the oxygen atoms in
boundary now allow us to infer the structure-property re
tionships. Each of these clusters is missing atoms from v
ous shells surrounding the central oxygen atom, which w
lead to a local change in the charge distribution for this io
material. However, before moving on to discuss the charg
the boundary and its effect on the properties, it is worthwh
to review the origin of these vacancies. In the previous s
tion we defined the missing atoms as ‘‘effective’’ vacanci
~The term ‘‘effective’’ vacancy could equivalently be terme
an ‘‘effective’’ reduction in coordination at the grain boun
ary. However, the individual clusters at the grain bound
indicate that the ‘‘effective’’ missing atoms do not occur
the same positions for the entire boundary plane and he
the term vacancy may be more appropriate.! The reason for
this definition is that they are not atomic vacancies in
sense that the term is used in the bulk. For the bulk mate
an atomic vacancy is defined as a lattice position that can
should be occupied by a particular atom type. In this case
of the available lattice sites in the boundary are occup
The ‘‘effective’’ vacancies arise because the boundary
construction and misorientation angle does not allow ato
to exist at certain positions. Hence, compared to an equ
lent site in the bulk, the local environment of the atoms in
boundary plane is devoid of a certain number of atoms.

In the average boundary cluster shown in Table III, it c
be seen that the reconstruction leads to strontium, titani
and oxygen vacancies. While electrically, cation vacanc
will compensate anion vacancies and vice versa, if we s
up the number of vacancies in the boundary cluster, ther
a clear excess of oxygen vacancies in the boundary p
~the same effect is observed when considering clus
around Sr and Ti atoms in the boundary plane!. This is con-
sistent with the changes seen in the oxygenK-edge and tita-
nium L-edge spectra obtained from the boundary and
cussed in the previous sections. The observation of oxy
vacancies at the boundary may not be surprising as ther
dynamics predicts that the surfaces of ionic materials sho
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contain an excess of positively charged cations.38–40In these
calculations, surfaces are considered to be perfect sinks
sources for vacancies, with the compositional variation a
ing from the difference in the energetics of forming a cati
or anion vacancy. As a grain boundary forms when two s
faces meet, the reconstruction of the grain boundary into
lowest-energy configuration should therefore primarily
volve the cations~the observation of partially occupied S
columns in theZ-contrast image may be evidence for this!.
Continuing this argument further, this formation mechani
for grain boundaries should result in the boundary plane h
ing a positive charge~as has been observed experimentally
I -V measurements1 and electron holography41 performed on
undoped SrTiO3 grain boundaries!. The observation here o
oxygen vacancies in the boundary plane is certainly con
tent with this idea. However, it should be noted that previo
theoretical interpretation of the electrical properties of gr
boundaries often considers them to be perfect sources
sinks for vacancies, although this is not always obser
experimentally.42 This study indicates that the vacancies
the boundary are an intrinsic aspect of the reconstruction
misorientation angle. Hence, while we assume that the
faces of the grains are perfect sources and sinks, the for
tion of the grain boundary by two surfaces meeting loc
these vacancies in place.

In the commercially available SrTiO3 bicrystals used in
this study, both the bulk material and the grain boundar
were found to be practically insulators at roo
temperature.43 This implies that the material is free from th
presence of impurities that would dope the material eit
n-type or p-type depending on whether donor or accep
impurities dominated~no trace of impurities were found ei
ther in the bulk or segregated to the boundary by EELS
energy dispersive x-ray spectroscopy!. For such a material
where carriers induced by cation doping are negligible,
charge carrier concentration is dominated by oxygen vac
cies and is obviously dependent on environmental conditi
such as temperature and oxygen pressure~increasing tem-
perature and decreasing oxygen pressure leads to an inc
in the number of vacancies and therefore an increase in
number of charge carriers!. Although each vacancy acts as
donor, contributing two electrons to the conduction band,
overall conduction mechanism is a mixture of electronic a
ionic ~through the motion of the oxygen ion vacancies!. The
results presented here are consistent with this idea for c
duction except that the oxygen vacancies in the grain bou
ary plane are immobile. This means that, unless there
segregated acceptor cations at the boundary, the boun
plane will always be positively charged and act as a bar
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to the movement of oxygen ion vacancies~by reducing the
number of sites for ion migration and an electrostatic rep
sion of the positively charged vacancies! and a potential well
for electrons~the positively charged barrier will lead to
negative space charge region!.

Although this study has concentrated on undoped g
boundaries, commercial applications involving semicondu
ing oxides usually deliberately dope the material with eith
donor or acceptor ions to increase the conductivity.44–50

However, the same principle should always hold; the bou
ary charge is an intrinsic function of the atomic structure
the boundary ~it is known from studies of metal
semiconductor interfaces that the formation of a Schot
barrier is a function of the interface structure51!. Initial re-
sults suggest that acceptor doped (Mn31) boundaries have
the same atomic structure as the undoped boundaries,
the acceptor ions simply replacing titanium in the bound
core.52 Using the boundary cluster in Table III, it can be se
that only a 10% substitution of Mn31 is necessary to com
pensate for the excess of ‘‘effective’’ oxygen vacancies a
cause the boundary to be negatively charged. Any incre
above this level will quickly lead to a very large potenti
barrier ~with a negatively charged boundary and positi
space charge region! being formed at the boundary, as h
been observed experimentally by electron holography.40 Fur-
thermore, the 0–90° angular range of@001# tilt boundaries in
SrTiO3 are known to be composed of only a few distin
structural units.53 These structural units have essentially t
same electronic configuration as the boundary shown h
~as seen experimentally in energy-loss spectra!, and therefore
all @001# tilt boundaries should follow the same general ru
h,
.
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IV. CONCLUSIONS

Multiple-scattering analysis of electron-energy-loss sp
tra is a powerful tool to analyze the structure of grain boun
aries and defects. The information present in the spati
resolved energy-loss spectrum provides a level of charac
ization beyond conventional imaging techniques. This inf
mation can be correlated to provide detailed thre
dimensional structure determinations from which t
structure-property relationships at the boundary can be
cidated. By using this technique to investigate the 25°@001#
symmetric tilt grain boundary in SrTiO3, it has been possible
to quantify the number of ‘‘effective’’ oxygen, strontium
and titanium vacancies at the boundary induced through
misorientation angle and boundary reconstruction. Ther
found to be an excess concentration of oxygen vacancies
induces a net positive charge at the boundary. While
charge is small and has a minimal effect on the conductiv
of the boundary relative to the bulk in the undoped mater
the results highlight how preferentially segregating accep
dopants at the boundary can greatly affect the electrical p
erties of the boundary. Such measurements indicate tha
electronic properties of grain boundaries in oxide mater
depend very sensitively on the composition and atomic str
ture of the boundary plane. These techniques are equ
applicable to other oxide materials such as ferroelectrics
high-Tc superconductors, and may be used to help elucid
the structure-property relationships of defects in these m
rials on the atomic scale.
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