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A self-consistent real-space multiple-scatteriREMS approach for calculations of x-ray-absorption near-
edge structuré€XANES) is presented and implemented ina@minitio code applicable to arbitrary aperiodic or
periodic systems. This approach yields a quantitative interpretation of XANES based on simultaneous, self-
consistent-fieldSCH calculations of local electronic structure and x-ray absorption spectra, which include full
multiple scattering from atoms within a small cluster and the contributions of high-order MS from scatterers
outside that cluster. In addition, the code includes a SCF estimate of the Fermi energy and an account of orbital
occupancy and charge transfer. We also present a qualitative, scattering-theoretic interpretation of XANES.
Sample applications are presented for cubic BNg,UFu hydrates, and distorted PbEiQLimitations and
various extensions are also discusg&0N163-18208)03736-9

I. INTRODUCTION neous calculations of XAS and electronic structure such as
the electronic densities of staté®@0S) and charge counts.
X-ray-absorption near-edge structup€ANES) refers to  Our approach is based on cluster calculations of the single-
the region of the x-ray absorption spectrosc@AS) spec- particle Green'’s function, the central ingredient in both elec-
trum dominated by strong photoelectron scattering that extronic structure and XANES calculations. An advantage of
tends about 40 eV above an absorption edge. XANES iRSMS with respect to other electronic structure methods is
currently of great interest in many scientific fields due to itsthat it uses an integration in the complex energy plane to sum
promise of providing local chemical information in complex gver occupied states and hence avoids an explicit determina-
and disordgred materials. However, both .the calculation. anflon of energy eigenstates. Our method partly avoids the dif-
interpretation of XANES have remained challengingficyities of large clusters by using full MS calculations to
problems: Although the fundamental multiple-scattering ghtain the contribution to the Green'’s function from a small
(MS) formalism of x-ray absorption is well establisht, cluster—typically less than 100 atoms—and a high-order MS

current computational techniques are often unsatisfactory fof, ,nsion for important paths that extend outside this small
large aperiodic systems. Currently available full-MS XANES cluster. In addition, we present an XAFS-like scattering

code$ are of limited accuracy due to large basis size require; L .
ments and the lack of self-consistent-figBCH potentials, theoretic interpretation of XANES that connects the spec

. ) . trum to structural and chemical information. Our method is
while conventional ground-state electronic structure,

methods usually depend on lattice periodicity or neglect implemented in a semiautomated, relativistic coutr3,

core-hole and self-energy effects. Moreover, the interpretabased partly on efficient algorithms from earlier versions of

tion of XANES in terms of electronic structure alone is in- OU" @b initio XAFS codesFEFR® We also present several
direct, making a quantitative interpretation difficult. Conse-comparisons of this approach to experiment and to other
quently, XANES is typically interpreted only qualitatively. theories to test its validity. .
This is in contrast to the weak-scattering region above about The organization of this paper is as follows. In Sec. II, we
40 eV of an edge—the extended x-ray-absorption finedescribe our RSMS approach for SCF calculations of DOS
structure(EXAFS) region—for which accurate finite MS cal- and XANES. In Sec. lll, we present several applications to
culations and a geometrical interpretation are now starfdarddemonstrate the effect of self-consistency on XANES and
In an attempt to remedy these difficulties we present her®OS calculations and to illustrate the advantages and limita-
a SCF real-space multiple-scatterif@SMS theory of  tions of our method. In Sec. IV, we present a scattering theo-
XANES for arbitrary systems without any requirement of retic interpretation. Finally, in Sec. V we give several con-
symmetry or periodicity. Our goal in this paper is to presentclusions. Additional applications will be discussed
a quantitative interpretation of XANES based on simulta-elsewhere.
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Il. THEORY ergy E. above all core energy levels and below all valence
states. By using a rectangular contd@irthe integration is
stable, and it is usually adequate to use only 60—100 points
for the entire valence region, which typically extends about
40 eV below the Fermi level.

Both the x-ray absorption and emission spectra can be
calculated from the same one-particle Green’'s function.
From Fermi’'s golden rule and the one-electron and dipole
approximations, the x-ray absorption coefficient is given by
w(E)=Z|(f|e-r|i)|?6(E—Ey), wheree is the x-ray polar-
pi(E)=p2(E)[ 1+ xu (E)], ) ization \./ec-tor,|i> is an i.nitiall core stat% anff) is a.final

state. Lifetime broadening is ignored ja(E) but will be
Where,uﬁ'(E) and pﬁ(E) are the smoothly varying atomic added as discussed below. Using the spectral representation
background contributions angl;(E) [or x; (E)] is the fine-  Z¢|f) S(E—Ef)(f|=(—1/m)Im G(E), the golden rule be-
structure or XAFS spectrum. In E€l) and elsewhere, when COMESs
needed for clarity, we will use a prime to denote final-state
guantities calculat_ed_ in_the presence of a screened core hole. W(E)oc— 3 Im(i|%- r'G(r',r,E)e rli), (4)
Because of the similarity betweem;(E) and p,;(E), it is ™
widely thought that XAS directly measures the LD®S.
However, this interpretation can be misleading because O\rﬁ
the importance of the core hole in the calculation of XAS.
Explicit examples of this will be shown in Sec. Ill. Thus, a
guantitative interpretation of XAS generally requires calcu-
lations both with and without a core hole. o B r

Calculations both of XAS and the LDOS in aperiodic sys- w(E)= f dE'u(E") VI (5
tems are efficiently carried out within a RSMS Green’s- Er m(E-E')"+I7]
function formalisn®*’ which is a real-space analog of the
Koringa-Kohn-Rostoker (KKR) band-structure method.
Similar MS formalisms are the basis for many cluster ap
proaches to XANES calculatiofsHowever our approach
has several advantages as discussed below.

The spatial and energy dependence of the electron DO
can be expressed in terms of the the imaginary part of th
one-electron Green’s-function operato6=[E—H] 1,

The physical quantity of interest in XAS is the x-ray-
absorption coefficienu(E). A close connection between
XAS and electronic structure is indicated by the similarity
between the contribution to the XAS from a given sitend
orbital angular momenturh and the local -projected elec-
tronic density of stated_DOS) at sitei,*

wi(E) =l (E)[1+ X/ (E)],

hereE is real. The effects of core-hole lifetime and experi-
ental broadening effects may be included using a convolu-
tion. Since only transitions to unoccupied levels ab&e

are allowed, we have

wherel is determined by the combined sum of the core-hole
lifetime and experimental resolution. In this formula the
‘threshold levelEg (as well as the SCF DOS and charge
density is usually calculated in the presence of a screened
ore hole, in accordance with the final-state rule. In our treat-
ent this corresponds to a fully relaxed core hole. We re-
fhark that to obtain the x-ray emission spectlES), we
; ; L= , need only change the Ilimits of the convolution to
whereH is the effective one-electron Hamiltonian aBdis (—=,E.), the energy range corresponding to the occupied
the (generally complex photoelectron energy. In our ap- giates However, since the valence-band DOS often has sharp
proach, we always calculate the retarded Green’s functiofheays due to quasibound states, it may be preferable to carry
which is an analytic function in the upper h&fplane. For o+ caicylations of XES in the complé plane. Thus, using
example the total DOF(E) for real energies is given by the analyticity inE of G (and ), the integral in Eq(5) can

the integral of ImG in position space, be done along any conto@ in the upper-half complex
2 plane with the same initial and final points that goes below
p(E)=——1Im f d3r G(r,r,E), (2 the pole of the integrand &' =E+iI". For example, the
m integration can be done along the contd@y which goes
whereG(r’,r,E)=(r'|G(E+in)|r), andp=0+. The fac- from —+il'/2 to Eg+iI'/2 to Er. Such a contour can be
tor of 2 accounts for spin degeneracy and the Fermi [Eyel used to calculate XES with much larger steps in energy than
is found by requiring a fixed number of electrons in occupiedf the integral were evaluated along the real axis.

states belovEg . The total electron density is then given by  In this paper we present two key developments for XAS
calculations for arbitrary systems and their interpretation in

2 Er terms of local electronic structurét) the use of SCF poten-
p(r)=— P Im J_wdE G(r.r,E). ) tials and(2) the use of full MS(FMS) cluster calculations of
both XAS and DOS calculations. Both of these develop-
By using analytic properties @&, the integral can be evalu- ments are based on Green'’s-function calculations in the com-
ated around any conto@ in the upper half of the complex plex plane. The SCF procedure permitsadninitio calcula-
E plane with the same initial and final points. We use thistion of the threshold or Fermi energy as well as an evaluation
property to simplify the calculations, since the spectral quanef occupation numbers and charge transfer between ions in
tities of interest are much smoother above the real axis. Ithe cluster, an effect not usually included in most previous
our calculations we use frozen core states, though in prinXAS calculations-® The FMS approach is necessary for an
ciple the core wave functions could be recalculated duringaccurate calculation of XANES when the MS path expansion
the SCF loop. Thus, for the valence electron density, thdails to converge rapidly, i.e., whég] is not small compared
integral in Eq.(3) should be carried out from an initial en- to unity. Although other XANES codes are based on FMS
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cluster calculation$,to our knowledge, ours is the first such radii are determined using the Norman prescription as in our
code that also includes simultaneous calculations of elecsEFF7 code® and are not changed after the initial iteration.
tronic structure. We also reserve the option in our code to use overlapping
These two developments are implemented as extensioddT radii for severe cases, when nonoverlapping spheres lead
to previous versions of our semiautomatesbF codes® In ~ to worse agreement with experiment. MS theory has not
the remainder of this section, we describe in detail the SCibeen rigorously proved for the case of overlapping MT
loop used to compute the electron density and scattering p&pheres, but has been found empirically to give better results
tential within our RSMS framework. As suggested by Eq.for such severe cases. We add to the total potential the
(1), calculations of XAS and DOS are similar in that they areHedin-Lundqvist(HL) energy-dependent self-enetdycor-
related to similar Green’s functions. The significant distinc-rection only for XAS calculations and only after the SCF
tion is that the calculation of’ (E) needed for XAS must be loop is finished.
computed for final states in the presence of a core hole and In the next step of the SCF loop, we solve the Dirac
must include self-energy and thermal corrections, whereagduation in the spinor relativistic approximattdrfor the
x(E) for the DOS and electronic structure interpretations isabove MT potentials to obtain radial wave functions and
usually that for the ground state. In practice, a single SCiartial wave phase shifts. These quantities are used in turn to
calculation ofG(E) for a suitably large cluster is sufficient construct the Grgen’s fun_ctio_n, which consists of a central
to calculatey(E) both with and without the core hole, since atom and scattering contributions:
our calculations are typically done for a cluster sufficiently , o sc .
large that it contains both an absorber with a core hole and G(r,r',E)=Gr,r',E)+G™A(r,r',E), ©)
neutral atoms of the same atomic species. The quaafiB)
also requires a calculation of embedded-atomic dipole matrix
elementsu’(E),® i.e., matrix elements between atomiclike
states calculated with SCfr overlapped atom potentials
that include solid-state corrections. In this work, we neglect
many-body effects due to intrinsic and extrinsic excitations G%r,r',E)= —ZpE RI(r O)INf(r~)+iRj(r=)]
and their interferenc®that is, shake-up and shake-off pro- L
cesses. These effects are usually approximated by a multipli-
cative factorSS(E) in x(E), which depends weakly on en-

ergy. Efforts to improve on this approximation are in where p=2(E—V,,) and Hartree atomic unite=%=m
progress. =1 are used. Her&" and N} are the regular and irregular

The RSMS method is formally similar to thiespace g utions of the Dirac equation for the spherically symmetric
KKR band-structure approach and the real-space MS tential andR¥(r) =i'e AR (Y. (7). andL=(Im). Th
approach? since both were originally based on muffin-tin _p%e al ?) | irﬁ ) =1 € RI(r) Yim( z,'atlh =(Im). The .
(MT) MS theory. However, in the KKR and X methods, Index a 1abels the Spinor components, the upper componen

is normalized to sirgr+ §—1m/2) asr —o. We also include

discrete wave functions are calculated using the Lippman . A o . .
Schwinger equation, while in the RSMS method, the electrofn additional relativistic normalization factor that is typically

Green'’s function is calculated, which implicitly sums over cI_ose to unity. The mtroductlon of the mdgn; IS the onIy.
all one-particle states. Although our RSMS calculatiorGof difference from the corresponding nonrelativistic expression,

uses a MT potential, the MT approximation is not inherent tov_vhere R'_ would denote_ a SOIU“Q” of the Schiiager equa-
ion. A simple summation ovet is adequate for the density

the RSMS technique and an extension of the method to full ) .
alculations. The lower Dirac component may be neglected

potentials would be desirable. Even though many moderf ; . :
band-structure codes use full-potential generalizations, w the |n'terst|.t|al region, but must .be kept for accurate charge
' calculations in the deep core regith.

felt that the lack of self-consistency was the more seriou$ ] MY
approximation made in most currently available XANES The scattering contributio®, " , (E) may be expressed
codes and should be corrected first. Nonspherical correctiorf§rmally by the MS path expansiohin terms of the two
to the potentials can be roughly approximated by allowingcenter matrix elements of the free propaga@st and the
the MT spheres to overlap. Though less precise than fullscatteringt matrix,
potential methods, such overlapping MT potentials may be
adequate for XANES calculations, due both to finite experi-
mental resolution and the fact that errors in the interstitial
potential are of decreasing importance with energy above
Er.

To initialize the SCF loop we use our single-configuration
Dirac-Fock atomic codto obtain free atomic densities and
then the overlapped atoMattheiss prescriptiod® for the e 9)

total electronic density and Coulomb potential. For all itera- . . . .
tions we use the ground-state von Barth-Hedin exchangev-"here summation over intermediate angular momentum in-

correlation potential? Next, we approximate the total poten- dic.es is im_plied. Here Fhe two center propagators and scat-
tial with a MT potential, which is flat in the interstitial region tering matrices are defined as

and otherwise is equal to the sum of overlapping, spherically o o

symmetric potentialsy ()~ Vit =i Vi([r—R;|). The MT Gli i =(1=6,i)G_ | (R), (10)

G3qr,r',E)= —2pL§ RANGLS L (E)RE(T), (1)

XYY (), (8)

sC _ 0 0
GLC,L’C(E)_ EI GLC,LlitlliGLli,L’C

0 0
GLiy Lo t,,800, L

+.2 GEc,Lli tI

i 11
112
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tii L =818 Lt (11) will be demonstrated in Sec. Ill. Larger clusters can be
handled approximately by a combined FMS/high-order MS

where the index denotes the atomic site in the clusteis  approach, as discussed below.
the orbital angular momentum index, alR=R;—R;:. Unlike the path-by-path MS expansion, effects of lattice
These definitions build in summation restrictions that pro-vibrations can only be taken into account approximately in
hibit the photoelectron from scattering from the same atonthe FMS technique. In our approach we simply append a
twice in a row in a MS path of any order. For the FMS factor expeoﬁ,kz) to each free propagatcﬂ’:ﬁi Lrir- This
calculations in this work we use exact separable propagatojsrocedure yields the correct thermal Debye-Waller factors
G! | (R)=(eP¥pR)Z, Y, (R)Y.\(R) where p is the only for the dominant single scattering terms in the harmonic
complex momentum. These propagators are calculated usir@pproximation. Though these thermal factors for the MS
the exact Rehr-Alber@RA) algorithm?® rather than the finite  Paths are not exact, they are reasonable approximations, and
RA expansion used irerF? but are calculated with the same can significantly improve convergence.
subroutines. The exact RA algorithm has been stbwn  The CPU time spent in the FMS-SCF loop is currently a

to be both stable and superior in accuracy compared tgottleneck in our code. It is inconvenient to do SCF calcula-
other constructions. We remark that these matrices arons for more than 150 atoms on modern workstations as

based on dimensionles&® and t, i.e., GOr,r’,E) such calculations presently take several CPU hours. We have
= —exp(p|r—r'|)/4mp|r—r’|, and, for spherically symmet- introduced several algorithms to improve the efficiency.
ric potentia|s't| :equ a)sin a .15 These quantities are some- First, we have found that SCF potentials can be calculated to
times defined with an additional facter2p, but this cancels Sufficient accuracy with much smaller clusters than the
in the productG°t encountered in the MS series. For brevity XANES, e.g., clusters of about 30 atoms containing only up
we will often omit angular-momentum or site indices andt© third neighbors about each unique site. Then the main
intermediate summations, as is typically done with matricesPottleneck becomes the single FMS calculation for a big
since these indices are easy to restore. For example, tifduster. To handle even bigger clusters without significant

shorthand form of Eq(9) is loss of accuracy, we use a combined FMS/high-order MS
approach. That is, we treat paths within a given clu§ter
GSC=G% GO+ GGt GO+ - - (12) surrounding the absorbing atom to all orders and simply add

MS paths that extend outside by FEFFs high-order MS
ath expansion and path filters. A possible improvement on

In general the finite, high-order MS path expansion ha his approach is to repartition the mat@SC as follows:

been found to converge well at high enerdiééput can fail
in the XANES region in cases of strong scattering. Strong ~sc_ /1 _ ~0;Cy~1 C,+CR0:C L +CRO0;=0tC ...
scattering is characterized by large values of the XAFS func- G (1=G0) G+ PG GG ]

tion x, e.g., when either the largest eigenvaluezdt or the X GO%1-t°G% 1, (14
quantity f ./pR for a given path exceeds unity, whefrg; is —

the effective scattering amplitud®.Typically, nonconver- Wheret® andt® correspond to scattering from atoms inside
gence is due to large MS contributions from short bonds athe clusterC and outsideC the cluster, and=t°+t®. Thus,
small photoelectron momentum This leads to the appear- two matrix inversions should in general be made, but if we
ance of strong peaks in the XANES such as “white lines” can neglect spin or spin-orbit interactigwhich is usually

and “shape resonances®To handle these cases we apply the casg only one inversion will be needed, since the two
the FMS method to a finite cluster around the central atommatrices will be simply related. Notice that the scattering
In FMS treatments, the MS series in H) is summed im-  paths inside the square brackets should start and end outside

plicitly to all orders by matrix inversion, the clusterC, but intermediate atoms could also be inside
that cluster. This approach represents a different repartition-
GSC=G%1-tG% 1=(1-G°%) GO (13 ing of the MS expansion from that of Fujikaw&Fujikawa

also suggested that, in the case of short bond distances be-

For both XAS and DOS the quantity of interest is the tween atoms andj, a FMS calculation be maﬂe for the
submatrix of G ;» for which i andi’ both refer to an Simplest two-atom cluster of atomsand j. Then Gi=@1
absorbing atom in the XAS calculation or a central atom in a— G{jt;—Gjit;); *G?; , which corresponds to the inclusion of
DOS calculation. Because the partial wave phase shifts ddull MS between pairs of atoms i and j. Actually, both rep-
cay exponentially with increasingbeyond (.+1)~kr,;,  artitioning schemes can be used simultaneously, since in-
wherer , is the MT radius of the central atorG>® can be  cluding G into Eq. (14) is straightforward and leads to a
calculated with reasonable computer resources for energiggodified single scattering term,
smaller than of ordef (It 1)/rmdd® Ry and sufficiently _
small clusters, e.g., to about 30 eV fof~2-3 bohr and  GSC=(1-G%C) 1G%CGo(1-t°Go) 1!

I max=2. The time required for the matrix inverzsion chEq'

(13) scales as the cube of the dimenshb( .+ 1)* of G, _a0C\—1& +Crm0_&0y 1_+Cr0y-1
whereN is the number of atoms in the cluster. Because of +; (1=G)c Gty (G7= G (1~ G c s

this strong dependence on dimensionality, calculations in the (15)
XANES region are typically limited to fairly small clusters

of order 100 atoms on modern workstations. In practicewhere atomsc andi are inside the cluste€, atom j is
clusters of this size appear to be adequate in many cases, astside, and atorn represents the central atom in the calcu-
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lation. The second term cancels double counting in the first We regard the presently implemented space integration

term. The double counting comes from the fact that whenmethod as the least satisfactory approximation in our SCF

ever the backscattering sequence{i) occurs in the scat- loop and should be improved in subsequent code develop-

tering path, then one should ué%t-GQ instead ofG2t.G? . ment. We are currently using an approach similar to the
ice i and " for tomi h imatiofASA).2® Thus in the initial

In practice, it may be convenient simply to check for paths2!0MIC Sphere approximatio - us in the initia

that extend outside a cluster and useG® or G° as appro- '€ration, the Norman radiR™ (i.e., the analog of the

priate. W|gner.-S'¢|tz radii of neutral sphepeare calculated, using
The total propagato® in Eqg. (5), calculated as described the definition

above, can then be used to obtain the density of states—a RM

necessary component for the SCF calculations. As illustrated f Ldramr?pi(r)=2,, (18

in Egs. (3) and (4), the imaginary part ofc is of primary 0

interest, but in order to do the integration in the complexyhere Z; is the charge of théth nucleus. These Norman

energy plane we have to keep both the real and imaginaradii are kept fixed for all iterations. To obtam(E) [and
parts. Thus, for convenience, we define a reduced complepencep;(E)] we then use
Green'’s function whose imaginary part is the local DOS,

X gi(E)=j0R' dr 4mr2g;(rE). (19
gi(r,E):__Gi(r,r,E), (16)

m As in the ASA, our method double counts charge in the
region where two Norman spheres overlap and does not

where Img;(r,E) = p(r,E). . .
. ._count charge at all in the region not covered by any Norman
One of the advantages of the RSMS appro_a_ch IS t_hat Inéphere. This approximation might be intolerable for some
tegration over energy can be done more efficiently in th

. . fground-state calculations where very high accuracy is
complex energy plane. In our implementation we use onl needed; however, it works well when the density is slowly
about 60—-100 points on a rectangular cont@uenclosing

th ied val tates. Thi {OUstarts at | varying and is a fairly good practical approximation to ac-
€ occupied valence states. This contlustarts at a réal = o, nt for charge transfer within the RSMS approach in XAS

Ealculations as described below. Next, we find the new den-
sity around thdth site in two ways. First we find the Fermi
level from the relation

below all valence states. The enery in FEFF8 has a de-
fault core-valence separatidf defined for each atom, but it
can be easily overridden. The contour goes fremto E,
+iE; to Ep+iE;, and down toEg+iT, whereT lies just
above the real axis. Typically we s&;~4eV and T Im f
=0.025 eV. We also search for the new Fermi level with a
small imaginary parfl. This value ofT roughly simulates whereN; is the number of sites dfth type, N, is the total
the effect of finite temperature~(300 K), since it leads to number of electrons in the system, a@dis the contour of
occupation numbersi(E) = (1/7)arctafi(E—Eg)/T], which  integration. Next, we find the local Fermi level at ttik site
are comparable to the Fermi-Dirac distribution, but with by requiring no charge transfer from thien Norman sphere:
power-law rather than exponential tails. .

The use of the_term “vale_nce states” in typical elect_ronlc Im f F"dE g(E)=Z—q, 21)
structure calculations can differ from the usual meaning of c
“valence states” in chemistry, due to the overlap of the en-
ergy bands associated with these states. Thus, in our a
proach a state is defined to be core or valence, depending on R
whether its energy lies below or abolzg, which is typically q=Z— f dr4mr2p°d(r), (22
40 eV belowEg . For example, we consider thel 3tates in 0
Cu to be valence states since they overlap strongly with 3 jitialized so thaty; is always zero before the first iteration.
and 4 states. Thus, we construct two new densities, one of which includes

Since we consistently use spherical symmetry in OUkne charge transfer while the other does not. The second is
present implementation, we obtain after spherical averagingyj|| yseful since it includes changes in the valence wave

TIES Nigi(E)=Na, (20
C i

ﬁv_hereqi is the charge transfer from the previous iteration

functions:
dQ k )
9‘(V,E)=f ——0i(r.B)=— > {R(1)2*9Gy, |(E) E
| 47 9B =7z & AR i pan=m | TdE9(r ), 23
+(2+ DRA(NDINF(r) +iR(r)1} 17)
Eri
This procedure is carried out for each distinguishableisite pi2Ar)=Im fc dE g(r,E). (24

a solid or molecule. The space integrationfr,E) then

yields p(E), the DOS. The Fermi leveEr is found itera-  If self-consistency is reachdsl ;=Eg andp;=p,.

tively by energy integration of the DOS. The energy integra- As is typical in SCF calculations, at least one convergence
tion of g;(r,E) in the complex plane up tB then gives the acceleration factoc is usually required to achieve stable
new total electron density;(r). convergencé® When one factor is used, the new density at
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each iteration is computed ap!"(r)=(1-c)p®9r) 12 ' '
+cp; 4(r). Typical values ofc are about 0.2 or smaller. In
our algorithm we enforce charge conservatiorpbyand thus _5 10
need two convergence acceleration factors in cases where@
significant charge transfer is possible: 2 sl
<
3
pI"'=(1—c1—Cp)p "+ Cipi 1+ Copi - (25 -% 61
£
Z 4

For elements with narrowW bands, such as Pu and U dis-
cussed in Sec. lll, we usery=0.02 and found that a value
of ¢,=0.05 was essential for swift convergence. Once the 2r
new density is calculated it is used to start a new iteration.
This newp(r) is then used to calculate new scattering po- 0 ) ‘ ‘ .
tentials and these steps are iterated to self-consistency. Typi- 175 185 195 205 215 225
cally 10 to 20 iterations are required to converge to a preci- Energy (eV)

sion in EF_ o_f a fraction of an eV. Sites with a core hole A€ LG 1. XANES u(E) of cubic BN for an 87-atom cluster as
treated similarly, except for a frozen core h0|e, IN & gIVeNcq cylated in this work with SCFsolid line) and with OAP(long

core level. The SCF procedure will automatically fully yashes potentials and compared to experimental ELNES data
screen the core hole. This approach yields a SCF treatmefoty. Calculations were made with the final-state rule, i.e., with a
of core-hole relaxation analogous to the impurity KKR fylly relaxed core hole. Both calculations reproduce the large white-
method used by Zeller and co-workéfs. line intensity, but the white-line width is better with SCF. The cal-

We have implemented our SCF MS approach into an efeulation using the ground-state potentighort dasheslacks the
ficientab initio RSMS codererr3 for XANES calculations.  strong white line.

In the remainder of this paper, we will discuss applications
of our approach and its interpretation. Our code has many lIl. APPLICATIONS
attractive properties compared to other methods:

(i) The code calculates XAS and DOS for arbitrary het- We now present several applications of our approach for
erogeneous clusters of atoms throughout the periodic tablguantitative XANES and DOS calculations. Our goal is to
without any assumption of symmetry or periodicity. test the validity of our approach by comparisons both with

(i) The code is semiautomated with the same minimaBccurate electronic structure theory and with experiment. In
input—i.e., atomic numbers and Cartesian coordinates thagarticular we aim to examine the effects of self-consistency
uniquely define system—as in previous versionsrefr®  and FMS on calculations both of XAS and DOS. The SCF
The code also uses the same spinor relativistic atomic cod&op described above can also be applied to a full potential
energy-dependent self-energg.g., the HL potentialand  calculation, and we plan to address such corrections to the
complex semirelativistic phase shift algorithms asrr MT approximation in future work. “Near-field”

(i) The code determines SCF MT potentials in the prescorrection$’ due to the use of overlapping geometry and
ence(or absenceof a screened core hole using the RSMSvarious exchange-correlation potential corrections will also
method based on complex plane Green’s-function calculabe addressed later, since they represent less serious approxi-
tions, rather than wave functions. mations.

(iv) The full multiple scattering calculations &S are
done by matrix inversion using a single precision lower-
upper decomposition algorittfhand exact RA separable

A. XANES and DOS of cubic BN

propagatorss°. As a first example we treat th€-shell XANES and DOS
(v) The code approximates the effects of thermal disordepf cubic BN, which crystallizes in the zinc sulfide structure.
for FMS calculations. The spectrum of BN is a challenge for our code, as the

In contrast to other XANES codes, our approach alsespherical averaging around each atom is not well justified for
yields electronic structure information in the form of LDOS such an open lattice. Because the first coordination shell
and charge counts. However, the energy resolution and a@bout each atom forms a tetrahedron, the potential lacks in-
curacy of our DOS calculations is limited by broadening dueversion symmetry. It is not obvioua priori that the SCF
to cluster size and core-hole lifetime and by the lack of fullpotentials using ASA and spherical averaging would im-
potential corrections to the MT potentials. Thus, while ourprove on the simple, non-self-consistent overlapped atomic
results for DOS lack the fine details of modern band-potentials(OAP’s) used inFerr7 for such open systems.
structure calculations, the resolution inherent in our approach The results of our calculations are compared to experi-
is appropriate for XANES spectra. Moreover, integratedment in Fig. 1 with SCHsolid) and OAP’s(long dashes
guantities such as the total density, Fermi energy, and charddoth the SCF and OAP calculations are carried out with the
transfer are not expected to be sensitive to fine details in thénal-state rule; i.e., the photoelectron wave function is cal-
DOS. Thus, we feel that the present accuracy is sufficientulated with a fully relaxed potential in the presence of a
both for a quantitative treatment of XANES and its interpre-core hole in the & state. Both XANES calculations were
tation in terms of electronic structure. done on an 87-atom cluster and compared to the results from
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TABLE I. The electron number counts fef p, d, andf elec- 0.4 T T T
trons and the differentially calculated charge transferdefined in ——— LMTO
Eqg. (22), for the cubic BN and Ufmolecule. The last two lines are n
the occupation numbers and charge transfer fot ti#ffculated with i ,’ \\
the cAUssIAN code(Ref. 26. _ 03| ——p " " 1

i [
Element s p d f q E " “
B 0.83 1.71 0.34 +0.12 8 0.2 I‘ ‘l
N 1.52 3.50 0.11 —-0.12 %_ !
U 0.37 6.21 1.71 3.02 +0.66
F 1.96 5.04 0.07 0.05 -0.11 01
U 0.20 6.30 1.40 1.70 +2.40
F 1.90 5.50 —0.40
0.0 ‘ ‘

electron-energy-loss  near-edge  structure ELNES) —=20 10 0 10 20 30

experiment® No adjustable parameters were used in the cal- Energy (eV)

culations except for 1.3-eV broadening to account for the FiG. 2. pDOS p(E) of cubic BN for an 87-atom cluster as
experimental ELNES energy resolution and an energy shif¢alculated in this workisolid line) and from LMTO calculations
of 6 eV to match the experimental threshold. Note that theyroadened by 1.3 eVdotted. Notice the gap inp(E), which is
Fermi levelEg is accurately determined by our SCF methodformed by the effect ofy(E)~—1 on po(E) (thin solid with
to within about 1 eV based on the shape of the white linecircles, the atomic DOS. Also shown is tEDOS in the presence
The SCF potentials used were calculated on smaller clusters a core holep’ (E) (dashedl The vertical line aE=0 represents
of 29 atoms in 20 iterations with nonoverlapping MT's, & 1 the Fermi level as calculated fp(E) andp’(E) and is the center
core hole, and a basis f, p-, and d-scattering states at of the band gap in the broadened LMTO calculation.
each site, hence requiring the inversion of (2661) ma-
trices at each energy point. The calculated occupation nunenergy of the DOS spectrum due to the presence ofdhe
bers and charge transfers are shown in Table I. tractive core hole. These results show clearly that a screened
We have found that a fully relaxed core hole is essentiabore-hole potential is essential to obtain satisfactory XANES
to obtain agreement with experiment for BN, since the intenfor BN. Figure 2 also demonstrates that it is inappropriate to
sity of a white line is much smaller for ground-state poten-interpret XAS in terms of the ground-state DOS since the
tials and indeed the shape of the XANES spectrum is quiteore hole changes the XANES spectrum and DOS dramati-
different, as shown by the short-dashed line in Fig. 1. Thusgally near the Fermi energy. This also shows talatinitio
the final-state rule works well for BN, and the influence of calculations of DOS with and without a core hole are neces-
the core hole leads to a strong enhancement of the spectrusary to draw conclusions about the ground-state electronic
close to the edge for both SCF and non-SCF potentialsstructure from an XAS measurement.
Moreover, we see that the fine structure in gi2OS with a
core hole in Fig. 2 is similar to that in the observed XANES. B. DOS of UF
The width of the white line is improved using the SCF po- ' 6
tential rather than the OAP’s. The experimental full width at We now test the relativistic electronic structure algo-
half maximum (FWHM) is 7.1 eV, while the calculated rithms in our code against accurate full potentiat., non-
FWHM with SCF is 6.2 eV and that with OAP’s is 4.9 eV. A muffin-tin) ground-state quantum chemistry calculations us-
small discrepancy between the amplitude of the second largeg the GAUSSIAN code?® We aim to demonstrate that our
peak may be due to errors in the theory; for example, errorSCF DOS calculations for the heterogeneous molecular sys-
in the self-energy or the neglect of nonspherical correctiongem UF; represent an improvement over those calculated
to the potential. Part of this discrepancy may be due to difwith OAP’s, and are in good agreement with full potential
ferences in energy dependence of the atomic backgrounehlculations except for small energy shifts. We also evaluate
function uo(E) in Eq. (1) in ELNES and XANES* and compare charge-transfer calculations between the two
To assess the guality of our calculation relative to modernmethods.
band-structure methods, we show in Fig. 2 the corresponding The total ground-state DOS for the KHnolecule is
pDOS with and without a core hole and, for comparison, theshown by the solid line in Fig. 3. These results include 2-eV
results of a linear combination of muffin-tin orbitals Lorentzian broadening. It is clear from the peak intensities
(LMTO's) calculatiort® broadened by 1.3 eV. These results and positions that the SCF DOS is a significant improvement
show that even for relatively small clusteiid~50—-100 at- over the OAP DOS. For example, the energy of the 2
oms our RSMS approach for the ground state yields reasonelectron is much closer to the energy of the Udates, but
able agreement with a broadened crystal calculation. This i#he GAUSSIAN code finds these states slightly closer to each
reassuring since our approach differs from the LMTO ap-other. Notice too that the peaks at lower energe®s and
proach in several respects. For example, in our approach g 6p state$ have nearly the same amplitudes and positions
energy linearization is used nor do we introduce emptyas with theGAussIAN code. This is probably due to the lo-
spheres to correct for errors in the MT potentials in opercalization of these states, since the ASA is expected to work
structures. Note in particular the large downward shift inbetter for localized than for delocalized electrons and our
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FIG. 3. Total DOS for the UfFmolecule from thecAaussiaN
(Ref. 26 code (solid) compared with our SCFlong dashesand
OAP (dashepcalculations. The SCF potentials provide a significant
improvement over the OAP. The discrepancy between our SCF an
GAUSSIAN results is likely due to the neglect of nonspherical correc-
tions. To compensate for shifts in absolute energies, the SCF ¢
culation was shifted to the right by 2.9 eV and the OAP calcula-
tion by +5.2 eV.

FIG. 4. Effect of self-consistency on the XANES of PbTiO
The calculations using the SCF potenti@slid line) agree better
ith transmission XAS data, measured at 189 dotg, than with
alculations using OARlong dashes The atomic background,
o(E) in Eq. (1), from the SCF calculations is also shovdotted
ine). The calculations were shifted by 4.5 eV to match the absolute
energy scale of the data.

zero density near the neighboring atoms. However, the occu-

SCF Dirac-Fock atom calculations are highly accurate. ouEation numbers and charges transfers calculated with the
calculations reproduce all the main features in the DOS of 5 ssian code are well correlated with our calculations, as

UF,, although a shift in absolute energy of 2.9 eV waSghqwn in Table I. Except for the occupancy, the electronic
needed to align the peaks from the SCF calculation with th%onfigurations are seen to be quite similar.

GAUSSIAN calculation. This shift in absolute energy is prob-
ably due to outer-sphere effects and MT corrections. The !
absolute energy scale of OAP calculation was even further C. XANES of PbTiOq
off, requiring a shift of 5.2 eV. Despite the improvement of  To illustrate the applicability of our approach to structur-
the SCF potentials over the OAP’s, the discrepancies suggesally complex systems, calculations were made for a 147-
that further refinements in the potentials are still needed. atom cluster of tetragonal, uniaxially distorted PbJi@ith

The UR; molecule represents a case where the assignmenp to p, d, and f electron basis sets for O, Ti, and Pb,
of formal oxidation states is unambiguous, i.e., F is in oxi-respectively. This system provides a good test of two objec-
dation state—1 and U is in+6. Hence this system is a tives of this paper, the effect of SCF potentials on XANES
well-defined case for comparisons of the relation between thand the utility of a RSMS approach. The fully distorted
oxidation state and the charge transfigr In our code this  structure is the reported crystal structiri which the cen-
quantity g; in Eqg. (22) is calculated differentially, i.e., as a tral Ti atoms are uniaxially displaced from centrosymmetric
difference between the atomic overlap charge density and thaites by 0.311 A. The strong effect of self-consistency on the
SCF density within a Norman sphere. We feel that this is arcalculation is shown in Fig. 4. Two calculations were done
improvement on definitions of charge associated with eaclfior the same cluster of 147 atoms, with the only difference
ion in a compound based upon an arbitrary partitioning ofbetween them being the use of SCF or OAP potentials.
space. We also report the electron couimscupation num-  Clearly the SCF calculation agrees better with experiment.
berg obtained by integrating the local density of states to the At 763 K, PbTiQ; undergoes a transition between crystal-
Fermi energy. The interesting result is that the charge trandegraphically tetragonal and cubic phagé&rom analysis of
fer calculated differentially is about an order of magnitudethe EXAFS of PbTiQ, it has been fourfd that the local
smaller than that given by formal oxidation state considerstructure around the Ti atom remains distorted well into the
ations, although these quantities are well correlated. Therystallographically cubic phase. The presence of this distor-
charge transfer and electron counts obtained with our codton is readily apparent in the high-temperature data as the
are shown for UEin Table |. For comparison, Hagt al?®  first “edge peak” above the Fermi energy does not disappear
report U™2% 6p®9%dl“5f177s%27p%3 and F %4 2s'%2p>5  or become small as in centrosymmetric structéreghe de-
for the occupancy and charge transfer. TWraissiaN code  pendence of this peak on the distortion of the Ti atom is
uses a linear combination of atomic orbitals to construct moevident in our calculations. In Fig. 5 we show calculations of
lecular orbitals, and the occupation numbers correspond tboth the uniaxially distorted and undistortéclibic perov-
the weight of each atomic orbital in the total electron density skite) structures. The strong dependence of the XANES on
Thus, theGAUsSIAN code does not use a differential charge-the local distortion is clearly seen not only in the first edge
transfer calculation, since the atomic orbitals may have nonpeak above the Fermi energy observed at 4966tk¥ peak
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' ' that obtained from EXAFS analysis. One might expect that
\ ’ the effect of the SCF potentials on the calculated EXAFS
spectrum will be small since the extended spectrum typically
starts about 40 eV above the Fermi energy and hence is only
weakly sensitive to chemical effects such as the fine details
of the potential. Indeed, we have found rather generally that
the overall shape of the calculated fine structyris insen-
sitive to effects of self-consistency, even much closer to the
edge. However, the neglect of charge transfer and crude es-
timates of the Fermi level, as in previous XAS codésan
— distorted still have large effects on EXAFS analysis. For example, a
———- symmetric larger number of variable parameters are typically required
sp basis when using a non-self-consistent calculation as a fitting stan-
dard. Also, sinceE is correlated with interatomic distances
, ‘ , in a fit, the need to fiE, results in larger uncertainties in
4980 4990 5000 5010 extracted parameters. In the EXAFS analysis of a heteroge-
Energy (eV) neous material, the neglect of charge transfer may require
. . . separatd='s for each type of atom as variable phase correc-
FIG. 5. Effect of structural distortion on H-edge XANES in tioﬁs in a?it. For examﬁ)e, Hasket al®° used fogr different
PbTiO;. Shown are XANES calculations of the distorted crystal ) .
structure(Ref. 27 (solid line), an ideal model with Ti and O at values of E, to fit the _La and _SrK-edge EXAFS n
La; _,Sr,CuQ,. Extrapolating an estimate f&, determined

centrosymmetric site¢dashes and for comparison, transmission . )
XAS data(circles. The area added to the edge peak near 4966 e the EXAFS region to the near-edge region may also be

is found to be proportional to the mean-square displacement of thiaccurate due to errors in the self-energy model and in the
Ti atom from the midpoint of the oxygen octahedron. Calculationsc@lculated Fermi level in the fitting standard. The latter error

with only s andp electrons for the central atofdotted and for the ~ could be sensitive to the effect of charge transfer. However,
distorted structure demonstrate that the intensity of this peak is dué the fitting standard accounts for charge transfer and accu-
to hybridization between the andd electrons of the absorbing Ti. rately determines the Fermi level, then thg correction
should be the same for different atoms, and physically mean-
is at 4970 eV in our calculatiorbut in the entire spectrum. ingful fits should use a singlg, parameter even for hetero-
For example, the dominant post edge peak at 4986 eV ar@eneous materials.
the XAFS amplitudey are clearly too large when calculated [N Fig. 6@ we show XANES data for Pu hydrates with
for the centrosymmetric structure. However, the reduction othe Pu in four different oxidation states from-3to 6+. For
intensity in the first edge peak at 4970 eV is the most dragach of these data, the experimental EXAFS Hatere ana-
matic effect of neglecting the uniaxial distortion in the cal-lyzed to determine an empirical value f&p, using a non-
culation. The intensity of this peak has a strong dependendéear least-squares-fitting codeThe fits were performed
on thed states of the absorbing Ti atom. To demonstrate thigwice, once with amplitudes and phases obtained from
we made the XANES calculation, including ontyand p FEFF7's OAP calculation and again using the SCF potentials
electrons of the absorbing atom in the distorted structure biffom FEFR. The location ofE, from the optimized fits are
with the same SCF potential. This is shown by the dottecshown in Fig. a), with OAP results represented by circles
line in Fig 5. Without the central atord electrons the first and SCF results by squares. For comparison we show in Fig.
peak is strongly suppressed. This implies that this intensit$(b) the values folEg calculated directly using the SCF po-
arises due to hybridization between theand thed orbitals ~ tentials and Eq(20). Note that the empirically determined
of the absorber, an effect that is forbidden for centrosymmetEermi levels using-err8 fitting standards are very close to
ric structure but increased by local distortions. those directly calculated k5err8 for P@* and Pd*, as seen
There still remain some differences between our SCHN Figs. 6a) and @b). However, the Fermi energies deter-
FMS calculations and the details of the XAS “edge” struc- Mined empirically and theoretically for Puiand PG* differ
ture just aboveEF_ This may again indicate prob|ems with by about 13 eV, although the empirical determinations using
the potentials or possibly the assumed local distortions. Wéhe SCF fitting standards 6EFF8 are significantly improved
note that the region just above the Fermi energy exhibit®ver those from OAP standards. Although the value&f
very strong scattering, i.ex(E)~ —1 in Eq.(1), and thus a  calculated using our SCF potentials appear to be reliable
very small DOS, which is sensitive to the nature of theeven for the higher valence states of Pu, improvements to the
dDOS and the deviation from Centrosymmetry_ f|tt|ng Standards are required. As seen by the h|gh Va|ueS Of
E, for PPP™ and PG in Fig. &@a), unphysical phase correc-
tions are still needed in fits to the EXAFS data in these cases.
D. XANES of Pu hydrates The different behaviors of the Pt and Pd* relative to
In this example we demonstrate the applicability of ourPw’* and P§" can be understood in terms of their structures.
approach to calculations of the excitation threshold energyPu®* and Pd* are surrounded by nine and eight nearly equi-
The excitation threshold is the Fermi enefgy, which, on  distant water ligands. Consequently, the spherical averaging
the absolute photoelectron energy scale, is usually referred wf the densities and potentials performedH®FrS is a rea-
asE, in the EXAFS literature. In this section, we willus&g  sonable approximation. However, Puand P&" both pos-
to refer to a calculated threshold energy, d&hgdto refer to  sess plutonyl oxygen atoms along one axis, which are much
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2.0 . . ' . about the validity of different self-energy models, since the
potentials and the self-energies can have comparable effects
on XANES.

IV. XANES INTERPRETATION

We now turn to an interpretation of XANES based on an
EXAFS-like scattering theoretic framework. This interpreta-
tion is based on the premise that all XANES features are due
to electron scattering. We believe that this picture provides a
useful and intuitive alternative to interpretations based, for
example, on molecular orbitafsThe main ingredients of this
interpretation are the atomic background functipg®r g,
and the oscillatory XAFS functiong(E) in Eq. (1). Both of
0,0 e . . . . these quantities have well-known structural interpretations.

18020 18050 18080 18110 18140 By analogy with the now well-accepted interpretation of EX-
Energy (eV) AFS we arrive at the following observations:

LDOS and XANESecause the atomic background terms
po and uq are generally smooth above threshold, all the fine
structure in the LDOS and XANES arises from the electron-
scattering contribution iny(E) while peak heights are also
proportional topg or ug. The XANES spectrum corresponds
to the final-state LDOS calculated in the presence of a
screened core hole.

Threshold.The threshold for XANES and EXAFS is the
Fermi levelEr (or Eq on an absolute scalewhich lies be-
low all “edge structure.” Thus,Eq is not necessarily the
midpoint of the main rise in the XANES. SCF calculations
are usually needed to obtain accurate Fermi energies.

Edge structureThe “edge structure” in XANES is con-
trolled largely by the magnitude of the XAFS functignFor
large positivey, the edge exhibits a “white line,” while for

0.0 ' : : ‘ large negativey(E)~—1 the absorption is small, corre-
18020 18050 18080 18110 18140 . ; ; "
Energy (eV) s_pondlng to a gap or p§eudo gap in _the LDOS, ie. a dark
line.” A negative y implies that there islestructive interfer-

FIG. 6. (a) Experimental XANES of Pu hydrates with formal ence between the outgoing photoelectron wave and the
oxidation states from+ 3 to + 6. The positions of the Fermi level, waves backscattered from neighboring atoms. FMS calcula-
obtained by fitting the EXAFS using fitting standards from the SCFtions are required whejy| is not small compared to unity.
FEFF8 code(squaresare more accurate than those obtained from a Disorder. Thermal and structural disorder lead to a
non-SCF OAP calculatiorerr7 (circles. (b) Calculated XANES — Debye-Waller-like reduction in the amplitude of the fine
of Pu hydrates witlFerr8, without any adjustable parameters. The structure|y|, which can be discussed in terms of intermediate
diamonds show the theoretical pOSitiOﬂS of the Fermi level. A”range OrdeiqA decrease |d|X| Corresponds to a reduction in
features of the experimental XANES for each hydrate are reproyhite-line amplitude ¢=0) or an increase in the LDOS in a
du.ced., including the variation qf white-line ir)t.ensity with formal gap =<0).
oxidation state. However, relative edge positions are reproduce This interpretation is illustrated well by our examples.

only qualitatively. The connection between LDOS and XANES is discussed for
BN in Sec. Il A. For this case, as is typical in insulators, the
closer to the Pu than the remaining oxygen atoms located iRermi energyg, is found to lie roughly in the middle of the
a plane orthogonal to that axis. This strong coordinationaband gap in the density of states, a few eV below the rise in
asymmetry makes the validity of spherical averaging questhe main edgéFig. 1). Similarly for the EXAFS analysis of
tionable. Again MT corrections or full potential calculations PbTiO;, the correct Fermi level lies below the small edge
may be required for better agreement. peaks and well below the main rise. The XANES spectrum
For P¢" and Pd*, the white line intensity calculated betweenE, and the main rise is sometimes termed the “pre-
with our FEFF8 code agrees well with experiment. The mainedge region,” but we feel that “edge region” is better ter-
difference between previous simulations of the Pu hydtates minology since the Pauli principle precludes absorption be-
using FEFF7 and the current ones using SCF cod®r8 is  fore the true thresholdHg). By analogy with the historical
that no adjustment dE was needed. Also, our calculations use of “white line” to denote a large peak in the absorption
with FEFF8 used the Hedin-Lundqyvist self-energy, while with at the edge, the term “dark line” aptly describes a pro-
FEFF7 we needed a nonlocal self-energy model to get adnounced reduction at an absorption edge. Materials such as
equate agreement with experiment. Without better potentiaBN or PbTiO; both exhibit pseudo gaps in thEDOS and
models, however, it is difficult to make definite conclusionshence good examples of “dark lines.” The small peaks in
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the edge region of PbTiQ(Fig. 5 have been interpreted in Additionally, our method incorporates self-consistent core-
terms ofp-d hybridization due to the breakdown of centro hole relaxation(the final-state rule an energy-dependent
symmetry, and are seen to increase in magnitude with inself-energy(usually the HL modef), as well as effects of
creasing disordefi.e., with decreasingy/). correlated vibrations and disorder, all of which are important
Of course, our XAFS-like picture of the XANES does not for a quantitative description of XANES. Several applica-
contradict the molecular-orbital picture. It simply representstions have been presented to show that SCF calculations of
an alternative but equivalent interpretation of the underlyingKANES are in better agreement with experimental data than
physics. Depending on the situation, one or the other may b#ose with overlapped atom potentials. We have also pre-
more appropriate. For a discussion of peak splitting in thesgented a structural interpretation of XANES analogous to the
spectra, the molecular-orbital picture may provide a moreconventional interpretation of EXAFS. Finally, the code
natural language in terms of electron states. The scatteririiplementing our method is semiautomated, thereby making
theoretic picture, which is natural in the EXAFS region, XAS calculations and the interpretation of spectral features

seems more appropriate to interpret the structural origin ofn terms of geometrical and electronic structure readily ac-

XANES and effects of thermal disorder. cessible.
Although we have restricted our discussion to XANES,
V. CONCLUSIONS the RSMS method can be generalized to many other spec-

troscopies, e.g., x-ray emission spectroscoliS), x-ray
We have presented an approach for excited state x-raghotoelectron diffractiol and anomalous x-ray

spectroscopy calculations that combines simultaneous RSM&attering®® x-ray magnetic circular dichroisif, etc. Many
calculations of electronic structure and XAS. The methodextensions and improvements are still desirable, e.g., a more
improves upon most current cluster calculations of XAS byaccurate treatment of nonspherical corrections to the
using SCF potentials. We have implemented these SCF pgotentials’’ outer-sphere corrections in molecules, and
tentials along with a full MS treatment of XANES into the many-body and core-hole screening effects, and we hope to
FEFFprogram(version 8. We have found that SCF potentials address many of these limitations in future work.
are essential for an accurate determination of the Fermi level
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