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Molecular-dynamics study of copper with defects under strain
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Mechanical properties of copper with various types of defects have been studied with the molecular-
dynamics method and the effective-medium theory potential both at room temperature and near zero tempera-
ture. The loading has been introduced as constant rate straining and the dynamics of the process region of
fracture is purely Newtonian. With the model three types of defects were studied: point defects, grain bound-
ary, and an initial void serving as a crack seed. Point defects were seen to decrease the system strength in terms
of fracture stress, fracture strain, and elastic modulus. Due to random microstructure, highly disordered sys-
tems turned out to be isotropic, which on the other hand seems to increase the elastic modulus. In the case of
a grain boundary, the elastic modulus was found to be significantly less than the bulk value of the system. In
addition, the critical strain for crack initiation seems to be less at the grain boundary than in the bulk. In the
case of an initial void, we studied stress concentration, dislocation propagation, and crack propagation in thin
systems. The stress concentration was found to be in surprisingly good agreement with continuum predictions.
Dislocation and crack were propagated with a velocity much below the speed of sound and they preferred the
^110& crystal orientation.@S0163-1829~98!03826-0#
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I. INTRODUCTION

Recently, the dynamics of fracture has received consid
able interest. From the physics point of view, fracture
solid materials involves processes on a wide range of len
and time scales. Theoretically, different length scales
been treated with macroscopic continuum models,1 mesos-
copic spring models2 or by using a truly microscopic ap
proach with interatomic potential. Because in the atomis
case a realistic potential can be hard to find, approximate
potentials are often used. For example, Morse,3,4 Lennard-
Jones~LJ! ~Refs. 5 and 6!, or Johnson3,7 potentials are quite
common. Holianet al.5 have compared the Morse and L
potentials with a more realistic many-body potential. Th
found that generally the pair potentials yield brittle behavi
while ductile materials must be described with a many-bo
potential. On the other hand, in dynamic fracture simulatio
large system sizes are necessary because of the bou
effects such as wave reflection and the problem of dislo
tions near fixed boundaries. Thus, simulations have so
mostly been done by using a simple pair potential in a tw
dimensional system6,7 or in a system with otherwise less d
grees of freedom.8 Until recently, three-dimensional~3D!
simulations with a realistic many-body potential for descr
ing the behavior of ductile materials, e.g., copper, could
realized only in small systems.9,10 However, with the rapid
development of parallel processing, large scale multimill
atom simulations with many-body potentials have beco
feasible.11

From an experimental point of view, fracture in ducti
materials at a microscopic length scale and the role of def
PRB 580163-1829/98/58~2!/641~12!/$15.00
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is an interesting problem. It has been studied in copper c
taining a grain boundary.12–14 Typically, a crack initiates at
grain boundaries and propagates when microscopic cra
coalesce.

In this work we study crack initiation and propagation
copper with defects using a realistic many-atom, but nowab
initio type, potential obtained from the effective-mediu
theory. Unlike the simulations by Zhouet al.11—done prac-
tically at zero temperature—we have studied the system
at room temperature. Previously,15 we found that this poten-
tial gives reliable values for the elastic constants at ro
temperature for systems greater than 105 atoms. We have
checked that this is the case near zero temperature, to
addition, the strength of the system and its size depende
were found to be in agreement both with experiments a
simulations done with the empirical embedded atom mo
~EAM!.

II. POTENTIAL MODEL

In our model the interactions between copper atoms
described by the effective-medium theory~EMT!,16 which is
an approximate method of calculating the total energy of
arbitrary arrangement of metal atoms from their spatial
sitions. EMT has been shown to be a powerful scheme
describing various bulk and surface properties of met
such as thermal expansion and bulk melting,18,17 defect
energies,19 dislocations,20 surface relaxation and
reconstructions,21 surface melting22 and roughening,23 and
also metal-impurity systems24 and small clusters.25 The
many-atom nature of metallic cohesion is crucial in most
641 © 1998 The American Physical Society



ea
d
on
rs
s
e

-

he

g
ed

in
n
o

it
tio
n
r

a
re
o
ev

r
ic
s

a
oo
e
r-
oi
s
a
ro
om
,

e
ch
th
e-
r
t

ve
te

n
oid

and
li-
e

ace-

ers
eri-
cent

e
f

sys-
for

er,
a

ten
t in

he
are
of

no-
in
ed

en-
a

r-
the

her-

642 PRB 58P. HEINO, H. HÄKKINEN, AND K. KASKI
these problems, which is the point where EMT has a cl
advantage over the classical pair potentials. Compare
other many-atom potentials for metals, EMT has the str
gestab initio nature, since, in principle, all the paramete
needed in the total-energy expression can be calculated u
the jellium model and density-functional theory with th
local-density approximation.26 Other models~e.g., EAM!,
while resulting in a similar functional form for the total en
ergy, are usually constructed in a more empirical way.

The central idea in the EMT formalism is to calculate t
total energy of a system consisting ofN metal atoms

E5(
i

N

EC~ n̄i !1EAS, ~1!

where the first term is the sum of individual ‘‘embeddin
energies’’ EC(n̄i) depending on the spherically averag
background densityn̄i at the atomic sitei . The radius of the
‘‘atomic sphere’’i is chosen such that the electron density
the sphere cancels the nuclear charge. This approximatio
sufficient for calculating the basic cohesive properties
close-packed simple metal lattices at temperatureT50.16

However, for finite-temperature studies and for systems w
a more open lattice structure, the atomic sphere correc
term EAS is needed to take into account the overlaps a
neglected interstitial volume of the atomic spheres. This te
defines largely the bulk elastic properties.

In the present work we use a modification of the origin
EMT scheme to extend the atomic interactions over th
nearest neighbors of the fcc lattice.18 This has been shown t
improve the molecular-dynamics simulation results for s
eral thermodynamic quantities and defect energies.18–20 For
details of the potential we refer to Ref. 18.

III. LOADING SIMULATION

With the above potential model we have simulated failu
under mode I and II loading using the molecular dynam
~MD’s! ~Ref. 27! method. In MD’s the Newtonian equation
of motion are numerically solved using~in this case! the
velocity Verlet algorithm as the time integrator.27 Initially,
the atoms were arranged to form the fcc lattice and sm
Gaussian random deviations were added to the atomic c
dinates. In addition, the initial velocities of atoms were s
lected from the finite-temperature Maxwell distribution. Fu
thermore, disorder was introduced to the system as p
defects~vacancies and interstitials!, as a grain boundary or a
a small void to serve as seed for crack propagation. Vac
cies were generated by removing randomly some atoms f
the system and interstitials were generated by adding s
atoms to random locations. In the case of interstitials
threshold distance was needed~i.e., two atoms must not be
too close to each other!, since the potential is stiff, i.e., th
initial forces can become unphysically large if no su
threshold is used. Before starting the actual simulations
system was let to relax by thermalizing it with a Nos
Hoover thermostat28,29 acting on the whole system fo
6 – 12 ps~'700– 1400 time steps! depending on the amoun
of initial defects.

In the tensile mode I test the fixed boundaries were mo
apart vertically using the initially time-dependent strain ra
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ės(t,t0 ,a) @Fig. 1~a!#. Here ė represents the maximum
strain rate ands(t,t0 ,a) describes the smooth transitio
from the time-dependent rate to a constant rate. This sigm
function was chosen such thats(t,t0 ,a)5(11ea(t2t0))21,
where t is time and the parametera determines the maxi-
mum acceleration (52 ėa/4) occurring at timet0 . These
parameters were selected such thatt0 is the time in which an
elastic wave from the fixed boundary can propagate back
forth in the system in order to make the low and high amp
tude waves interfere, anda,0 was selected such that th
boundaries reached 99% of the maximum velocity in 2t0 .
For the maximum strain rate we tookė5113%/ns. For typi-
cal system sizes this strain rate corresponds to a displ
ment rate of the order 231023cl , wherecl is the longitudi-
nal speed of sound in copper. This strain rate is a few ord
of magnitude larger than the rate used in laboratory exp
ments, but much less than the speed of sound, cf. the re
discussion by Holland and Marder.30 When the system was
strained, its middle part~process region! was not in contact
with the thermostat.

IV. TEMPERATURE CONTROL

In our previous study15 we controlled the temperatur
with a Nosé-Hoover chain31 and during elongation only hal
of the system~atoms near the fixed boundaries! were in con-
tact with the thermostat@Fig. 1~b!#. In that study we did not
encounter problems, since either we had a homogeneous
tem, where a crack did not propagate, or we had a seed
crack propagation from which the crack initiated. Howev
when defects were introduced, but without introducing
seed for crack into the system, crack initiation occurred of
near the boundary between the region in contact and no
contact with the thermostat~Fig. 2!. To minimize the pos-
sible disturbance of this boundary on crack initiation, t
temperature must be controlled such that the boundaries
fully in contact with the thermostat, but the process region
a propagating crack~middle part! is not in contact. In addi-
tion, the regions between these two regions are set in mo
tonically varying contact with the thermostat as shown
Fig. 1~c!. This kind of temperature control has been propos
by Nosé32 and we have chosen to use it here. In the App
dix we describe in detail the equations of motion of such

FIG. 1. The test setup for simulation~a! together with the pre-
vious~b! and the present~c! temperature control schemes. The the
mostat (T) controls the temperature of the shaded regions, and
level of shading indicates the strength of coupling. In~b! the bound-
ary between the regions in contact and not in contact with the t
mostat could cause some problems~cf. text!. Such boundary effects
were avoided with scheme~c!.
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PRB 58 643MOLECULAR-DYNAMICS STUDY OF COPPER WITH . . .
gradual thermostat and how to choose its time scale par
eter, Q. This parameter determines the characteristic
quency of the thermostat and we chose it to be one fifth
the characteristic frequency of thermal vibrations in cop
~cf. Appendix!.

This thermostat could control the temperature well up
the point of fracture. Then heat generation in the proc
region became so large that the temperature of the w
system started to increase rapidly. In Fig. 3 we show
internal temperature of the whole system and the weig
average temperature of the boundaries used in the contro
scheme@cf. Eq. ~A10!#:

Tint,bndry5
( j 51

N f ~qW j !@pW j•pW j /mi #

dk( j 51
N f ~qW j !

. ~2!

In the system with 5% interstitials after initial thermalizatio
there is an increase in the initial temperature. However,
thermostat adjusts the temperature of the whole system
to the external temperatureT510 K and keeps the weighe
average temperature of the boundaries practically the s
as the external temperature. When the system fails, its s
ture changes and heat is generated into the system very

FIG. 2. Crack initiation in a system with the~vertical! straining
direction being either along the@111# ~a! or @011# ~b! crystal orien-
tation. Initially, 10% interstitials were generated into the syste
When the system broke, crack initiation was seen near the boun
between the regions in contact and not in contact with the ther
stat@cf. Fig. 1~b!#. Since such a boundary can cause crack initiati
the simulation setup is changed to avoid it.

FIG. 3. Internal temperature of the system~3! and of the
boundaries~1! as calculated using Eq.~2!. The external tempera
ture wasT510 K. An increase in the internal temperature is se
as soon as the system fails, i.e., the stress~s! decreases rapidly
Initially, the internal temperature is somewhat greater than the
ternal temperature due to 5% random interstitials and their confi
rational relaxation.
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idly. This heat is conducted to the region in contact with t
thermostat, causing the internal temperature to decreas
depicted in Fig. 3.

V. RESULTS

A. Point defects

First we studied the strength and modulus of copp
where defects were introduced as vacancies or interstitial
the case of vacancies, we removed atoms at random from
perfect fcc structure. In the case of interstitials, we add
atoms at random to the perfect fcc structure such that
atoms were not too close to each other. We studied the c
where the number~proportional to the initial number of at
oms N'1.33105! of interstitials or vacancies was 0, 0.1
0.5, 1.6, 5, or 16%. The simulations were done both at ro
temperature (T5293 K) and near zero temperature (T
510 K). Before loading these systems were let to relax
initial thermalization as described above. The system w
periodic boundaries was elongated in different crystal ori
tations,y5@010#, y5@011#, andy5@111#, the other orien-
tations beingx5@100#, x5@011̄#, and x5@21̄1̄#, respec-
tively, ~andzW5xW3yW !. The results are depicted in Fig. 4.

It is seen from Fig. 4 that the increasing amount of defe
will decrease the system strength both in terms of fract
stress and fracture strain. This tendency is most clearly s
in the casey5@100#. From Fig. 4 it is seen that interstitial
decrease the system strength more effectively than vacan
From Fig. 4 another interesting feature is evident: high
disordered systems, i.e., systems with a large number of
fects are isotropic in terms of fracture stress or strain. In
case ofy5@111#, the system strength in the ordered ca
almost equals the isotropic value, and thus in that case
strength is almost unaltered by this kind of disorder.

In addition, the tensile modulus does not change mu
with this disorder, and for a small amount of defects it see
to decrease with an increasing number of them. However,
y5@010#, the modulus of highly disordered systems is mu
greater than that of ordered systems. This can be due to
isotropic behavior of systems with a large number of defe

.
ry

o-
,

n

x-
u-

FIG. 4. ~a!,~b! Tensile modulus,~c!,~d! fracture strain and~e!,~f!
fracture stress as functions of disorder. The amount of disorde
the number of interstitials divided by the initial number of atom
~%!. Values less than zero denote the number of vacancies. S
lines ~a!,~c!,~e! and dotted lines~b!,~d!,~f! are the results atT
5293 K and T510 K, respectively. The system was elongat
along the@010# ~s!, @011# ~3!, or @111# ~1! crystal orientation.
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644 PRB 58P. HEINO, H. HÄKKINEN, AND K. KASKI
Since the modulus for the@010# crystal orientation is the
smallest, it should increase when the system becomes is
pic. Landau and Lifshitz33 explain the isotropy
of ~poly-!crystalline materials~e.g., copper! with grains as
follows. When the grains are small compared to the inter
ing length scale, the system consists of many randomly
ented crystallites, resulting in isotropic macroscopic prop
ties. In these calculations we did not generate grains into
systems, but the random microstructure generated by de
should explain the isotropic behavior.

In addition to the isotropy due to the polycrystalline stru
ture, a sufficiently large amount of vacancies might resul
free-rotating grains, which in part can contribute to the is
tropic behavior. However, in the case of interstitials w
ought to note that the system is thermalized and that du
the thermalization the structure of the system changes
order to quantify these changes we show three different
correlation functions~cf., e.g., Ref. 34!. In Fig. 5 it is seen
that a large number of interstitials can change the structur
the system drastically. In Fig. 5~c! there is hardly any sign o
a crystal structure as compared to the ordered case after
malization or the defected case prior to thermalization@Figs.
5~a! and 5~b!, respectively#. Thus it is somewhat misleadin
to classify this case as beingy5@010# with defects. How-
ever, since this is the case prior to thermalization, we h
used it throughout.

B. Grain boundaries

In order to study the effect of grain boundaries, we int
duced one such boundary between two grains with differ
crystal orientations. Then the system was allowed to therm
ize to a given external temperature. As a first case, we s

FIG. 5. Pair correlation functions:~a! of an ordered system afte
thermalization,~b! of a system with 16% interstitials before the
malization, and~c! of the same system as~b! after thermalization.
In the highly defected case the initial crystal structure apparen
~a! and~b! is lost during thermalization in~c!. They direction~free
during the thermalization and fixed by loading thereafter! is @010# in
all these cases.
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ied a combination of two previously studied geometries, i
y5@010# andy5@011#, corresponding to a boundary with
45° tilt. This was done because from our previous studies
know the tensile modulus and fracture stress in both part
the system, so that we can study the effect of grain bound
on these quantities. For these quantities in room tempera
cf. Ref. 15.

In the simulation, they boundary was fixed by loading
and the other boundaries were free or periodic. In the cas
free boundaries, one plane determined the grain bound
However, in the case of periodic boundaries, two plan
were needed to determine the grain boundary~corresponding
to an infinite ‘‘sawtooth’’ grain boundary!, cf. Fig. 6. With
this geometry we performed tensile and shear tests with
and fixed boundaries. Initially, the system was thermalized
a low external temperature (T510 K), after which the time
was set to zero and straining was introduced as descr
above. During the initial thermalization phase the edges
the grain boundary tended to become smooth. Howeve
t50 the straight parts of the boundary had affected the c
tal structure of the individual grains and the potential ene
of the atoms only very near the boundary~within '1 lattice
constant!.

1. Shear loading test

In the case of shear loading, the system with fixed top a
bottom boundaries and with otherwise periodic bounda
was sheared in thex direction. This was done to determin
the shear modulus that could be compared with our previ
results Y',[010]581 GPa andY',[011]525 GPa. These are
the values obtained atT510 K, for room-temperature val
ues, see Ref. 15. It should be noted that the direction
shearing for each grain was selected as in our previous st
i.e., y5@011# againstx5@011̄# for the top boundary andy
5@010# againstx5@100# for the bottom boundary move
ment. This is the only exception, where the crystal orien
tions given in the caption of Fig. 6 do not apply. From t
simulation we obtained the modulusY'528 GPa. Since this
is between the two bulk values, we will analyze what t
expected value for the modulus should be.

In order to do so we first consider a system of lengthl that
consists of parts of lengthl i and modulusYi set in series, i.e.,

in

FIG. 6. The system with a 45° tilted grain boundary where
vertical boundaries are periodic~a! or free ~b!. Unless otherwise
specified, the crystal orientations in the two regions are~i!: y
5@011# againstx5@100# or ~ii !: y5@010#, againstx5@100#. Ten-
sile loading was applied in they direction, while shear loading wa
applied in thex direction.
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FIG. 7. ~a! The potential energy shown as shading of the bulk atoms~i.e., boundaries excluded! at the end of the shear test. The gra
boundary is the high-energy region. The smoothening during sliding is clearly seen~compare with Fig. 6!. ~b! Shape of the free boundary
and shading indicates the atom’sx coordinate. The region above the grain boundary has slided with respect to the region below th
boundary. Sliding occurs at the grain boundary.
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l 5( l i . A simple calculation shows that the total modulusYs
is

1

Ys
5(

l i

l

1

Yi
. ~3!

In our case the system consists of three parts, two grains
the boundary between them. On the other hand, if these p
with the cross-sectional areasAi and moduli Yi are con-
nected in parallel, the resulting modulus is simply t
weighed average

Yp5(
Ai

A
Yi , ~4!

whereA5(Ai is the total area of the system. It is noted th
this approximation does not take into account the coupling
the parts correctly, if they have different moduli at the sa
height. However, for our purposes it is a reasonable appr
mation. We assume that in the system the height of the g
boundary isp1l ~having the modulusY1! and the two grains
can be described as slices in parallel, each slice having
grain heightsp2l and p3l 5(12p12p2) l , wherep2 varies
bilinearly ~Fig. 6!. Thus the distribution ofp2 is uniform
betweenpl andph , and we expect the whole system to ha
a modulus

Ym,th5E
pl

ph
Ys

dp

~ph2pl !
. ~5!

Now if we assume that the grain boundary is thin, i.e.,p1
50, the geometry of the system determines thatpl50.2 and
ph50.8. Then the modulus of the system would beY',th
540 GPa, which is significantly larger than the value o
tained from simulations. Thus it seems that the grain bou
ary has a small shear modulus. In fact, if we assume a n
zero value forp1 we can solveY1 , which should be a
reasonable approximation for the elastic modulus of
grain boundary. The height of the system was 27 lattice c
stants, which gives an approximationp155% ~since the
structure of both grains was affected up to a distance of
lattice constant and the angle of the grain boundary is 4!.
If half of the grain boundary belongs to both of the grai
nd
rts

t
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e
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he
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e
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e

~i.e., pl50.22p1/2 and ph50.82p1/2!, we can solveY1
from Y',th5Y'528 GPa givingY154.4 GPa. This analysis
seems supported by the fact that from the atomic configu
tion we see most of the strain to concentrate near the g
boundary.

We have also sheared a system where the boundary
pendicular to the direction of shearing was free and the o
boundaries were periodic~i.e., shearing of ‘‘infinitely long’’
sawtooth boundary!. For symmetry reasons we took the d
rection of shearing to bex5@100# in both the grains, cf. Fig.
6, not to be confused with the previous simulation geome
When the system was sheared beyond the elastic limit, sh
ing resulted in sliding of the two grains with respect to ea
other, Fig. 7. In this sense the system is weakest at the g
boundary, since sliding occurred there. From Fig. 7
rounding of the grain boundary edges is also seen as
straining increases. During sliding, the mean of the str
was seen to be constant, i.e., the system yielded plastic
Fig. 8~a!. However, the stress had clearly an oscillatory for
with the period corresponding to a shear displacement of
half lattice constants. This is understandable since the$100%
planes are located one half lattice constants from each o
~cf. Ref. 35!.

FIG. 8. Stress as a function of strain.~Solid line, scale on the
left.! System under shear loading with free and periodic bound
conditions. The periodicity~1.8%! corresponds to one half lattic
constants.~Dotted line, scale on the right.! System with free bound-
aries under tensile loading. The moduli differ from those given
text because of different boundary conditions.
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646 PRB 58P. HEINO, H. HÄKKINEN, AND K. KASKI
2. Tensile loading test-periodic boundaries

The tensile modulus was determined in the elastic reg
and we obtained the valueYi5210 GPa. This should be
compared to the values for single crystal in our previo
study:Y[010],i5194 andY[011],i5244. If we once again use
the above analysis scheme and assume that the grain bo
ary is infinitely thin, we would getYi ,th5216 GPa, which is
more than the observed value. Thus the grain bound
should have a lower tensile modulus. More precisely, w
the previous values of our geometry we get the tensile mo
lus of the grain boundary to beYGB,i5130 GPa.

From an experimental study, Rabkin36 concluded that the
Young’s modulus of the grain boundary should be one or
of magnitude less the that of pure copper. The value we
for the tensile modulus of the grain boundary was only ab
40% less than that of the whole system. It should be no
that the modulus depends on the thickness of the g
boundary, which was here 2 lattice constants and somew
larger than in Rabkin’s case. As a matter of fact, we co
use in our analysis the experimental thickness for the g
boundary,p153.3%. With this we would obtain a value fo
the modulus that is about 50% of its bulks value, once ag
much larger than the value estimated by Rabkin. Thus th
results are not in quantitative agreement with the experim
tal findings. However, it should be noted that the modulus
the grain boundary can crucially depend on its microstr
ture, which was not specified in the study cited.

In a very recent simulation by Schio”tz and co-workers,37

it was found that the Young’s modulus decreases as the n
ber of atoms on the grain boundaries increase~i.e., the grain
size decreases!. This is in accordance with our results.

When the system was further elongated, it failed at
~macroscopic! strain of e f56.5%, with the strength of the
system beings f510.3 GPa~cf. Fig. 9!. In an ordered sys-
tem with periodic boundaries we obtained the following o
entation dependent strengths:y5@010#, e f514.1%, s f
514.5 GPa andy5@011#, e f510.8%,s f513.5 GPa. Thus
it is seen that both in terms of failure strain and stress
system with grain boundary is weaker than an ordered
tem. The failure mechanism in this case was crack initiat
at the grain boundary, cf. Fig. 9. This is qualitatively

FIG. 9. ~a! Stress as function of strain in a system with period
boundaries including a grain boundary under tensile loading t
Most of the elastic energy of the system is consumed in cr
propagation~strains 6.5% to 9.2%!. ~b! Atomic configuration of a
thin slice ~5 lattice constants! from the middle of the system whe
the strain is 6.5%. Crack initiation~i.e., a void! is seen at the center
n

s

nd-

ry
h
u-

r
ot
t
d
in
at

d
in

in
se
n-
f
-

m-

e

e
s-
n

agreement with experiments,13,14 where a crack initiates a
the grain boundary and propagates along this boundary. N
an interesting question arises: is the fact that the system
this kind of disorder fails easier than an ordered system
to lower local critical strainor is themodulus of the bound
ary so much lower than the modulus of the grains that
local strain at the grain boundary exceeds the failure strai
the ordered systems? Because of nonlinearities in the st
strain relation, this cannot be answered directly from
known s f andYGB,i . However, if we assume that in all th
three regionse i /e j5Yj /Yi , we can solve the strain in eac
region from the total failure strain~in this casee f56.5%!.
With this assumption the strain in the grain boundary c
range between 7.7% and 8.9% corresponding to situati
where 17.5% or 77.5%~respectively! of the system has load
ing in the @011# orientation and the rest consist of the gra
boundary~5%! and the other grain, where loading is in th
@010# orientation. From Fig. 9 it is seen that fracture initiat
at the location, where the increase in strain due to the dif
ence of the moduli is highest. However, even there the str
'9%, is not as high as the failure strain in an ordered s
tem. Thus it seems that both these mechanisms affect
system failure at the grain boundary. This is interesting a
in the context of the closely related bond or element mod
for highly disordered materials. In those models disorder
show in the local modulus38,39 or in the rupture threshold,40

but it seems that, at least in the case of paper, the latte
more realistic.41 However, in the case of copper it seems th
disorder affectsboth the local moduli and the local ruptur
threshold.

When the system was further elongated, crack propa
tion was observed. One might suspect that a crack sho
propagate perpendicular to the direction of straining. Ho
ever, this was not the case and the crack was seen to f
the disordered region, namely, the grain boundary~cf. Fig.
10!. This was also observed in experiments.13,14 The crack
was seen to propagate along the grain boundary alm
through the whole system. However, at the strain of 9.2%
propagation ceased and the grains were in contact even a
total strain of 30%. From Fig. 9 it seen seen that in cra
propagation most of the work done to the system prior
failure is consumed by crack formation~i.e., e
56.5% – 9.2%!. Thereafter the potential energy of the sy
tem is very low, and the crack grows only slowly, cf. Fig
10~d!–10~f!.

3. Tensile loading test-free boundaries

In our previous study, crack propagation was not seen
thick systems with free boundaries. This turned out to be
case also when a grain boundary was introduced to the
tem with free boundaries as depicted in Fig. 6. In this c
the system failed at low strain and stress values, cf. Fig
The failure strain is lower than the failure strain obtained
the ordered casey5@010# ~e f57.5%, s f55.5 GPa! but of
the same order of magnitude as in the ordered casy
5@011# ~e f53.7%, s f54.0 GPa!. However, in the disor-
dered case the failure stress,s f , was only 2.5 GPa due to th
smaller tensile modulus. Thus, also the failure mechan
differed from that of the ordered casey5@011# ~where, in
fact, slip planes were seen!. In this case the failure occurre
due to sliding of the two grains with respect to each other,

t.
k
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FIG. 10. Atomic configuration of the system when crack propagates. The strain in~a!,~b!–~f! is 7.1, 8.0, 8.7, 8.2, 16, and 24%
respectively. The crack propagates along the grain boundary. When viewed as thin slices, it is seen that propagation is the
coalescing voids. This can also be seen from~b!, ~c!, and~d!. Between~d! and ~f! the crack grows very slowly.
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Fig. 11. This kind of sliding was also seen in the studies
Schio”tz and co-workers.37 Interestingly, during this sliding
the stress retained its value, i.e., the system yielded and
behavior was almost ideal elastic plastic@Fig. 8~b!#.

C. Large initial void

As a third type of defect, we studied how an initial se
for the crack affects the otherwise ordered system. With f
boundaries a crack was not seen to propagate in a thick
tem and there we studied stress concentration and disloc
propagation. However, in thin systems crack propaga
was seen.

1. Stress concentration at crack tip

First, we studied how the stress concentrates at the c
tip prior to plastic deformations. The initial void was made
thex boundary, and we studied how the stress decreases
function of distance from the crack tip. This was done
calculating thelocal microscopic stress tensor:pJ i ~cf. Ref.
42!
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s a

~V/N!pJ i5mivW ivW i1
1

2 (
j Þ i

FW i j RW i j . ~6!

HereV is the volume of the MD cell,mi andvW i are the mass
and velocity of atomi , FW i j the force acting on atomi due to
atom j as determined from the potential, andRW i j 5rW i2rW j is
the vector between atomsi and j . It is clearly seen that the
average ofpJ i equals the stress,pJ as defined in Ref. 42. Then
we selected the atoms in front of the crack seed, perpend
lar to straining, excluding boundaries, and averaged the lo
stressp i overz andy leaving us with the stress as a functio
of the distance from the crack tip. In Fig. 12 we show t
maximum absolute value of principal stress as the funct
of the distance from the crack seed in the three geome
studied. It is noted that since the system is elongated,
stress is actually negative and thus the absolute valu
shown. It seems that the inverse square-root dependencs
5K/A2pr ) Ref. 43 for the stress is not valid~herer is the
distance from crack tip!. However, that result should hol
only very close to the crack tip, since it is a first-order a
ver, the
FIG. 11. Atomic configuration in a tensile test with free boundaries. In this case crack initiation or propagation is not seen. Howe
grains slided with respect to each other. The strain~a!, ~b!, and~c! is 3.3, 5.9, and 15%, respectively. The black line in~a! shows the location
of the grain boundary.
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proximation for the caser !a, wherea is the crack width. In
our case, the initial crack seed is not wide compared to
part of the system for which the above stress analysis ca
made. Thus we should use the more accurate form43

s5
s inf~r 1a!

Ar ~r 12a!
, ~7!

wheres inf is the stress infinitely far away from the crack ti
From this form the inverse square-root dependence is
tained whenr is small compared toa, i.e., r 1a'a. In Fig.
12 we show that this scaling agrees well with our calcu
tions. It is striking to note that the continuum-based str
concentration seems to apply even at distances of the o
of one lattice constant away from the crack tip.

2. Dislocation propagation in thick systems

When the system was further elongated, plastic defor
tion occurred in the form of slip planes. The present poten
model gives a nice possibility to study the generation
these planes, i.e., dislocation propagation in the system, s
the potential energy near the dislocation is greater than in
ordered bulk. This is depicted in Fig. 13, where two atom

FIG. 12. Maximum principal stress as a function of distan
from the crack tip. The solid lines stand for the scaling from Eq.~7!
and seems to fit the data well. The dotted line is the inverse squ
root scaling, which in this case does not apply. The different cry
orientations of loading are@010# ~s!, @011# ~3!, and@111# ~1!.

FIG. 13. Atomic configuration at the boundary of a propagat
slip plane. Dark~light! atoms have low~high! potential energy.
Two overlapping$110% atomic planes are shown. Dislocations a
most visible when viewed from a low angle. The propagations
this boundary are depicted in Fig. 14.
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layers ~$110% planes! are plotted together with the potentia
of the atoms.

From Fig. 14 it is seen how the slip plane forms. B
keepingx constant, we can determine the dislocation spe
in thezy plane, which is found to be 2710 m/s in the@21̄1̄#
direction. On the other hand, we could determine the sp
in the x5@011̄# crystal orientation and found it to be 160
m/s. To summarize, the plane seems to propagate in

@101̄# crystal orientation with the speed of 3150 m/s. W
studied also the other two geometries~cf. subsection V A!,
but there the boundaries affected the slip generation and
speed. However, the generation of$111% slip planes were
observed in all cases.

The longitudinal and two differently polarized transver
speeds of an elastic wave in an anisotropic crystal can
solved from the dispersion relation~i.e., eigenvalue
problem!.33 In the above crystal orientations the longitudin
and transverse wave speeds~subscriptsl and t@•# where@•#
is the direction of polarization! for copper are as follows~in
units of m/s!:

@101̄#:cl54960, ct[010]52900, ct[101]51620,

@ 2̄11#:cl55000, ct[01̄1]52550, ct[344]52050.

re-
al

f

FIG. 14. Local potential energy of the system at two differe
time steps,t528.9 ps~a! andt530.2 ps~b!. In each subfigure two
atomic $110% layers are shown and the shading corresponds to
local potential energy of atoms. Thex coordinate increases with
increasing subfigure number and subfiguresi are just in front of the
crack seed. In the subfigures i and ii the stress~and energy! con-
centration are clearly shown. The white rectangular in a~iii ! is
shown in more detail in Fig. 13. The velocity of the slip plane in t
yz plane can be determined from these figures. From other sim
figures its velocity in thex direction was determined@cf. ~a!ix-x.#



i
ha

n
th
s
w
5
t

di
w

rie

e
w
h

e
n

s
d

u
e
.
n

d,

.

lues
g

we
in

ro-
the

lso

-
e
ck

he
ra-
ck

ack
tem
we
las-

to
the

the
se

,

the
on.
ted

eri-
not

hin.

be
ch

he
d.

ow
t a
in

th
k

in
s

he

PRB 58 649MOLECULAR-DYNAMICS STUDY OF COPPER WITH . . .
Thus the speed of the dislocation forming the slip plane
roughly 60% of longitudinal wave speed, i.e., somew
greater than the transverse wave speed.

It is interesting to note that the potential energy is co
centrated just at the boundary of the propagating slip and
the size of this high-potential area does not change as the
plane propagates, as is seen from Fig. 14. From Fig. 13
can estimate the width of this boundary to be roughly
lattice constants and it seems to be just a plane, i.e., only
surface atoms of the unslipped part have high potential.

3. Crack propagation in thin systems

In the above thick systems with free boundaries we
not see crack propagation. However, when the system
made thin~three lattice constants in thez direction! crack
propagation was seen both with free and periodic bounda
When this system was elongated in the@011# crystal orien-
tation ~y direction! at T510 K, crack propagation in the

@011̄# orientation~x direction! was seen. Prior to rupture th
process region became thinner and crack propagation
seen as a result of coalescing microvoids, cf. Fig. 15. T
mechanism is typical for ductile fracture,44 but, contrary to
our simulations, microvoids are supposed to initiate near s
ond phase particles, i.e., impurities. The crack was see
propagate through the system with a velocity of'630 m/s.
However, when thez boundaries were periodic, crack arre
was seen. In that case a crack could propagate a short
tance before its arrest and the speed was'430 m/s. In the
literature several limiting crack speeds can be found.45 These
are determined in the isotropic and homogeneous continu
which is a valid approximation for copper only at larg
length scales, when the microstructure is polycrystalline33

The most commonly cited limiting speed is by Roberts a
Wells, crw50.38c0 , wherec0 is the elastic bar wave spee
which depends on the Young’s modulus (E) and density~r!
of the system:c05AE/r. Other well-known theoretical lim-

FIG. 15. The system with an initial crack seed elongated in
@011# crystal orientation (y), while the respective direction of crac
propagation is@011̄# (x). The temperature wasT510 K. The sys-
tem consists of 23105 atoms and is only 3 lattice constants thick
thez direction. Thez coordinate is shown as shading of the atom
Free boundaries are used in both thex andz direction. Crack propa-
gation is seen as a result of generation of microvoids and t
coalescence. Total strain is 9.8~a!, 11 ~b!, 12 ~c!, and 17%~d!.
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iting speeds are the Rayleigh speedcr5xc2 and the Yoffe
limiting speedcy50.6c2 , wherec2 is the shear wave speed
It depends on the shear modulusm, which in turn is depen-
dent on the Young’s modulus and the Poisson ratio~n!: c2

5Am/r, m5E/2(11n). The coefficientx has a nontrivial33

dependence on only the Poisson ratio. Substituting the va
for copper35 we get x50.935 and then the above limitin
speeds are crw51410 m/s, cr52020 m/s, and cy
51360 m/s. These values are all at least twice the speed
found in our simulation. It should be noted, however, that
our simulations crack propagation was the result of mic
void coalescence that has not been taken into account in
theoretical limiting speeds given above.

These thin systems or quasi-2D simulations were a
done by settingy5@010#, x5@100#, and y5@111#, x

5@ 1̄1̄2#. In the casey5@010# the crack seemed to propa
gate in@110# and @ 1̄10# orientations giving further evidenc
that the^110& are somehow a preferred orientation for cra
propagation. In the casey5@111# the crack was seen to
grow in the directions6(2yW2xW )56@330# giving even fur-
ther evidence of this preferred orientation. Originally, t
preference for these crystal orientations was found by Ab
hamet al.46 and they explained this to happen, since a cra
seems to favor themaximumsurface energy path.

Since the system is quasi-2D, we can expect that cr
propagation is a result of slip generation, since the sys
becomes thinner and thinner while the slip occurs. If
assume that the system fails by reducing the area of the p
tic neck44 and that this reduction is due to the$111% slip
planes, the direction in which the system should thin due
slipping is the direction in which the slip plane crosses
quasi 2D-system, i.e., thexy plane. This direction is obtained
as the cross product of the normals to the slip plane and
xy plane. Thus the direction of crack propagation in the
thin systems should be the cross product of the vector@61
6161# and the vector6zW. In the first two loading cases
i.e., y5@011# and y5@010#, this direction is one of the
^110& orientations. In the casey5@111#, we have two pos-
sibilities, either the6@110# orientations or the6@ 1̄1̄2# ori-
entations, of which the latter is parallel tox. Thus it seems
that in the case of thin systems with free boundaries
slipping process plays a crucial role in crack propagati
However, in the last case the crack could have propaga
also by slipping perpendicular to loading, which it didnot.
Furthermore, in our previous study15 the ^110& orientation
was preferred by the crack even in thick systems with p
odic boundaries. In that case, the preferred direction can
be the result of the slipping process, making the system t
Thus it seems that there is more to the preferred^110& ori-
entations than just the slip making the system thin.

With periodicz boundaries, crack propagation cannot
the result of slipping and thus thinning. We studied su
systems atT510 K. Even there a crack propagated in t
^110& orientation for a short distance, after which it arreste
However, when the temperature was increased toT
5293 K, no clear crack propagation was seen, only sl
deformation and crack tip blunting. Thus there might exis
transition temperature in which the crack behavior in th
copper films would change. The results with periodicz
boundaries are somewhat similar for thick15 and thin47 sys-
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tems. However, the behaviors are not identical, since in
case of a thin system with periodic boundaries crack ini
tion practically means that several close-spaced~in the peri-
odic direction! microcracks initiate. In thick systems th
spacing of these microcracks is much larger and thus
interaction of these cracks can result in different behavio
thick and thin systems with periodic boundaries. In Ref.
we saw that in a thick system with periodic boundaries
crack first formed a tube in thê110& orientation, while a
neck could still carry a load. However, in thin systems the
tubes~many due to the periodic boundary! are so close tha
no neck can be in between. Animations of these studies
available on the World Wide Web.47

VI. SUMMARY

We have studied mechanical properties of copper us
the molecular-dynamics method and the potential deri
from the effective-medium theory. Three types of defe
were studied: point defects, a grain boundary, and a la
void to serve as a seed for crack propagation. Simulati
were done at room temperature or near zero temperature
internal temperature of the system was controlled with
Nosé-Hoover thermostat that was in contact with the boun
aries, but not in contact with the process region, and
boundary between these regions was smooth.

First we studied how interstitials and vacancies affect
tensile modulus and the strength of the system. The sys
strength in terms of fracture stress and strain was see
decrease with an increasing number of defects. Contrar
ordered systems, the systems with a large number of de
appeared isotropic in terms of fracture stress and strain. A
the tensile modulus decreased with the increasing amoun
defects for a small number of interstitials or vacancies. Ho
ever, due to the random microstructure, systems with a la
number of defects appeared more isotropic than ordered
tems in terms of the tensile modulus. Thus the tensile mo
lus in the @010# direction was, in fact, larger in the highl
disordered case than in the ordered case.

Those systems that included a grain boundary w
weaker than ordered systems in terms of the modulus, f
ture stress, and fracture strain. In a shear test, the gr
slided with respect to each other along the grain bound
where the breakdown occurred. In a tensile test with perio
boundaries, a crack was seen to initiate at the point, wh
strain concentration due to the difference of the modulus
the grain boundary and the modulus of ordered bulk w
largest. After initiation, the crack propagated along the gr
boundary. These phenomena are in agreement with ex
ments done with copper. In our simulations we also obser
microvoid coalescence as the mechanism for crack prop
tion.

In thick systems with free boundaries and an initial lar
void ~i.e., crack seed! we studied stress concentration a
$111% slip plane generation. The stress concentration wa
agreement with continuum predictions even extremely cl
to the crack tip. Slip plane propagation was studied from
potential-energy distribution, which had a local maximum
the boundary of the propagating slip plane. The plane w
seen to propagate in â110& direction with a speed of abou
60% of the longitudinal speed of sound for that specific cr
tal orientation.
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When thin systems, including a crack seed and hav
free boundaries, were elongated, crack propagation was s
In all cases, the crack propagated in the^110& crystal orien-
tation by microvoid coalescence. We calculated the spee
the crack in the case, where the crack propagated per
dicular to loading. This speed, 630 m/s, was compared w
some theoretical limiting speeds and it seems to be only 3
of the Rayleigh wave speed in copper.

Based on the high level of agreement with experimen
data and on the results from the previous studies, we c
clude that EMT molecular-dynamics simulations serve a
reliable and realistic tool for studying complicated mecha
cal processes in fcc metals.
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APPENDIX

In his review on constant-temperature molecul
dynamics methods, Nose´32 very briefly proposed a schem
by which separate regions of the system can be in con
and not in contact with the thermostat, and the regions
tween these regions are in monotonically varying cont
with the thermostat. It is instructive to derive these equatio
of motion, since this was not done in Ref. 32, and since t
is fairly easily done by starting from a set of more gene
equations of motion proposed by Kusnezov a
co-workers.49

When ad-dimensional system ofN atoms is simulated a
a constant temperatureT with the original Nose´-Hoover
~NH! thermostat28,29 the equations of motion are as follow

q̇i5
pi

mi
, ~A1!

ṗi52
]V~qW !

qi
2hpi , ~A2!

ḣ5
1

Q F S (
i 51

dN
pi

2

mi
D 2dNkTG . ~A3!

The parameterQ can be introduced in Eqs.~A2! or ~A3! and
it defines the time scale of the thermostatQ5dNkTt2,
where t is the characteristic time for the thermostat.48,31

From Eq.~A2! it is seen how the inclusion of the thermost
modifies the Newton’s equations of motion.

Kusnezov and co-workers49 have proposed a generaliza
tion of the NH thermostat. They showed that the origin
Hamiltonian character of an ergodic system will be preser
with the following equations of motion:

q̇i5
pi

mi
2hq~hq!Fi~pW ,qW !, ~A4!



4
c

er
s.
ta
ic

be

-
e

h
w

e
the

g
c-

e
ns

PRB 58 651MOLECULAR-DYNAMICS STUDY OF COPPER WITH . . .
ṗi52
]V~qW !

]qi
2hp~hp!Gi~pW ,qW !, ~A5!

ḣp5a(
i 51

dN F pi

mi
Gi~pW ,qW !2kT

]Gi~pW ,qW !

]pi
G , ~A6!

ḣq5b(
i 51

dN F ]V~qW !

]qi
Fi~pW ,qW !2kT

]Fi~pW ,qW !

]qi
G . ~A7!

Here the temperature scale is different from that of Ref.
and therefore the Boltzmann constant has been introdu
~cf. Ref. 32!. The original NH equations of motion@Eqs.
~A1!, ~A2!, and~A3!# are obtained with the choicesFi5hq

50, hp(hp)5hp , Gi(pW ,qW )5pi , a51/Q and by defining
h5hp . Clearly, if the system consists of parts, where th
malization is not wanted,Gi should be zero in such region
We obtain a smooth change between the regions in con
and not in contact with the thermostat using a suitable cho
of Gi . One suchGi is Gi(pW ,qW )5pi f (qW j ( i )), wheref (qW j ) is a
smooth function of position that determines the coupling
tween a particlej located atqW j and the heat bath, andj ( i ) is
the particle index, when the indexi of the generalized coor
dinate is known. Motivated by the original NH scheme, w
take 0< f (qW )<1. The other functions are selected as in t
standard NH. Thus the NH-type equations of motion allo
ing smooth temperature control are32

qẆ j5
pW j

mj
, ~A8!

pẆ j52¹qW j
V~qW !2pW j f ~qW j !h, ~A9!
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ḣ5
1

Q (
j 51

N H f ~qW j !FpW j•pW j

mi
2dkTG J . ~A10!

Here2¹qW j
V is the force acting on particlej . We have used

a piecewise linearf (qW ) that decreases linearly from 1 at th
boundary to 0 at one third and at two thirds the height of
system@Fig. 1~c!#.

The dependence ofQ on f 2 can be fairly easily seen by
defining an alternative thermostat variableh25AQh. Then
the equations of motion read as follows:

pẆ j52¹qW j
V~qW !2pW j

f ~qW j !

AQ
h2 , ~A11!

ḣ25
1

AQ
(
i 5 j

N H f ~qW j !FpW j•pW j

mi
2dkTG J . ~A12!

Thus it is seen that iff is multiplied with a constanta and
the parameterQ with a constanta2, the equations of motion
remain unchanged.

Following the argumentation of Toxvaerd and Olsen48 @by
differentiation of Eq.~A10! and in this case also by assumin
only small movements of atoms and a slowly varying fun
tion f (qW ), i.e., constantf (qW j ) for each particlej # we have for
the characteristic frequency of the thermostat

v25
1

Q (
j 51

N

2 f 2~qW j !dkT. ~A13!

We chose the parameterQ such that this frequency was on
fifth of the characteristic frequency of the thermal vibratio
in copper.
ys.
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