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Vortex configurations in a Pb/Cu microdot with a 232 antidot cluster
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We present a detailed study of the transport properties of a superconducting Pb/Cu microdot with a 232
antidot cluster. The superconducting-normal~S/N! phase boundary, critical currents, and current-voltage char-
acteristics of this structure have been measured. The S/N phase boundary as a function of fieldB @Tc(B)#
reveals an oscillatory structure caused by the limited number of possible vortex configurations that can be
realized in these small clusters of pinning centers~antidots!. We have analyzed the stability of these configu-
rations and discussed the possible dissipation mechanisms using the critical current@Jc(B)# and voltage-
current@V(I )# characteristics data. A comparison of the experimental data ofTc(B) andJc(B) with calcula-
tions in the London limit of the Ginzburg-Landau theory confirms that vortices can indeed be pinned by the
antidots forming a cluster and that the ground-state configurations of the vortices are noticeably modified by
sending current through the structure. The possibility of generating phase slips as well as motion of the vortices
in the 232 antidot cluster will also be discussed.
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I. INTRODUCTION

Laterally modulated superconductors have been in
sively studied during the past few years~for reviews, see
Refs. 1 and 2!. The interest towards these materials w
stimulated by the advances in the microfabrication te
niques that enabled the production of submicron structu
with the relevant dimensions of the order of the superc
ducting coherence length,j(T) and penetration depthl(T).
These microstructures impose certain constraints on the
havior of the superconducting order parameter by confin
the superconducting condensate within the sample’s bou
aries, including those introduced through lateral nanostr
turing. Superconducting wire networks and Josephson ju
tion arrays ~JJA’s! are some examples of the lateral
modulated films, where the applied magnetic field provide
continuously changing length scale that can explore co
mensurability between the lattice of vortices and the und
lying artificially introduced lateral lattice.3–5

In networks, fluxoid quantization governs the propert
and defines the allowed quantum states. Circular curr
~vortices! are induced around the cells forming the structu
thus defining sets of specific vortex configurations.

Recently, a new class of superconducting systems
introduced, consisting of a regular pinning array formed b
lattice of antidots~i.e., submicron holes! made in a type-II
superconducting film.6,7 At temperatures close toTc super-
conductors with an antidot lattice behave like weak
coupled wire networks,8 where vortex depinning dominate
the dissipation.3–5 Well below the transition temperature
where the fluxoid quantization condition implies flux qua
tization at the antidots, features appear in t
magnetization,6,9 critical currents,10 and S/N phase
boundaries7 that have been attributed to the formation
multiquanta vortices at the antidots.
PRB 580163-1829/98/58~9!/5744~13!/$15.00
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Taking into account the vortex-vortex interactions
samples with;106 antidots is, however, not a simple exe
cise due to the very large number of the interacting vortic
From this point of view,a microdot with an antidot cluster
(232, 333, etc.! with a small number of interacting vorti
ces is a very promising ‘‘intermediate’’ system between
single superconducting loop with a finite strip width and
superconducting film with a huge array of antidots. At t
same time, using finite microdots with four antidots~the an-
tidot cluster!, we still keep the most essential features of t
vortex-vortex interactions in the presence of antidots. T
reduced number of interacting vortices simplifies exact c
culations that can also be extrapolated for the analysis of
vortex behavior in substantially larger antidot arrays.

In this paper, we study the transport properties of suc
model superconducting microsquare containing four a
dots. Further on, for simplicity, we shall call this structure
‘‘2 32 antidot cluster.’’ This system can be considered
four unit cells of the regular square lattice of antidots and
initial simplicity makes the 232 antidot cluster a good can
didate for achieving an insight into the stable vortex config
rations expected for larger systems. Only a very limit
number of vortex configurations are allowed for the 232
antidot cluster, and therefore both the experimental res
are less difficult to be interpreted and a computational an
sis is also easier to perform. Additionally, the limited numb
of vortex configurations also makes these structures inter
ing for flux logic applications.11

In this paper, we focus on measurements of
superconducting/normal~S/N! phase boundary, the magne
toresistance, the critical currents, and theV(I ) characteristics
of a superconducting microsquare with four antidots. Th
experimental results have been compared with calculat
in the London limit of the Ginzburg-Landau theory and
5744 © 1998 The American Physical Society
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PRB 58 5745VORTEX CONFIGURATIONS IN A Pb/Cu MICRODOT . . .
the framework of the de Gennes-Alexander model.12 The
comparison has demonstrated that several well-defined
tex configurations can be induced in these samples by p
erly tuning the magnetic field and the temperature. At v
low transport currents, only four of these configurations
stable. By increasing the transport current, however, o
flux phases, which are unstable without transport current,
be realized. Based on theV(I ) characteristics data, we als
consider how the occupation of antidots by vortices infl
ences the onset of dissipation.

The paper is organized as follows. Section II describes
sample preparation, the experimental techniques, and ch
teristic superconducting parameters of the Pb/Cu 232 anti-
dot cluster. In Sec. III A, we present the results on the S
phase boundaryTc(B) for the 232 antidot cluster and a
reference superconducting microsquare without antidots.
calculation of the S/N phase boundary for the 232 antidot
cluster in the London limit and in the framework of the d
Gennes-Alexander model12 is described and compared wit
the experimental data. The discussion of possible effect
disorder is also presented. Section III B comprises the
perimental results of the critical currents andV(I ) character-
istics. TheV(I ) data are used to determine the dissipat
related to the vortex motion in the 232 antidot cluster.

II. EXPERIMENT

A. Sample preparation and characterization

The 232 antidot clusters consisting of microsquares
232 mm2 with four antidots~i.e., submicron holes of 0.53
30.53mm2 and center-to-center distance of 1mm! were
written by e-beam lithography in positive polymethy
metacrylate ~PMMA! resist onto SiO2 substrates. After-
wards, a bilayer consisting of 50-nm-thick Pb and 17-n
thick Cu was evaporated in one single run in a molecu
beam epitaxy apparatus at pressures of 531028 Torr. The
SiO2 substrates were N2 cooled during evaporation, whic
decreased the film roughness down to 1.4 nm and suppre
the interdiffusion at the Pb/Cu interface.13 After the lift-off
processing, the samples were characterized by x-ray, ato
force microscopy~AFM!, and scanning electron microscop
The x-ray results show that the Pb/Cu bilayers are polyc
talline with a preferential growth of the Pb and Cu in t
~111! direction. An AFM picture of the 232 antidot cluster
of Pb/Cu with four leads attached for electrical connection
shown in Fig. 1~a!. Also shown@Fig. 1~b!# is the AFM image

FIG. 1. Atomic force microscopy picture of~a! the 232 antidot
cluster and~b! the reference sample without antidots.
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of a reference sample that consists of a Pb~50 nm!/Cu~17
nm! microsquare of 232 mm2 without antidots.

The top Cu layer of 17 nm, evaporated onto the Pb fi
was used to protect the Pb film from oxidation and to ena
electrical connection to the experimental apparatus usin
wire bonding technique through the 1503150mm2 electrical
pads of the sample. Besides that, the Cu layer also cha
the coherence length and the penetration depth of the
layer. We discuss the influence of this Cu layer on the
perconducting properties of the Pb/Cu bilayers in terms
proximity induced superconductivity in the next section.

The electrical transport properties were measured in a3He
cryostat using the four-probe technique. The magnetic fi
was applied perpendicular to the film surface and the te
perature stabilization was better than 0.4 mK. Since the
soscopic samples are very sensitive and easily destroye
electrostatic charges, all necessary grounding precaut
were taken and 1.2 kV resistors were connected in seri
with each lead to damp parasitic voltage peaks. The re
tance measurements were performed using an ac-resis
bridge whereas theV(I ) characteristics and critical curren
measurements were carried out using a dc power supply
a nanovoltmeter. The S/N phase boundary was determ
automatically by keeping the sample resistance at a spe
fixed value~usually at 10% of the normal-state resistanc!
and varying the magnetic field and temperature. Simila
the critical current measurements as function of field w
performed by keeping the sample at a certain fixed volt
and varying the applied current and magnetic field.

B. Superconducting parameters of the Pb/Cu bilayer

In order to study the Pb~50 nm!/Cu~17 nm! bilayer that
was used for the 232 antidot clusters, we also prepared
single Pb~50 nm! and Cu~17 nm! film and measured thei
properties. Below, we present the summary of these res

Comparing the resistivity due to electron-phonon scat
ing, for the Pb~50 nm! film, r300 K2r7 K527.8mV cm and
for the 17 nm Cu thin filmsr300 K2r7 K512.47mV cm,
with the published bulk values of 21mV cm and 1.7mV cm,
respectively,14 we conclude that the resistivity of the Pb film
approaches the bulk value whereas the resistivity of the
film is enhanced with respect to the bulk value due to
finite-size effect.15 The mean-free paths at 7 K determined
from the resistivity values arel Pb533 nm and l Cu
57.2 nm, respectively. Thus, both single films, Pb~50 nm!
and Cu ~17 nm!, are in the dirty limit sincel Pb,j0 and
lCu@1,16 respectively, wherej0583 nm is the BCS coher
ence length of the Pb~Ref. 17! and lCu5(\vF)/
(2pTlCukB)538 at 7 K is adimensionless impurity param
eter.

The superconducting properties of the S layer are cha
terized by two important lengths, the temperature-depend
coherence length,jS(T)50.85Aj0l Pb/A12T/Tc, and the
penetration depth,lS(T)50.66lL Aj0 / l Pb/A12T/Tc, in the
dirty limit. Here lL is the London penetration depth.17 For
the Pb~50 nm! film at T50 K, these two quantities take th
values jPb(0)545 nm and lPb(0)539 nm, respectively.
Experimentally, we can also determinejPb(0) from the re-
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lation between the perpendicular second critical fieldBc2,S in
a S layer and its in-plane superconducting coherence le
jS(0) given by

Bc2,S~0!5
F0

2pjS~0!2 , ~2.1!

whereF05h/2e is the flux quantum. The coherence leng
obtained in this way isjPb(0)536 nm. Now, we can deter
mine the Ginzburg-Landau parameterkPb5lPb(0)/jPb(0)
51.08, and sincekPb.0.7, we conclude that the single P
layer is a type-II superconductor.

By covering the Pb with a Cu layer, a superconduct
Pb/Cu bilayer is obtained with different characteristic para
eters than those of the single Pb film. We therefore define
effective superconducting parameters as the ones that ca
determined from measurements on a Pb/Cu bilayer.

The Pb/Cu antidot clusters had a superconducting tra
tion temperature,TcNS

56.05 K, whereas the referenc

sample ~i.e., square of 232 mm2 without antidots! had a
TcNS

55.55 K. The systematic difference in critical temper
ture between the perforated and reference sample is prob
related to a difference of the electrical properties of the
terface between the Pb and Cu layers. The possibility fo
oxidation at the Pb/Cu interface is higher in perforat
samples. This results in a smaller proximity coupling a
possibly, a higher effective critical temperature. Nevert
less, it is obvious that in both cases the top Cu layer
creasesTcNS

below theTc57.2 K of the bulk Pb due to the
proximity effect.18

From the measured critical fields of the Pb~50 nm!/Cu~17
nm! bilayer, we determined an effective superconducting
herence length asjPb/Cu(0)539 nm, using Eq.~2.1!.

One may expect that an effective penetration depth for
~NS! bilayer lNS(0) could also be defined. Especially, sin
there should exist a penetration depthlN(0), determining
the decay of the magnetic field in the normal layer w
proximity coupling, which should be different fromlS(0).
The exact definition of these two quantities,lN(0) and
lNS(0), is not obvious. Since we know thatlNS(0)
.lS(0), we will estimate a lower limit for lNS(0) as
lPb(0)539 nm. Further in the paper~see Sec. III B 2!, a
more accurate estimate forlNS(0) will be given.

With this information, we can determine a lower limit fo
the effective Ginzburg-Landau parameterkPb/Cu
5lPb/Cu(0)/jPb/Cu(0) as 1 for the Pb~50 nm!/Cu~17 nm!
bilayer. SincekPb/Cu.0.7, the Pb/Cu bilayer is a type-I
superconductor. As shown above, by covering Pb wit
thin Cu layer, we are not only protecting the former agai
oxidation, but we are also changing, in certain limits, t
effectivej andl.

Pb/Cu bilayers are good candidates for studying prox
ity coupling effects19 between a superconductor~S! and a
normal metal~N! since interdiffusion hardly exists at th
interface of these materials, especially when they are eva
rated at low temperature. Therefore, each material rem
within its own boundaries.

The proximity effect18 refers to the induction of supercon
ductivity in a contacting normal metal by the decay of t
superconducting order parameterD from a superconducto
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into a normal metal. Not only the order parameter in t
superconductor decays when approaching the S/N inter
from the superconducting size, but also a nonvanishing
perconducting order parameter nucleates in the N layer c
to the interface. Thus, one of the most important parame
defining the proximity effect between two layers is the s
called coherence length of the normal layerjN , which de-
termines the length in the normal metal over which Coo
pairs can diffuse~see Fig. 2!. In the dirty limit and for our Cu
parameters,jCu5(\vFl Cu/6pkBT)1/2528 nm at 6 K, where
vF is the Fermi velocity of Cu. Note thatjCu.dCu where
dCu517 nm is the Cu thickness, which means that the sup
conducting order parameter is finite over the full thickness
the Cu layer in the temperature interval at which experime
on the Pb/Cu antidot cluster were performed (5 K,T
,6 K).

Another very interesting parameter in proximity induc
superconductivity is the extrapolation length,19 b
5gjCu(T)coth(dCu/j(T)598 nm at 6 K in the dirty limit
~see Fig. 2!, whereg5rCu /rPb . This parameterb is a mea-
sure of the unfavorable influence of the N layer on the
perconductivity of the S layer. Ifb!jS(T), the effects of
proximity coupling are important, whereas ifb@jS(T), the
superconducting order parameter at the interface is alm
not changed and the effects of proximity coupling are ne
gible. In our case at 6 K,b598 nm,jPb(6K)5108 nm, thus
the proximity effect has an intermediate strength in the Pb~50
nm!/Cu~17 nm! bilayer.

We can classify our samples as being in the Coo
limit 19 since they fulfill the constraintsdCu,jCu and dPb
,j0 . In this limit, D(x) can be taken as a constant over t
individual layers and discontinuous at the interface. The p
pendicular second critical fieldBc2,NS, for a ~NS! bilayer of
thickness (dN1dS), can then be determined from the seco
critical field of the single superconducting layerBc2,S by the
dirty limit expression.16

Bc2,NS~0!5
Bc2,S~0!

11hdN /dS
, ~2.2!

where h5rS /rN for a specular scattering at the interfac
This expression is in good agreement with our experime
results on bilayers with different Cu thicknesses. In partic
lar, for the bilayer Pb~50 nm!/Cu~17 nm! used for the fabri-
cation of the antidot cluster, Eq.~2.2! reduces toBc2,NS(0)

FIG. 2. Schematic representation of the spatial dependenc
the superconducting order parameter at the interface between
superconductor~S! and the normal material~N! of the Pb/Cu bilay-
ers studied in this paper. The two characteristic parameters
proximity induced superconductivity, i.e., the coherence length
the normal layerjN and the extrapolation lengthb are indicated.
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5aBc2,S(0) with a50.91. Experimentally, we have ob
tained a50.86, which is in agreement with the calculate
value within 5%. Taking into account that the scattering
the interface is probably not completely specular, the
tained agreement is quite good.

Combining Eqs.~2.1! and ~2.2!, one can obtain the ratio
between the superconducting coherence length for the P~50
nm! layer and that of the Pb~50 nm!/Cu~17 nm! bilayer,
jPb/Cu(0)/jPb(0)51.05. Using the valuejS(0)536 nm for
the Pb~50 nm! film, we expect, according to this relation, tha
jPb/Cu51.05jS(0)538 nm for the Pb~50 nm!/Cu~17 nm! bi-
layer film, which is within 5% agreement with the ‘‘exper
mental’’ value determined from the measured second crit
fields of bilayers of that specific thickness,jPb/Cu(0)
539 nm.

In summary, from the analysis of the superconducti
properties of the Pb/Cu bilayer we can conclude that~i! the
Pb~50 nm!/Cu~17 nm! bilayer shows proximity induced su
perconductivity of an intermediate strength;~ii ! the proxim-
ity induced superconductivity penetrates through the wh
thickness of the Cu layer; and~iii ! the effective parameters
Bc2,NS(0), jNS(0), and lNS(0) for the bilayer films have
been determined from the experimental results.

III. RESULTS AND DISCUSSION

A. The S/N phase boundary

1. Experimental results

Figure 3 shows the~S/N! phase boundaryDTc(B)
5Tc(0)2Tc(B) of the Pb~50 nm!/Cu~17 nm! 232 antidot

FIG. 3. Experimental S/N phase boundary of the 232 antidot
cluster determined with a criterium of 10% of the normal-state
sistance. Two typical magnetoresistance curves are shown in
inset. The ac measuring current was 1mA.
t
-

al

g

le

cluster measured with the criterium of 10% of the norm
state resistance. Pronounced periodic oscillations ofTc(B)
are observed every 26 G. Defining a flux quantum per anti
asF05h/2e5B•S, whereS is an effective area per antido
(S50.8 mm2), the oscillations with periodicity of 26 G can
be correlated with a magnetic flux per antidot,F5nF0 ,
wheren is an integer number. In each of these 26 G perio
smaller dips appear at approximately 7.5, 13, and 18 G. T
smaller dips correspond to approximatelyF/F050.3, 0.5,
and 0.7.

Superimposed with these oscillations, a parabolic ba
ground is observed, reflecting theB(T) dependence of the
second critical field of the quasi-one-dimensional strip
constituting the antidot cluster,Bc2

1D5(A12F0)/@2pwj(T)#
~Ref. 20! wherew is the width of the stripe. From this for-
mula, an effective coherence lengthjNS(0)535 nm is ob-
tained for this particular sample withTc56.05 K. Above 52
G, deviations from the main 26 G periodicity and intermed
ate substructure are observed.

In the inset of Fig. 3, two magnetoresistance curv
R(B), measured atT156.009 K and T255.972 K, are
shown. At T1 only minima atn 3 26 G are distinctly ob-
served. AtT2 an additional substructure appears in each
riod. The magnetoresistance results confirm the features
served in Tc(B). A cut of the Tc(B) boundary at high
temperature~i.e., T;T1) reveals only the main 26 G oscil
lations, whereas a cut at lower temperatures results in the
substructure.

Figure 4 shows the~S/N! phase boundary,DTc(B)
5Tc(0)2Tc(B), of the reference sample~i.e., a superconduct-
ing microsquare without antidots@see Fig. 1~b!# measured at

-
he

FIG. 4. Experimental S/N phase boundary of the referen
sample determined with a criterium of 10% of the normal-sta
resistance. The inset shows four magnetoresistance curves
sured atT55.503, 5.482, 5.462, and 5.443 K. The ac measur
current was 1mA. The second critical magnetic fields for the 1D
transition (Bc2

1D), the 2D transition (BC2
2D), and the transition of the

microsquare (Bc2
DOT) are shown.
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10% of the normal-state resistance. In this case, oscillat
are also observed, however they are clearly different fr
those presented in Fig. 3. The first oscillation ofDB1

;16 G is followed by quasiperiodic oscillations with d
creasingDB (DB259.9 G, DB358.2 G, DB457.5 G, DB
57.1 G). In addition, the superimposed background of F
4 follows a linear relation instead of the parabolic depe
dence seen in Fig. 3. The oscillations are caused by the
finement of the superconducting condensate in the do
revealed by other studies.21,22The remark must be made th
the first two periods are noticeably larger than those p
dicted in Ref. 22. The other periods correspond to the ca
lations within 15%. The linear background observed in F
4 is related to the second critical field of a two-dimensio
~2D! system Bc2

2D , given by the expressionBc2
2D

5F0/2pj(T)2. From this linear background an effective c
herence length,jNS(0)541 nm, is determined for this spe
cific sample withTc55.55 K.

In the inset of Fig. 4, the magnetoresistance curves for
reference sample are shown at four different temperatu
For any of theseR(B) curves, two large drops of resistanc
are observed when decreasing the magnetic field. In addi
for each curve and at low fields, one single small dip a
pears. This dip shifts to higher magnetic fields when decre
ing the temperature and is responsible for the oscillati
observed inTc(B). On the contrary, the two drops of resi
tance may be explained by the influence of the four narr
superconducting leads that are attached to the microsq
~two for sending the transport current and two to measure
voltage!. These leads are quasi-one-dimensional wires
therefore they become superconducting below the fieldBc2

1D

5(A12F0)/2pwj(T). However, the dot itself has a secon
critical field transition given byBc2

2D5F0 /@2pj(T)2#, as
mentioned above.

Taking into account that the transition to the superc
ducting state takes place at higher magnetic fields for the
system ~i.e., leads! than for the 2D system~i.e., mi-
crosquare!, one expects to attain the following situatio
When decreasing the magnetic field, starting from the nor
state, a first resistive drop is observed, caused by a trans
to the superconducting state of the narrow current and v
age leads. The fact that the resistance of the microsqua
affected by this transition, does not mean that the ‘‘fo
point’’ resistance measurement contains a portion of
leads, but arises from those parts of the cluster that bec
superconducting due to their proximity to the leads. The t
oretical critical field values for the leads, as calculated fr
the above formula forBc2

1D using the effective coherenc
length jNS obtained from the linear background ofTc(B),
are marked by the open squares in the inset of Fig. 4.
first resistance drop of the dot takes place at slightly low
fields than the N/S transition of the leads, since they are o
in proximity coupling with the dot. Therefore, the squar
indicating Bc2

1D fall on a horizontal straight line above th
onset of the resistance drop, and not in the middle of
transition.

Further decreasing the magnetic field, we cross the
Bc2

2D at which the microsquare becomes superconducting
a second resistance drop is initiated~see the open circles in
the inset of Fig. 4!. In this part of the curve, small dip
ns
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appear in the magnetoresistance due to the dot geom
These dips are responsible for the oscillations observe
the Tc(B) curve. Similar two-stepR(B) transitions have
been observed by Chiet al.,23 who studied narrow 1D super
conducting wires connected to large 2D contact pads. In t
case, the proximity coupling between the 1D wires with
large critical field and the 2D pads with a small critical fie
gave rise to a two-step behavior comparable to our resu

We have to note that the expression used to calculate
Bc2

2D values corresponds only to the linearTc(B) back-
ground; the periodic oscillations superimposed with it are
considered in this expression and, thus, it is not surpris
that the calculated values forBc2

2D ~see the open circles in th
inset of Fig. 4! do not lie on one horizontal line. However,
we determine the critical magnetic field values from the m
surements ofTc(B) ~see Fig. 4! where both the backgroun
and oscillations due to the dot geometry are considered
criterium of 10%, we obtain the open triangles shown in t
inset. Their position agrees with all the expectations, i.e.,
triangles lie on a horizontal line which is at 10% of th
normal-state resistance.

2. Calculations of theTc(B) phase boundary

In order to calculate the S/N phase boundary of
232 antidot cluster, we have approximated the cluster
ometry by a square network of quasi-one-dimensional su
conducting wires with a widthw and a lengthl ~see Fig. 5!.
Adjacent nodes (i , j ) are coupled by a supercurrent depen
ing on the gauge-invariant phase differenceg i j between the
nodes

g i j 5f j2f i1
2p

F0
E

i

j

A•dl, ~3.1!

wheref i is the phase of the superconducting order para
eter at sitei , F05h/2e is the flux quantum,A is the mag-
netic vector potential, anddl is a segment along the wire
First of all, we have used the approximation developed
weakly coupled wire networks,3,5,24,11the ‘‘interacting loop-
current ~ILC! model,’’ which neglects the variation of th
order parameter along the superconducting wires of the
work and only considers the phase variations. This simp
cation is therefore equivalent to the London limit of th
Ginzburg-Landau theory, and leads to a linear current-ph
relation

FIG. 5. Schematic representation of the 232 antidot cluster
with average dimensions indicated. The network approximat
used in the one-dimensional model is drawn with a dashed line.
dots denote the nine nodes considered in the model.
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I i j 5
F0wd

2pm0l2l
g i j 5I 0g i j , ~3.2!

whereI i j is the supercurrent fromi to j , d is the wire thick-
ness, andl is the superconducting penetration depth of
material. The resulting kinetic energy for each wire (i , j ) can
be expressed as

Ei j 5
F0

2wd

4p2m0l2l
g i j

2 ~3.3!

and is a quadratic function of phase differences. The pre
tor in Eq. ~3.3! defines the coupling strength between t
adjacent nodes and is denoted as

EJ[
F0

2wd

4p2m0l2l
5

\

2e
I 0 . ~3.4!

To obtain the possible energy states of the cluster, all ph
differencesg i j have to be determined. This is done by im
posing current conservation at each node

(
j

I i j 5I i
ext , ~3.5!

whereI i
ext is the transport current fed into node (i ), and by

applying the fluxoid quantization condition to each ind
vidual loop,

(
~ i , j !

g i j 52pS nk2
F

F0
D , ~3.6!

where the sum is taken over the wires of thekth cell, nk (k
51,...,4) is the flux quantum number of thekth cell, andF is
the magnetic flux. An estimation of the self-inductance
an individual cell of the antidot cluster givesL'2 pH. Since
most of the results are obtained close toTc , the flux gener-
ated by the circulating currents is negligibly small. As a co
sequence we have not taken the self- and mutual-induct
effects into account in our theoretical analysis andF is con-
sidered to be equal to the external magnetic flux. By solv
Eqs.~3.5! and~3.6! for theg i j ’s at a given magnetic field an
summing the corresponding energiesEi j over all branches
( i , j ) of the system, we obtain the total kinetic energy of t
232 antidot cluster:

E5
1

2 (
~ i , j !

EJg i j
2 . ~3.7!

Since the phase differences are found from Eqs.~3.5! and
~3.6!, the total energyE for each set of quantum numbersnk
(k51, . . . ,4) becomes dependent on the magnetic
through the cells. In Fig. 6~a! the total energyE is plotted as
a function of the magnetic flux for the case ofI i

ext50 and for
all wires with identical lengths and widths. We have omitt
the parabolic contribution arising from the finite width of th
wires. Since the energy is periodic inF with a periodF0 ,
we have only plotted the first period. Each set ofnk (k
51,...,4) values corresponds to a different vortex configu
tion and gives rise to an energy branch that is quadratic w
the magnetic flux. Due to the symmetry of the structu
most of the branches are degenerate and only six princ
e

c-

se

r

-
ce

g

x

-
th
,
al

parabolas can be distinguished. The S/N phase bounda
given by the branch that has the lowest energy for a gi
value of the flux17

DTc~F!5
8p2m0l2j~0!2Tc

F0
2V

min
n1 ,...,n4

~E!, ~3.8!

whereV is the total volume of the structure,Tc is the critical
temperature at zero field, andj~0! is the coherence length a
T50. The phase boundary is therefore composed of
branches and has three minima atF/F050, 0.5, 1 and four
cusps atF/F050.3, 0.37, 0.63, 0.7@see Fig. 6~a!#. At the
first branch, aroundF50, all the nk50 (k51,...,4) and a
screening current is present only at the edge of the struct
When F increases, the fourfold degenerate state with o
vortex at one of the cells becomes more stable. The trans
occurs atF/F050.3. At F/F050.37, a doubly degenerat
diagonal state becomes favorable, where two vortices occ
one of the diagonals of the cell. Note that this state~which is
the analog of the ‘‘checkerboard’’ vortex configuration
antidot lattices25! has a lower energy than the configuratio
where two adjacent cells are occupied by vortices~parallel
state!. The diagonal state could be of interest for flux qua
tum logic applications.11 In higher fields, a third vortex en
ters the cluster atF/F050.7 and finally aroundF/F051
all the cells are filled and only an edge current is flowin
now counterclockwise.

It is interesting to note that Eqs.~3.2!–~3.7! are similar to
the equations describing the supercurrent and the energ

FIG. 6. ~a! Theoretical phase boundaryDT(F/F0) obtained
in the London limit of the Ginzburg-Landau theory~solid line!. The
total energy for the six vortex configurations is shown by a dot
line. The dashed line indicates the nonstable ‘‘parallel vortex c
figuration.’’ The schematic representation of the vortex states
each parabolic branch is also sketched by means of the corresp
ing nk quantum numbers.~b! First period of the experimental phas
boundary shown in Fig. 3 after subtraction of the parabolic ba
ground (I ac51 mA). ~c! same as~b! but for I ac53 mA.
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Josephson-junction arrays.3 In JJA’s however, the current
phase relation is sinusoidal and only the phase differen
over the Josephson junctions have to be considered. It t
out that the differences between the linear and the ‘‘JJ
models are not very important when the static properties
magnetic field are considered. For comparison, we show
Fig. 7 theE(F) curve for a JJA together with the one o
tained for the linear relation. Nearly identical ener
branches are indeed found, caused by the obvious fact
the sinusoidal current-phase relation can be approximate
a linear one for small phase differences.

For completeness, we also show in Fig. 7 the curve p
dicted by the linearized de Gennes-Alexander12 formalism
for strong-coupling one-dimensional wire networks, whi
incorporates phase and amplitude variations of the order
rameter along the wires of the network. This formalism
sumes that the diameter of the superconducting strands
constitute the network is smaller than both the cohere
length and penetration depth. In that way, the problem
comes 1D, and the order parameterCs at a positions on a
wire connecting two adjacent nodesa andb ~see Fig. 5! can
be expressed as follows:

Cs5
eigas

sinS l ab

j~T! D
FCasinS l ab2 l as

j~T! D1Cbe2 igabsinS l as

j~T! D G ,
~3.9!

whereCa and Cb are the order parameters at the nodesa
andb, l ab is the distance between pointsa andb, andgab is
the line integral of the vector potential multiplied b
2p/F0 . From the second Ginzburg-Landau equation it
possible to determine the supercurrent density through
branch. It depends sinusoidally on the phase difference
tween the nodesa and b, similar to the current through a
Josephson junction

FIG. 7. Comparison of the theoretical phase boundaries obta
for the London~dashed line!, Josephson junction array~solid line!,
and de Gennes-Alexander~dotted line! approaches.
es
ns
’’
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hat
e

e-

s
e

e-

Jab5
2e\

m* j~T!
uCauuCbu

sin~fa2fb2gab!

sinS l ab

j~T! D
. ~3.10!

Applying the standard boundary conditions at a nodea gives
rise to the Alexander node equations

(
n F2CacotS l an

j~T! D1Cn

e2 igan

sinS l an

j~T! D G50, ~3.11!

which express the current conservation at nodea similar to
Kirchhoff’s current law for resistor networks. The sum
taken over all nodesn that are nearest neighbors of nodea
~see Fig. 5!. If this equation is written for all nodes in th
network, this leads to a characteristic determinant that m
be zero for the existence of a nontrivial solution. We obta

S 112 cos
2pF

F0
23 cos

2l ab

j~T! D
3S 112 cos

2pF

F0
13 cos

2l ab

j~T! D
3S 113 cos

2l ab

j~T!
22 sin

2pF

F0
D

3S 113 cos
2l ab

j~T!
12 sin

2pF

F0
D50, ~3.12!

whereF is the flux of the applied magnetic field per antido
Equating the first factor to zero, one obtains a curve defin
the first and the fifth branch of theTc(B) phase boundary
Likewise, the middle three branches are determined by
other three factors~see Fig. 7!.

This linearized approach is valid only close toTc . At
lower temperatures, the nonlinear version of this mo
should be applied.26,27

The qualitative agreement between the ILC model@see
Fig. 6~a!# and the experimental curves of Figs. 6~b! and 6~c!,
where the parabolic background has been subtracted, is f
good. The measurement of curve~b! was performed with an
ac current of 1mA, the one in ~c! with 3 mA. The five
parabolas corresponding to the different states are fo
back in the experimental plots. An important difference
however, that two maxima appear in the experimental ph
boundaries atF/F0.0.2 and 0.8 that are not reproduced
the calculations. TheDTc(F) dependence for the states wi
all nk50, or all nk51, thus seems steeper than predicted
the theoretical model and it also has a larger amplitu
Strangely, the agreement with the theoretical curve, whic
calculated for zero transport current, is better in curve~c!,
where the highest transport current was used. In addit
the experimentalDTc(F) ~see Fig. 3! shows a considerable
parabolic background, some distortions, and a disappear
of the substructure above 2F0 .

As was mentioned previously, the parabolic backgrou
~‘‘diamagnetic shift’’! is due to the penetration of the mag
netic field in the volume of the wires2,20 and can be taken
into account by adding the term
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1

2 (
~ i , j !

EJ

p2B2l 2w2

12F0
2 ~3.13!

to the right-hand side of Eq.~3.7!. The effect of this back-
ground is shown in Fig. 8. Curve~a! showsDTc(F) ob-
tained from Eqs.~3.7! and~3.8! for the antidot cluster. Curve
~b! considers the case of a finite linewidth@Eq. ~3.13!# with
w50.35mm for wires at the edges of the network andw
50.4mm for the wires connecting the edges with the cen
node ~see Fig. 5!. Note in curve~b! that as the field is in-
creased, theDTc amplitude due to fluxoid quantization in th
structure becomes quite small with respect to the shift cau
by the background, and the amplitude of the oscillatio
gradually decreases.

After discussing in detail the first period of the pha
boundaryTc(F/F0), we would like to analyze briefly the
possible reasons for the shift of theTc(F/F0) minima in the
higher periods of the S/N phase boundary, i.e.,
1,F/F0,2, etc. ~Fig. 3!. Taking into account the ‘‘soft-
ness’’ of the current loops in a real structure, which, stric
speaking, is not a one-dimensional network, the presenc
disorder in these loops is quite probable. Therefore, one
assume that one of the reasons for the variation of
Tc(F/F0) peaks from period to period can be related to
areal disorder of ‘‘soft’’ current loops in the 232 antidot
cluster.

Another important factor is the disorder arising fro
width inhomogeneity, structural defects, and nonidenti
electrical properties of each wire, which can lead to a mo
fication of the critical current of the individual wires and to
distribution of the effective area per cell. The importance
areal disorder was already stressed in studies of the p

FIG. 8. ~a! Theoretical phase boundary for an ideal on
dimensional antidot cluster.~b! Theoretical phase boundary for a
antidot cluster considering the effects coming from the magn
field penetration in the quasi-one-dimensional wires.~c! Theoretical
phase boundary for an antidot cluster taking into account the eff
induced by areal disorder.~d! Theoretical phase boundary where t
contributions shown in~b! and ~c! are both considered.
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boundary in wire networks28,29where it was shown that area
disorder can lead to a decay of the oscillation amplitudes
in some cases even to beatings in the envelope. Meas
ments on Josephson-junction clusters~JJC’s! ~Ref. 30!
showed that coupling disorder coming from an unavoida
spread in junction parameters is not averaged out as in l
arrays, leaving a clear trace in the transport properties.

Curve ~c! in Fig. 8 shows the influence of areal disord
on the theoretical phase boundary of the antidot cluster.
areal disorder was introduced by allowing the coordinates
the nodes to vary randomly within a circle of radius 0.1mm
around the node position for the ordered network. In this w
a random distribution of lengthsl i j and cell areas is gener
ated that lifts the degeneracy of the possible states
changes the relative positions of the different parabolic
ergy branches. For small fields~i.e., the first period!, the
deviations with respect to curve~b! are not very pronounced
and it is still possible to identify all five parabola forming th
Tc(B) phase boundary. As the field increases, the oscilla
amplitude gets smaller and the positions of the differ
branches shift, making the identification of the states l
straightforward. From this analysis it is clear that disord
can indeed cause a shift of the peaks with increasing m
netic field, as it is observed experimentally. Finally, in cur
~d! we have included the contributions of the parabolic ba
ground@curve~b!# and the areal disorder@curve~c!#. A com-
parison of curve~d! with the experimental data of Fig. 3
shows that certainly these two contributions are playing
role in our measurements. Nevertheless, even by includ
these two effects in the model, it is still not possible to sim
late the experimental curves completely. This is proba
due to the fact that we have used a one-dimensional
proach, which cannot take into account the 2D characte
the structure.

B. Critical currents and V„I … characteristics

So far we have considered the effects of the vortex c
finement by the 232 antidot cluster on the S/N phas
boundaryTc(B). In order to demonstrate that the uniqu
properties of the Pb/Cu 232 antidot cluster are not restricte
to the S/N phase transition, we present below the criti
current results and theV(I ) characteristics measured at tem
peratures 400 mK,Tc2T,100 mK. We will show that at
these temperatures the quantized states are still presen
that the most stable ones at the S/N phase boundary do
always correspond to the states carrying the highest curre
In addition, we will demonstrate that a transport currenj
Þ0 is able to lift some of the degeneracies of the vor
configurations atj 50. TheV(I ) characteristics will be used
to give a qualitative picture of the flux-line transport in the
nanostructures in terms of phase-slip processes.

It is known that the dynamics of 1D wires31,32 and arrays
of 1D wires3 are mostly governed by phase-slip proces
when currents close to the depairing critical current are s
through the wires. Thus, one may also expect that signat
of these processes should also be present in theV(I ) charac-
teristics of the 232 antidot cluster. In such a phase-slip pr
cess, the energy of the system is reduced by bringing a s
spot of the 1D wire@of the order of the quasiparticle diffu
sion length,lQ* .j(T)# momentarily to the normal state
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During this process, the phase of the superconducting o
parameter in that spot is changed by 2p. To preserve the
superconductivity in the sample in the presence of a la
current, the phase-slip process repeats in time and the a
age periodt between phase slips is related to the volta
measured between the two ends of the wire through the
sephson relation,V5(\/2e)2p/t. The points where the or
der parameter becomes zero and its phase shows jum
2p, are known as phase-slip centers~PSC’s!. Obviously, if
the wire already has some weak superconducting points
PSC’s will be localized at these spots.

Several mechanisms of PSC formation have been
ported. First, PSC’s can nucleate when the current exce
the depairing critical current of the 1D wire, as described
the theory of Skocpol, Beasley, and Tinkham.31 In this case,
the formation of 1,2,...n PSC’s gives rise to a steplikeV(I )
characteristic.

PSC’s can also be formed as a result of thermodyna
fluctuations that take place with a probability proportional
exp(2dF/kBT), where dF5w&EJl /3j(T) is the free-
energy barrier between the state before and after the p
slip. The theoretical description of PSC’s was developed
Langer and Ambegoakar.33 Taking into account the exponen
tial decrease of the phase-slip probability with temperatu
their model is only applicable in a very narrow temperatu
interval nearTc .

A third mechanism has recently been reported by Giro
et al.3 for arrays of 1D wires with localized vortices. The
consider the possibility that when a current close to the
pairing critical current is reached in one of the wires, t
vortex feels a ‘‘Lorentz-like’’ force perpendicular to th
transport current, which tends to move the vortex to the n
cell where the process is repeated. This model assume
nucleation of a phase slip in a 1D wire each time tha
vortex crosses the 1D wire.

FIG. 9. Critical current density of the 232 antidot cluster as
function of the reduced fluxF/F0 at four temperatures.~a! T
55.899 K, ~b! T55.808 K, ~c! T55.715 K, and~d! T55.656 K.
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1. Critical currents: Experimental results and comparison
with the model

The critical current density versus magnetic fieldJc(B) of
the 232 antidot cluster was determined with a criterium of
mV, as explained in Sec. II A. Then, at specific values of t
magnetic field and temperature, theV(I ) characteristics were
measured to confirm theJc(B) results and study the vorte
dynamics in the antidot cluster.

Figure 9 shows theJc(B) curves measured at four tem
peratures. Note that clear maxima are observed atnF0 and
(n10.5)F0 , and smaller inflections are detected aroundn
10.3)F0 and (n10.7)F0 @see Figs. 9~b! and 9~c!#. Initially,
the magnitude of the oscillations increases by decreasing
temperature@Figs. 9~a! and 9~b!# but they disappear almos
completely when further decreasing the temperature@see Fig.
9~d!#. A parabolic background caused by the magnetic-fi
penetration in the elementary wires is again observed a
temperatures.

The magnetic-field values at which specific features
pear inJc(B) ~Fig. 9! andTc(B) ~Fig. 3! are the same. Thus
one may assume that the maxima observed in theJc(B) of
the 232 antidot cluster are related to certain stable vor
states revealed in theTc(B) oscillations. However, the rela
tive amplitude of these maxima in one period ofF0 is dif-
ferent for Jc(B) than for Tc(B). In Tc(B), large minima
were observed atnF0 , and three smaller minima of the sam
energy were obtained at around (n10.3)F0 , (n10.5)F0 ,
and (n10.7)F0 . On the contrary, inJc(B) the maxima at
nF0 are followed in magnitude by the maxima at (n
10.5)F0 , whereas the features appearing at (n10.3)F0
and (n10.7)F0 have almost completely lost their amplitud

To estimate the field dependence of the critical curr
theoretically and compare it with the experimental obser
tions, we have used the model described in Sec. III A 2 a
solved Eqs.~3.5! and ~3.6! for the case where the extern
transport current enters the structure at node (a) and leaves
at the opposite side~see Fig. 5!. The current-phase relation
given by Eq.~3.2!, has slightly been modified to take int
account the order-parameter depression in the strands w
the current is close to the depairing current.32 We have used
the relation

I i j 5I 0S g i j

gc
D F12

1

3 S g i j

gc
D 2G , ~3.14!

which is linear for small phase differences and becom
parabolic nearg i j 5gc , where gc[ l /()j) is the critical
phase difference at which a phase-slip process occurs
I 0gc5I dep

GL is the Ginzburg-Landau depairing current. No
that Eq.~3.14! is identical to the current-phase relation o
tained for a long ideal weak link in the depairing limit.34

The set of nonlinear equations for the unknown pha
differencesg i j , obtained from Eqs.~3.5! and ~3.6!, was
solved numerically using the standard Newton-Raph
method.35 The critical current at a magnetic fluxF and a
fixed statenk (k51,...,4) was obtained as follows: First, th
g i j ’s were initialized to zero,I a

ext was fixed at a certain value
and the corresponding phases were determined. Next,
external current was slowly ramped up and the same pro
dure was repeated until the current was too high to find
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solution for the set of equations. The external current, ab
which no static solution exists, has been taken as the intri
critical current of the structure. The self-field induced by t
transport current was estimated to be not higher than 0
and was therefore neglected in the analysis.

Curve~a! in Fig. 10 shows the theoreticalI c(F) obtained
with Eq. ~3.14! andgc5p/2. Only the states with the highes
critical current at that particularF are shown, and we hav
restricted ourselves to the first period without consider
any disorder. Because of the current injection at node~a!, the
symmetry is broken and the resulting vortex configuratio
differ from the ground-state configurations at zero appl
current, discussed in Sec. III A 2.

The possible states are displayed schematically in
10~a!. Only two states with one vortex in the structure a
possible, instead of the fourfold degenerate ground state
tained for the case ofI a

ext50. NearF5 1
2 F0 , the supercur-

rent is carried by a state where the vortices occupy the
ond row of the cluster~parallel state! instead of being located
on the diagonals~checkerboard configuration!.

The reason for the substantial modification of the sta
vortex configurations is of course that the external curren
added to the circular currents that flow to satisfy the flux
quantization. The total amount of current that can be injec
before the structure depairs is higher if the transport
circular shielding currents are subtracted. For the case
large weakly coupled wire networks5 and inductive JJA’s
~Ref. 36!, it was already predicted that large transport c
rents make the checkerboard ground state unstable.

FIG. 10. Critical current versus the reduced flux per cell for~a!
the current-phase relation given by Eq.~3.14! and ~b! for a sinu-
soidal current-phase relation. The vortex states generated in
232 antidot cluster at high transport currents are shown.~c! Ex-
perimental critical current versus reduced flux per cell atT
55.808 K with the background subtracted.
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leads to a state of parallel vortex rows that can move coh
ently ~driven vortex lattices! over the underlying periodic
array.

Curve~b! in Fig. 10 shows the static calculation for a JJ
having a sinusoidal current-phase relation for comparis
Besides some minor differences concerning the exact p
tions of minima and maxima@compare curves~a! and~b! in
Fig. 10#, the same states can be identified in theI c(F) plot.
Note, however, that in this case the normalizing currentI c0 is
the Josephson critical current and not the depairing curre

If in the case of the antidot cluster@curve ~a!#, gc.p/2,
the overall shape of the calculatedI c(F) curve slightly
changes and the difference with the JJC curve is more
portant, although the same states still carry the largest su
current. If we compare the theoretical curve~a! with the
first period of the experimental data shown without the ba
ground forT55.808 K in Fig. 10~c!, we note that the curves
are qualitatively similar. The same five states are clea
present. The state atF/F050.5 has a higherI c than the
states aroundF/F050.3 and 0.7, though it does not reac
the same current value as predicted in the calculation, ex
for temperatures below approximately 5.715 K.

Below this temperature (T55.715 K), the peaks atnF0
flatten and the amplitude of the modulations of the critic
current decreases with decreasing temperature. It seems
the intrinsic I c(F) behavior of the structure is cut off by
superimposed parabolicI c8(F) background~see the full line
in Fig. 9!. The disappearance of the substructure with
creasing temperature was also observed in wire netwo5

and attributed to an increase of the energy barrier require
cross the superconducting wires.

In our case however, it looks more like a cutoff rath
than a continuous decrease. Therefore, we believe that
effect could be caused by the propagation of heat gener
in the current leads. Since the antidot structure can be c
sidered as a kind of parallel circuit having a critical curre
that is a factor approximately 1.7 times higher than the
pairing current (I dep

GL ) of a single wire@see Fig. 10~a!#, the
current lead is probably in a resistive state while the struct
is still not. We measured the voltage between the nodesa)
and (b) ~see Fig. 5!, thus the voltages appearing over th
current leads should not have influenced the results. H
ever, at lower temperatures~when I c is rather high!, the ac-
tual heating due to this current cannot be excluded. If s
heat propagates towards the antidot cluster, it could trigg
transition to a dissipative state earlier than expected. In
case, theI c(F) dependence would show a ‘‘cutoff’’ gov
erned by the parabolic critical current dependence of the
rent leads,I c8(F).

Besides this influence of the current leads at high curr
levels, care should also be taken not to overestimate the
its of validity of the static simulation itself. Unlike the cas
of JJA’s where the dynamics can relatively easy be ta
into account by using the resistively shunted Josephson ju
tion model in combination with the Josephson volta
relation,37 it is not so straightforward to describe the dynam
ics in wire networks where resistive PSC’s nucleate and
be activated throughout the structure. The present mo
does not take into account any dynamic effects such as
tex motion or propagating PSC’s and, therefore, the criti
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currents obtained by the static simulation should be con
ered as an estimate of the upper limit rather than an accu
determination.

2. V(I) characteristics: Results and discussion

Figure 11 shows threeV(I ) curves measured atT
55.715 K for three magnetic fields as representative d
Note that in all the curves, several steps are observed
depend on the applied magnetic field. However, an enla
ment of the lower part of theV(I ) characteristics~see Fig.
12! shows that a quasilinear dissipative foot is clearly o
served for the cases ofFÞnF0 . Note that this foot strongly
depends on the magnetic field. In Fig. 12 we show th
curves corresponding toF5F0 , F50.37F0 , and F
50.5F0 for T55.808 K andT55.715 K. Indicated by a
horizontal dotted line is the 3mV criterion used to determine
the I c(F) of Fig. 9.

WhenF5nF0 , no foot is observed at any temperatu
Figure 13 shows the linear dependence of the critical cur
I c

2/3 of the Pb/Cu 232 antidot cluster versusT/Tc for the
measurements performed at zero magnetic field.I c follows
the (12T/Tc)

3/2 dependence expected from the Ginzbu
Landau depairing critical current of 1D wires. The extrap
lation of the (12T/Tc)

3/2 law to T/Tc50 results inI c(0)
57 mA.

On the other hand, an estimation of the theoreti
Ginzburg-Landau value for the depairing critical current o
1D wire gives

FIG. 11. V(I ) characteristics of the 232 antidot cluster mea-
sured atT55.715 K for zero applied magnetic field and a magne
field of 3 and 12 G. In all the curves similar characteristic steps
be distinguished.

FIG. 12. Enlargement of the lower part of theV(I ) characteris-
tics for a reduced fluxF5F0 , F50.37F0 , andF50.5F0 at T
55.808 K andT55.715 K.
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I dep
GL ~0!5

F0wd

3)pm0l~0!2j~0!
, ~3.15!

where w and d are the width and thickness of the wire
respectively, andj~0! andl~0! were determined in Sec. II B
As shown in the previous section@see Fig. 9~a!#, the depair-
ing current of the structure isI c

th(0)'1.6I dep
GL (0)572 mA,

which is one order of magnitude higher than the experim
tal value obtained. It should, however, be noted that we h
underestimated the value ofl~0! by equating it to that of the
single Pb layerlPb(0), while, in fact, we should uselNS
.lPb ~see Sec. II B!. From the above analysis, we can es
mate an effective penetration depth for the Pb/Cu bila
lNS(0)'3lPb(0).

WhenFÞF0 , we believe that the field-dependent line
foot that appears at low currents in theV(I ) characteristics is
induced by phase-slip processes. More precisely, by
mechanism reported by Giroudet al.3 for arrays of 1D wires
that claims that vortices may move from one cell to the ot
in a direction perpendicular to the transport current in a k
of stationary ‘‘flux-flow’’ regime. In this model a vortex
jump from one antidot to another should lead to a phase
induced in the 1D wire crossed by the vortex. Dissipation
arrays due to the vortex motion has also been reported
other authors.4,5 This mechanism may explain the disappe
ance of the resistive foot atF5nF0 . Since we have shown
that at F5nF0 an edge surface current is flowing in th
antidot cluster, no vortices are present inside the antidot c
ter. Thus, if the dissipative foot is induced by the motion
vortices, no foot should be expected atF5nF0 .

The possibility of vortex motion was not considered f
the critical current calculation in the previous section. The
we determined the critical current of the structure using
static approach, i.e., theI c was defined as the maximumI
that could keep zero voltage through the structure and
fulfill the fluxoid quantization condition and current conse
vation equations. The real critical current values may the
fore be lower than the ones obtained by means of the s
approach. The experimental evidence supporting the i
that motion of vortices in the antidot cluster induces pha
slip processes and thus gives rise to dissipation atI ,I c , is
presented below.

n
FIG. 13. Temperature dependence of the critical current m

sured atB50 showing the same behavior as the depairing criti
current of 1D wires.
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Figure 14 shows the differential resistance,dV/dI, as a
function of the reduced fluxF/F0 , determined at the onse
of the dissipative foot in theV(I ) characteristic for
T55.808 K andT55.715 K ~Fig. 12!. Since theV(I ) char-
acteristic for the dissipative foot is quasilinear, we have
tracted one single value for the differential resistance at e
F/F0 . Figure 14 shows thedV/dI for the F/F0 interval
where the current is flowing in the internal strands of t
232 antidot cluster. The interval where only an edge surf
current is flowing in the antidot cluster has been omit
since, there, no foot is observed. We have denoted by v
cal dashed lines theF/F0 values at which a change of vo
tex configuration was experimentally observed. Note that
both temperatures, thedV/dI can be defined by two levels:
low level that accounts for the one-vortex configurationN
51) and three-vortex configuration (N53) or also called
one-antivortex configuration, and a high level given by t
two-vortex configuration (N52). This two level representa
tion strongly suggests that the dissipative foot might
caused by a ‘‘flux-flow’’ motion of vortices as reported als
by Giroudet al.3 for wire networks. In this model, a vorte
crossing one cell is associated to a 2p phase jump, which
generates a voltage in a timet given by the Josephson rela
tion

V5
\

2e

2p

t
. ~3.16!

If we assume that the stationary dissipation process ca
described by a constant average vortex velocityv @as in the
case of classical flux-flow in type-II superconductors38 and
JJA’s ~Ref. 39!#, the voltage generated by the net motion
N vortices can be written as

FIG. 14. Differential resistance determined at the onset of
dissipative foot of theV(I ) characteristics as a function of the r
duced flux for T55.808 K andT55.715 K. The solid line is a
guide for the eyes showing the two levels expected from the mo
of vortex motion induced by phase slips. The dotted lines indic
the F/F0 values at which a change of vortex configuration is o
served experimentally.
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ch
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V5
\

2e

2p

t
f 5NF0

v
a

. ~3.17!

On the other hand, since this model associates a PSC to
vortex jump, we have equated the total average powerV@ I
2I c(F)# generated in the cluster to the sum of powers d
sipated by each individual PSC,PPSC’ s5NiQ

2 Rn2lQ* /a,
where hereN is the number of PSC’s,i Q is the quasiparticle
current flowing in each wire,Rn is the normal-state resis
tance of a single wire andlQ* is the quasiparticle diffusion
length. From this equality, and assuming thati Q.(I
2I c)/3,3,31 we have determined an average vortex veloci

v'
Rn2lQ* ~ I 2I c!

9F0
, ~3.18!

which is proportional to the current (I 2I c). By substituting
this velocity in Eq. ~3.17! and calculating the differentia
resistance at the critical current (I c), we obtain

S dV

dI D
I c

5
2

9

NRnlQ*

a
. ~3.19!

From Eq. ~3.19!, and takinglQ* .j(T) and N51 for the
one-vortex configuration andN52 for the two-vortex con-
figuration, we have determined the following differential r
sistances: AtT55.715 K, dV/dI.0.1V for N51 and
dV/dI.0.2V for N52, which is in good agreement with
the values given in Fig. 14. AtT55.808 K, dV/dI
.0.12V for N51 and dV/dI.0.24V for N52. In this
case, the values shown in Fig. 14 are higher, although t
ratio still remains approximately correct. These calculatio
also point in the direction that the dissipative foot can
interpreted in terms of vortex motion.

At higher currents, theV(I ) characteristics do not show
continuous increase of voltage with increasing current
instead they are composed of several voltage steps~see Fig.
11!. The transition to the normal state of a 1D wire is pr
duced by the generation of steady PSC’s that increas
number as the transport current grows. This dissipation p
nomenon correlates the differential resistance with the nu
ber of PSC’s created in the wire and therefore results i
V(I ) curve with characteristic steps. Although the steps
served in theV(I ) curve in Fig. 11 are not steep like the on
reported for single 1D wires31 and infinite wire networks3

interpreted by the SBT theory, we believe that they are re
niscent of the resistive transition of the quasi-on
dimensional wires constituting the antidot cluster. A no
strictly 1D character of the wires forming the antidot clus
may be one of the reasons for the smoothness of the ste

IV. CONCLUSIONS

We have studied the transport properties of a Pb
232 antidot cluster~a microsquare with four antidots! by
measuring the superconducting/normal phase bound
critical currents, andV(I ) characteristics. The Pb/Cu b
layer can be considered as a single superconducting e
with superconducting parameters that are somewhat diffe
than those of the single Pb layer. The presence of the a
dots leads to a characteristic structure in the magnetore

e

el
e
-



e
he
th
th

et
er
th
rte
ob

re
d

t of
rger

s-
ter-

c

ers

5756 PRB 58T. PUIG et al.
tance and phase boundary caused by the formation of w
defined vortex configurations. By comparison of t
experimental results with calculations that approximate
cluster as a 1D micronetwork, we were able to identify
corresponding ground states.

The formation of particular vortex states, as the magn
field is varied, was also observed in the critical current v
sus field curves. Comparison with a static model showed
the current injection lifts the degeneracy and that the vo
states at larger current differ from the ground states,
served in the phase boundaryTc(B).

The dissipative processes were probed for the diffe
vortex occupations by means ofV(I ) measurements. We fin
lo
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clear evidence for a stationary vortex motion at the onse
dissipation and the creation of phase-slip centers at la
voltages and currents.
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