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Microwave response due to light-induced changes in the complex
dielectric constant of semiconductors
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Cavity perturbation theory was extended to account for light-induced changes in the complex dielectric
constant, as a second perturbation, and the equations were used to interpret the microwave response in the
advanced method of transient microwave photoconductivity~AMTMP!. The equations obtained earlier from a
simpler, first cavity perturbation theory, and those derived for simple geometries are shown to be special cases
of this more general theory. For AMTMP, the harmonic-oscillator model can account for the changes in the
real and imaginary parts of the dielectric constant made by free and trapped electrons, including plasma effects.
The decay of the photoconductivity in semi-insulating~SI! GaAs is dominated by changes in the concentration
of electrons, and changes in the mobility can be neglected. The difference between CdSe and SI GaAs in
regard to changes in the real part of the dielectric constant is due to the substantially larger mobility in SI
GaAs.@S0163-1829~98!10231-X#
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I. INTRODUCTION

Photoconductivity studies of semi-insulating~SI! gallium
arsenide go back to early works of Bube.1 In spite of many
papers on this subject,2–10 photoelectronic properties o
single-crystal SI GaAs are still not fully understood. Due
autocompensation11 undoped SI GaAs possesses many s
band gap states12 to cause carrier dynamics similar to th
found in polycrystalline materials. The present study of
GaAs employed the advanced method of transient mic
wave photoconductivity~AMTMP!, which involved mea-
surement of time-dependent changes in the real and im
nary parts of the complex dielectric constant.7–10 Transient
microwave photoconductivity~TMP!, a popular method to
study photoeffects of semiconductors, is sensitive only
conduction electrons. As a result, AMTMP was developed
extend TMP to include the determination of the photodiel
tric effect.13–15 The essential feature of this method is t
simultaneous determination of cavity quality factor chang
d(1/2QL) ~‘‘photoconductive effect’’! and the shift of the
resonance frequencyd f 0 ~‘‘photodielectric effect’’!, which
can be related to free~conduction band! and trapped elec
trons, respectively. This method has been used to study C
films and single crystals of Si.13–17

Insertion of a semiconductor or dielectric material into
microwave cavity causes a change in the resonance
quency f 0 and the cavity quality factorQL . Slater18 used
cavity perturbation theory to relate these changes to real
imaginary parts of the complex dielectric constant«* 5«8
2 j «9 for various materials. This first perturbation applies
a sample placed in anemptycavity, and it was used to de
termine absolute values of the real and the imaginary part
the dielectric constant.19–26This treatment cannot be applie
to AMTMP because the sample is already in the cavity a
light is used to produce excess electrons. This second pe
bation causes achangein the complex dielectric constan
d«* 5d«82 j d«9. In this paper, general equations are d
rived for this second perturbation.
PRB 580163-1829/98/58~8!/4701~7!/$15.00
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Irradiation creates excess carriers in an active volume
the sample, which is not necessarily equal to the total v
ume. In addition to size, the geometry of this active volum
determines the exact form of the final expressions ford«8
and for d«9, and these expressions are known for only
limited number of sample geometries.19 Previously13–15 we
used a long thin strip approximation for the sample geo
etry, but this approximation restricts the samples that can
studied by AMTMP. In this paper, general perturbation e
pressions are developed using a depolarization factorL to
include the dependence on the sample geometry. As well
harmonic-oscillator model is used to relate AMTMP resu
with quantitative and qualitative changes in the complex
electric constant. For SI GaAs, the AMTMP results we
dominated by changes in the electron concentration,
changes in the mobility had a minor effect.

II. SECOND CAVITY PERTURBATION

The change in the complex angular frequencyv2* for a
nonmagnetic sample is18

dv*

v2*
52

~«2* 2«1* !*Vs
F̄1F̄2dV

2«medium* *Vc2Vs
F̄1F̄2dV12«1* *Vs

F̄1F̄2dV
,

~1!

in which «1* and«2* are the complex dielectric constants
the sample before and after illumination,Vs andVc are the
active sample and cavity volumes, andF̄ is the electric-field
vector. Note thatF1 and F2 correspond to the field in the
sample before and after illumination. The first integration
the denominator is over the cavity volume and includ
«medium* , the dielectric constant of the medium filling the ca
ity. Normally, the experiments are done in the air or
vacuum, so the dielectric constant equals 1. When the sam
is sufficiently small and does not change significantly, t
field in the cavity volume,F25F15F0 is a good approxi-
mation, andF0 is the field in the cavity outside the sampl
4701 © 1998 The American Physical Society
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4702 PRB 58SERGUEI GRABTCHAK AND MICHAEL COCIVERA
Changes in the resonance frequencyf 0 and loaded cavity
quality factorQL also can be related to the changes in
complex angular frequency by21

dv*

v2*
5

d f 0

f 02
1 j dS 1

2QL
D , ~2!

in which d f 05 f 022 f 01 and d(1/2QL)5(1/2QL2)
2(1/2QL1). The cavity quality factor is

QL5 f 0 /D f 1/2, ~3!

in which D f 1/2 is the full bandwidth at half maximum of th
reflected power.

Equating Eqs.~1! and ~2! whenF25F15F0 one obtains
the simplest expression for low conductivity samples:

d«852
1

2

Vcd f 0

Vsf 20
[2

d f 0

f 20G
,

~4!

d«95
1

4

Vcd~D f 1/2!

Vsf 20
[

d~D f 1/2!

2 f 20G
.

These equations are almost the same as those de
previously13 except«18 is absent. Therefore, changes in t
complex dielectric constant were overestimated previousl13

For the general case in which the first term dominates
the denominator, the fieldF2 inside the sample can be re
lated to the external fieldF0 using27 a depolarization factor
L2 :

F25
F0

11L2~«2* 21!
, ~5!

which is valid when a sample with dielectric constant«2* is
placed in a vacuum. An analogous expression applies to
field F1 . The same equations were used to derive the co
sponding relations for thefirst perturbation.23 For the second
perturbation, substitution in the numerator and integrat
for a rectangular TE101 cavity gives

dv*

v2*
52~«2* 2«1* !G

1

11L2~«2* 21!

1

11L1~«1* 21!
,

~6!

in which G52VS /VC . The simplest solution is obtaine
when the whole sample is illuminated, and thenL25L1
5L.

Equating Eq.~2! to Eq.~6! and separating the real and th
imaginary parts provides a system of two equations
changes in the real and imaginary parts of the dielectric c
stant.MAPLE V was used to solve this systemanalytically to
give general equations that are too complicated for publ
tion. However, suitable constants can be chosen to red
them to the forms derived earlier for simpler models. F
example, first perturbation expressions can be considere
a special case and can be obtained by using«1* 51 and«2*
5«82 j «9 ~using the relative dielectric constant!. The result-
ing expressions are identical to those derived earlier ex
that the frequency shift was defined to be positive.23 In ad-
dition, the general second perturbation equations can be
e
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to obtain any of the approximate relations derived earlier
various sample geometries by settingL to the appropriate
values.28

For many practical cases,L50 may not be a good ap
proximation. For thin films and thin strips of wafers it
more appropriate to use the depolarization factor develo
for a general ellipsoid:29

L5
bc

l 2 F lnS 4l

b1cD21G , ~7!

in which b, c, l are the semiaxes of the ellipsoid. For the
GaAs sample used in our experiments~5 mm long,'1.5 mm
wide, 0.52 mm thick!, L obtained from Eq.~7! was suffi-
ciently small ~0.007! so that solutions of Eq.~6! gaved«8
andd«9 nearly identical to the values obtained forL50. In
other words for the sample dimensions used, the approxi
tion of an infinitely long thin strip is justified.

In view of the strong dependence ofL on geometry, it is
not surprising that sample orientation relative to the mic
wave field affects photoconductivity measurements. Anis
ropy was observed when the field was parallel or perpend
lar to thin flat microcrystals inT-grain emulsions.20

III. HARMONIC-OSCILLATOR MODEL

A simple physical model of dynamic dielectric polariz
tion treats the motion of electrons in the microwave field
harmonic oscillation.21,30 Benedict and Shockley31 used this
model to determine the effective mass of free electrons
germanium. Recent work32 showed that this model ad
equately reproduces the dielectric constant of a semicon
tor for excitation levels up to 1020 cm23. In the context of
AMTMP, this model provides an adequate description
free and trapped electrons including plasma effects.

A. Free electron effects

According to the Drude-Zener theory, the free-carrier
fects on the real and imaginary parts of the dielectric c
stant are

d« free8 ~ t !52Dn~ t !e2t2/«0m* @11~vt!2#, ~8!

d« free9 ~ t !5Dn~ t !e2t/v«0m* @11~vt!2#, ~9!

in which Dn(t) is the change in the volume concentration
free carriers,m* is the effective mass,t is the momentum
relaxation time, andv the microwave angular frequency
The momentum relaxation time becomes time depend
when the carrier mobilitym varies with time:

t~ t !5m* @m01Dm~ t !#/e. ~10!

In this equationm0 is the ‘‘dark’’ equilibrium mobility and
Dm(t) is the change in the mobility value after excitatio
From Eq. ~8! one can see that conduction-band electro
cause a negative change in the real part of the dielec
constant. Because the frequency is very nearly constant
ing AMTMP measurements, it is informative to analyze Eq
~8! and~9! for various mobility values keeping the frequenc
constant. In Fig. 1,2d«8 andd«9 are plotted as a function
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PRB 58 4703MICROWAVE RESPONSE DUE TO LIGHT-INDUCED . . .
of the mobility for an angular frequency corresponding
microwave measurements (5.531010 rad/s). The values
have been scaled to permit comparison of the plots. Thus
change in the imaginary part is positive and proportiona
the first power of the mobility, whereas the change in the r
part of the dielectric constant is negative and proportiona
the square of the mobility. In Sec. IV this behavior is d
cussed in regard to the experimental results for low-mobi
(;1023 m2/V s) CdSe thin film and high-mobility
(;1 m2/V s) single-crystal SI GaAs.

B. Plasma effects

Plasma depolarization occurs when the concentration
excess carriers is sufficiently large to cause a harmonic
storing force due to confinement of mobile carriers in a sm
sample volume.30 Including this force in the equation of mo
tion and using the relations between the complex dielec
constant and the complex conductivity gives30

d«plasm8 ~ t !52Dn~ t !e2t2~12vP
2 /v2!/«0m*

3@11$~12vP
2 /v2!vt%2#, ~11!

d«plasm9 ~ t !5Dn~ t !e2t/«0m* v@11$~12vP
2 /v2!vt%2#,

~12!

vP5Ane2L/m* «0@11L~«1821!#, ~13!

in which vP is the resonance plasma frequency that inclu
plasma depolarization effects via the depolarization factoL
introduced in Sec. II,«18 is the real part of the dielectric
constant before excitation, andn is the concentration of free
electrons responsible for plasma effects.

According to Eq. ~13!, plasma effects depend on th
sample shape and are unimportant only for the infinitely lo
thin strip (L50) when the plasma frequency is zero, a
Eqs.~11! and ~12! transform to the corresponding equatio
for free electrons. For a long thin strip of finite length par

FIG. 1. Changes in the real and imaginary parts of the comp
dielectric constant due to excess free electrons as functions of
bility.
he
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lel to the electric field the depolarization effects can be
duced but not completely avoided by choosing dimension
give vP!v. Therefore, plasma depolarization may affe
AMTMP measurements, and the transition from plasma
free electron effects can be observed ifDn(t)@n0 and
Dn(t)'1010– 1015 cm23. At this level of excitation the
plasma frequency is time dependent also, and this effect
be considered when analyzing experimental data.

C. Trapped electron effects

The harmonic-oscillator model for a trapped electron
volves a restoring force proportional to the electron displa
ment and related to the oscillator binding energyEb ~i.e., a
trap depth!. The characteristic frequency of the oscillatorv0
is

v0
25~2/m* !@~4p«0!2/e4#Eb

3. ~14!

The corresponding equations for the changes in the real
imaginary parts of the complex dielectric constant are22

d« tr8~ t !5Dntr~ t !e2~v0
22v2!/«0m* @~v0

22v2!21~v/t!2#,
~15!

d« tr9~ t !5Dntr~ t !e2v/«0m* t@~v0
22v2!21~v/t!2#,

~16!

in which Dntr(t) is the density of the excess trapped ele
trons. In contrast to free electrons, trapped electrons ma
positive contribution tod«8(t). Whenv0!v, Eq. ~15! re-
duces to Eq.~8!, which corresponds to the free electron co
dition. Note that the sign ofd«8(t) changes from positive to
negative for a transition from plasma to free electrons, bu
changes from negative to positive for a transition from fr
to trapped electrons. This behavior facilitates interpretat
of observed sign changes because each transition occu
different points as the concentration of excess electrons
creases.

D. Dominant contributions for AMTMP measurements

For v55.531010 rad/s, the relative contributions of th
various excited species to the complex dielectric cons
can be compared using the equations developed above

d«85d« free8 1d«plasm8 1d« trap8 , ~17!

d«95d« free9 1d«plasm9 1d« trap9 . ~18!

Because the plasma state occurs only at high carrier den
it will always precede the free electron state, and the o
coexisting states will be plasma/trapped electrons and
electrons/trapped electrons. In case of plasma/trapped e
trons, their presence cannot be distinguished because
makes a positive contribution tod«8(t). On the other hand
the negative contribution of free electrons can be dis
guished from the positive contribution from the traps havi
energies within 0.003–0.1 eV. When the mobility is larg
free carriers dominate. Trapped electrons dominate when
mobility is small ;0.001 m2/V s. This analysis is based o
the equations presented above using the following range
parameters:t510213– 10215 s, vP533109– 331012 Hz
~for Dn5109– 1015 cm23), v051012– 1015 Hz ~correspond-

x
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4704 PRB 58SERGUEI GRABTCHAK AND MICHAEL COCIVERA
ing to the trap depth range 0.001–1 eV!. The major contri-
butions tod«9(t) would be from the free electrons only o
from the electron plasma at high concentrations. Beca
these two states do not coexist, either one or the other
contribute tod«9(t). These estimations apply at room tem
perature and will change at sufficiently low temperatu
whenvt>1.

IV. EXPERIMENTAL VALIDATION OF
THE HARMONIC-OSCILLATOR MODEL

This section discusses three approaches based on
harmonic-oscillator model in order of increasing complex
based on the number of effects involved. This treatment
only highlights the major features, but also provides qua
tative information.

A. Approach I

Transient photoconductivity may include both mobili
and carrier concentration changes:

Ds~ t !5n0eDm~ t !1Dn~ t !e@m01Dm~ t !#, ~19!

in which n0 is the dark~equilibrium! electron concentration
m0 is the dark~equilibrium! mobility ~only the electron is
assumed to contribute due to its larger mobility!. Therefore,
the relative importance of mobility and electron dens
changes must be considered in the interpretation of con
tivity changes. The results for SI GaAs are used as an
ample.

Under steady-state illumination, the mobility in Sl GaA
increases up to 100% relative to the dark value.3 A similar
increase was observed recently for transient measuremen
Hall mobility after pulsed illumination.10 During much of the
time required for the decay of the electron density, the m
bility remained almost constant. Since the same period
used for the AMTMP measurement, the mobility was a
sumed to increase by;100% after illumination and to sta
constant during the decay. Even if the mobility were
change during the decay, it would have a small effect on
kinetic analysis because the excess electron density wou
corrected by no more than a factor of;2.5, which is minor
in comparison to the several orders of magnitude cha
observed during the transient decay. This conclusion is ba
on a calculation of the electron density usingm
50.73 m2/V s at 300 K, determined by Hall effect measur
ments.

A test of this conclusion can be made by comparing
value of d«8(t) obtained from the frequency changed f 0
@Eq. ~4!# with the one calculated fromd(D f 1/2) using the
following approach. Over the whole range of temperatu
~213–358 K! and intensities used for SI GaAs, the change
the real part of the dielectric constantd«8(t) was negative,
indicating that free electrons provided the main contribut
to d«8(t), and plasma effects can be excluded. As a res
only free electrons contribute tod«9(t). If changes in the
mobility are neglected in Eq.~19!, Dn(t) can be obtained
from d(D f 1/2) using Eq.~4! and

ds5v«0d«9. ~20!
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According to Eqs.~8! and~9!, bothd«8(t) andd«9(t) must
decay with the same time dependence asDn(t). Values of
Dn(t) obtained fromd(D f 1/2) are given in Fig. 2. Using Eq
~8!, these values were used to calculated«8(t) ~solid line in
Fig. 3!, which is compared withd«8(t) ~dashed line! deter-
mined directly from the frequency shift according to the p
turbation theory. The two curves show not only the sa
time dependence but also they almost coincide numerica
For these calculations, the mobility was adjusted
1.8 m2/V s to obtain the best match between the two curv
in Fig. 2. These results support the conclusion that mobi
changes can be neglected during the decay of the ca

FIG. 2. The decay of the excess electron concentration fo
GaAs ~Approaches I and II, see text!.

FIG. 3. Time dependence of the change in the real part of
dielectric constant for SI GaAs as obtained from experiment
from the harmonic oscillator model~Approach I!.



d
.
o

d

th
on
n

ct

e

e

tr
y
ow

s
A
-
t
ec
be

o
a

de-
of

des
tant

on-
ea-
ults

d

ent.

he
the
me
a ef-
ree
SI
ctron

SI
act
e
ons
ec-
ps
e

ed
al-
al
SI
en

w.

ich
y.
and
ee

ed
ec-
to
the

tic
Eq.
Eq.

o

PRB 58 4705MICROWAVE RESPONSE DUE TO LIGHT-INDUCED . . .
density. Furthermore, the Drude-Zener theory adequately
scribes the laser-induced behavior observed for SI GaAs

For these calculations at 358 K, the SI GaAs sample v
ume was 53130.52 mm3. The active volume was define
by the rectangular laser beam (431 mm2), and the absorp-
tion coefficient measured at 1064 nm was accurate wi
15%. The light intensity corresponded to an initial electr
concentration;1015 cm23. The sample was treated as a
infinitely long, thin strip because the depolarization effe
were small~see Sec. II!.

B. Approach II

This approach considers the mobility as a time depend
parameter@Eq. ~10!#. Exclusion ofDn(t) is accomplished by
dividing Eq. ~8! by Eq. ~9! to give the absolute value of th
electron mobility after excitationmL :

mL~ t ![m01Dm~ t !52
d«8~ t !

d«9~ t !

e

m* v
. ~21!

Changes in the real and imaginary parts of the dielec
constant were calculated according to perturbation theor
described in Approach I. The results plotted in Fig. 4 sh
the mobility stays almost constant from;331027 to ;4
31025 s at a value;2 m2/V s, which is very close to the
constant value used in Approach I. These results are con
tent with the twofold increase observed for several SI Ga
crystals by the Hall method.10 Furthermore, the constant re
gion starts at about the same time, but the range canno
compared because of the noise associated with our t
nique. The initial apparent fast component is spurious
cause the corresponding fast components ind«8(t) and
d«9(t) were not completely resolved. The absolute value
mobility obtained by this method is estimated to be accur
within 50%, which is sufficient to verify the mobility is

FIG. 4. Time dependence of the light-induced mobility~Ap-
proach II! and the mobility changes~Approach III! for SI GaAs. For
short times, the time constant of the cavity prevents resolution
the transient.
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nearly time independent. Taking into account the time
pendence of the mobility, the decay of the concentration
excess electrons is plotted in Fig. 2, which almost coinci
with the corresponding curve obtained assuming cons
mobility ~Approach I!.

C. Approach III

This approach, which is the most rigorous treatment, c
firms the plasma effect is unimportant for the present m
surements. In this case, the finite length of the sample res
in a nonzero value ofL50.007, which was approximate
from Eq.~7!. In place of Eqs.~8! and~9!, Eq. ~11! is divided
by Eq. ~12!:

d«8~ t !

d«9~ t !
52

@m01Dm~ t !#m*

e
vS 12

vP
2

v2 D . ~22!

In this equation, the ratio is not independent ofDn(t) be-
cause the plasma frequency is concentration depend
MAPLE V was used to solve Eqs.~19! and~22! for Dm(t) and
Dn(t), to get the analytical expression forDm(t) ~Fig. 4!.
Comparison of Approaches II and III in Fig. 4 shows that t
use of a finite sample length has only a minor effect on
mobility change, and it is essentially constant over the ti
range where changes can be resolved. Therefore, plasm
fects are unimportant over this time range, and the th
approaches verify that the conductivity decay for our
GaAs sample depended on the decay of the excess ele
concentration only.

V. TRAPPED ELECTRON CONCENTRATIONS

The presence of shallow traps is well established in
GaAs,3,12 although there is some question about the ex
density of these traps.11,33 As discussed above, the positiv
shift of the resonance frequency indicates free electr
make the dominant contribution to the real part of the diel
tric constant, despite the good possibility that shallow tra
are filled in SI GaAs after illumination over the time rang
studied. In contrast, thin-film, polycrystalline CdSe exhibit
a negative shift of the frequency, indicating electrons in sh
low traps made the dominant contribution to the re
part.13,15 The range of temperatures and times used for
GaAs was similar to that for CdSe. This difference betwe
CdSe and SI GaAs in regard tod«8(t) is related to the mag-
nitude of the mobility for each material as discussed belo

Because of the difference in sign ofd«8(t) made by free
and trapped electrons, the relative concentrations at wh
d«8(t)50 depend on the magnitude of the dark mobilit
For CdSe and SI GaAs, the values are 0.0014
0.73 m2/V s, respectively. In the case of SI GaAs, the fr
electrons dominate at a density of 231011 cm23 or lower
~see Fig. 2!, and this value was used to calculate the trapp
electron densities at which the contribution of the free el
trons tod«8(t) is a factor of 100 larger than the value due
trapped electrons. Above this trapped electron density,
free electrons begin to lose their domination ofd«8(t). This
ratio and Eqs.~8! and ~15! were used to calculateDntr for
various binding energies listed in Table I. The characteris
frequencies of the oscillator were calculated according to
~14!, and the relaxation time was calculated according to

f
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TABLE I. Estimated upper limit to trapped electron density. Above this density, the contributio
trapped electrons tod«8(t) begins to dominate over the one for free electrons. This estimate is based o
free electron densities given in the text.

Trap depth,DE ~eV!
Concentration of trapped electrons

in CdSe (cm23)
Concentration of trapped

electrons in SI GaAs (cm23)

0.001 30 13 106

0.01 23104 23 109

0.1 33107 131012

0.3 83108 431013
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~10!. For CdSe this time was calculated to be 10215 s using
m* 50.13m0 . For SI GaAs the following values were use
m* 50.063m0 , t53.6310213 s. For a low mobility mate-
rial like polycrystalline CdSe, it can be seen that density
trapped electrons must be very low before free electrons
dominated«8(t). Indeed, the positive change in the real p
observed for this material indicates that the actual concen
tions of trapped electrons exceeds upper limits given
Table I. On the other hand, for SI GaAs, Table I indica
that 231011 cm23 free electrons still dominate when th
electron density in the 0.1-eV trap is as high as
31012 cm23. Consequently, the upper limit for SI GaAs
substantially larger than that for CdSe. It is understood t
the ratio chosen is arbitrary; however, these conclusions
not change if a smaller value is chosen. Thus it can be c
cluded that the effect ond«8(t) was dominated by free elec
trons in SI GaAs, but trapped electrons dominated in Cd
because it has a substantially smaller mobility.

This approach sets a more realistic upper limit than
polarizability method34 used to estimate the trapped electr
density in CdSe.13 Assuming equal polarizability for all trap
normally detected by photodielectric effect~in the energy
range 0.003–0.3 eV!, the concentration of electrons in sha
low traps after illumination was estimated to be less th
1011 cm23 in SI GaAs, which is substantially lower than th
sum of the values in Table I. This approach suffers from
assumption that all traps within the 0.003–0.3-eV range h
the same polarizability. Because this condition applies o
to a few tens of meV depth for the hydrogenlike center,
concentration of electrons in traps deeper than 10–20 m
was underestimated. In fact, semiempirical calculations fr
polarizability measurements~i.e., second-order Stark effec!
made for AgCl showed that polarizability of electrons
, J
f
an
t
a-
n
s

at
ill
n-

e

e

n

e
e

ly
e
V

hydrogenlike states was about one order of magnitude big
than the value for free electrons and about four orders
magnitude bigger than that for deep traps.

VI. CONCLUSIONS

General second cavity perturbation expressions have b
derived for the changes in the complex dielectric const
without simplifying assumptions. By introducing the dep
larization factorL into these general expressions, it is po
sible to generate simplified expressions obtained by oth
for appropriate sample geometries. As a result, change
the complex dielectric constant can be treated in a uni
way. The implications of the harmonic-oscillator theory f
AMTMP measurements were analyzed in terms of the d
tinctive behavior of free and bound electrons. The model w
applied to several basic electron states: free, shallo
trapped, deeply trapped, plasma. The relative contribution
these states to changes in the complex dielectric cons
depends on the total concentration of the carriers. T
harmonic-oscillator model was found to be consistent w
the experimental results obtained for SI GaAs for which
dominant contribution to the changes in the real part of
complex dielectric constant came from the free~conduction
band! electrons. The different behavior of CdSe and SI Ga
in regard to the real part of the dielectric constant could
ascribed to the large difference in their mobility values.
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