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Amorphous-crystal interface in silicon: A tight-binding simulation
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The structural features of the interface between the cystalline and amorphous phases of Si solid are studied
in simulations based on a combination of empirical interatomic potentials and a nonorthogonal tight-binding
model. The tight-binding Hamiltonian was created and tested for the types of structures and distortions antici-
pated to occur at this interface. The simulations indicate the presence of a number of interesting features near
the interface. The features that may lead to crystallization upon heating in¢lidk chains with some
defects, most prominently dimers similar to those on tH@®) 2X1 reconstructed free surface. Within the
amorphous region order is lost over very short distances. By examining six different samples with two inter-
faces each, we find the energy of the amorphous-crystal interfaceQodi€e-0.05 J/nd.
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[. INTRODUCTION explored through such calculations are severely restricted.
Past efforts have either used hand-built modélspmputer

The crystalline and amorphous phases of silicon are correlaxed geometrical modelsor molecular-dynamicgMD)
sidered prototypical examples of a tetrahedrally coordinategimulations based on empirical interatomic potentidls.
network in ordered and disordered forms. Each phase has Here we combine the use of the Stillinger-Weber empiri-
been intensively studied experimentally and theoreticallycal interatomic potential and a recently developed semi-
and both are used in a very broad spectrum of electroniempirical quantum-mechanical technique, based on a non-
applications. Currently all Si integrated circuits employ sev-orthogonal tight-binding TB) Hamiltonian that was param-
eral ion implantation steps in their fabrication. Regions thatetrized to represent accurately a wide range of bulk and sur-
receive a sufficiently high implantation dose become amorface structures of $SiThe use of the empirical potential was
phous within approximately 100 nm of the free surface; themotivated by the fact that it affords fast but less accurate
crystal structure is restored by an interface-mediated crystatg|culations for parts of the simulation where maintaining
lization process called solid-phase epitaxial grod®®EQ.  high accuracy is not important; specifically it is used to bring
While much is known about the structure of the crystal andhe system from a high-temperature, liquid-crystal interface
amorphOUS phases indiVidUa"y, ConSiderably less direct infar from equ”ibrium' to a |0w_temperature amorphous_
formation is available about the structure of the interfacecrystal interface near equilibrium. Once the system is close
between them. In light of the importance of SPEG, and ofig equilibrium, we switch to the TB model, which can handle
the intrinsic interest of interfacial phenomena, a detaileqfeasonabw |arge Systems and is Sufﬁcient]y fast to allow ex-
atomistic study of the amorphous-crystal interface in Si isp|oration of configuration space, while maintaining the basic
appropriate. The inaccessibility of the interface atomicquantum-mechanical treatment of electronic degrees of free-
structure by experimental probes leaves as the only alterngom. As such, it is superior to empirical interactions that are
tive realistic simulations of this system. In this paper weconsiderably more restricted in their ability to describe large
discuss such simulations and the insight they provide into thetryctural distortions and the breaking and formation of co-
atomic structure and dynamics at the amorphous-crystal ingajent bonds. The results of the tight-binding studies can also
terface in Si. be used as starting points for more elaborate parameter-free

There are two ma.jor obstacles in Simulating this interfacequantum_mechanica| Ca'cu|ati0ns' a|th0ugh we anticipate

first, a relatively large number of atoms must be included inthat the essential features will remain unchanged.
the simulation to ensure that the character of the two phases

is represented accurately; second, extensive exploration of

conflgurathn space is required to ensure that the system is Il. METHODOLOGY

not locked in some smafbnd potentially not representatjve

region of the accessible configuration space. Ideally one We use constant-temperature, constant-stress MD to pre-
would like to simulate this system by means of unbiasedpare the amorphous-crystal interface samples starting with a
parameter-free quantum-mechanical calculatipssch as liquid-crystal interface as described below. Because of the

density funtional theory in the local density approximationlarge time scale necessary to create reasonably equilibrated
(DFT/LDA)], but both the size of systems that can beamorphous samples, the use of the tight-binding Hamiltonian

handled and the extent of configuration space that can b® compute the interatomic forces while the system is very
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far from its equilibrium state is impractical, and indeed not \ / |

beneficial. Instead we use the Stillinger-Weber interatomic ’&;—; g \\‘é \GZ\*/\

potential to bring the system reasonably close to equilibrium \.3‘!‘—‘—' /\\&>’|\‘}’“va\ \’/ V’

and only then turn on the tight-binding Hamiltonian. The , /‘I'h‘x\ Q% v/‘\.“\“/ \‘

equations of motion are integrated with a Gear predictor- — '%"9§O l’,“/"iﬁ‘\‘\ (=
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corrector algorithfiwith a time step of 1 fs. The temperature ‘Q,S_’a g \‘Q//‘?\‘X" f/ I

is kept constant using a velocity rescaling algorithm where / ’U.\\.”\(C-,‘L“‘\}

temperature once every 500 time steps. Zero stress is mair
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interface, we maintain a portion of the simulation cell in the SF7 A ' 2
crystalline phase by keeping it below the melting point, l‘],\'l\/‘ /g'l‘\l‘ I\N‘/‘ I'N\I‘
while melting and then quenching the remainder of the cell. \‘\ \M AN \ v A\
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1000 K, using the method of Luedtke and Landmar
total of six samples, cooled to 100 K and equilibrated with ¢ 33 /4\‘/
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Standard measures for characterizing the structure of the \'43/""\ /e/"ﬁ f‘\_‘{\/ 1 /‘—\\/
bulk phases are the radial pair correlatigfr) and bond- P Hh \\ 3 ,’\ ”‘

angle distributiorp(#) functions. These are shown in Fig. 2
averaged over all six samples. For the amorphous regions
(those that were thermally cyclgdhe functions were com-

puted from samples where the atoms in the CryStf"" re%mn%g to the crystalline regignare in black, atoms in the region that
(tho.se that. Wgre kept co)IdNerg removed, but using t, € was heated and then coolécorresponding to the amorphous re-
original periodic boundary conditions. For the crystal reglonsgion) are in white. Bonds are drawn between atoms closer than a

the atoms in the amorphous regions were removed. BecaUgRtance of 2.7 A. Periodic boundary conditions apply in all three
of the missing neighbors at the edges of each region thgjrections.

normalization for the curves is nonstandard, although the

overall shape is not affected. The pair correlation functiongoordination of the atoms in the crystalline region is nearly
exhibit the expected features: averages over atoms in theerfect; in the amorphous region there is a significant num-
crystalline regions show distinct order at all ranges alloweder of defects, with overcoordinated atoms predominating.
by the size of the simulation cell; averages over atoms in th&@here is also a significant number of minimal ringom-
amorphous regions show distinct first- and second-neighbgsuted using shortest path analySiswith size other than six,
peaks, but no order at longer range. In particular, they do ndhcluding a few eight-membered rings. In agreement with the
have a third-neighbor peak, a feature also seen in DFT/LDAesults of DFT/LDA MD simulations by Sticlet al,'* we
simulations! and in experiment? In the following, the po- also observed more 5-membered than 7-membered rings.
sition of the minimum between the first two peaks of the pairThe total ring statistics indicate more even-membered rings
correlation function (=2.7 A) is used as the criterion for than the random bond switching model of Wootsral,***®
defining the neighbors of an atom in the amorphous regionsand fewer odd-membered rings.

FIG. 1. View of a sample along a (110) axis of the crystal.
Atoms that were kept cool throughout the simulati@orrespond-

The mean bond angles are 108&° and 108.414° in the The characterization of the interface is somewhat more
crystalline and amorphous regions, close to the ideal tetrahelemanding. In order to identify the interface region and to
dral angle of 109.5°. characterize its features we define three different quantities.

Coordination statistics and ring statistics based on th&he first of these is the rms deviation of the bond angles
same nearest-neighbor criterion are listed in Table I. Thérom the ideal tetrahedral angled. The bond angle devia-
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FIG. 2. Measures of order in the bulk of the crystalline and 212'? (€) ]
amorphous regiongas defined in the tekt Pair correlation func- e 205 | |
tionsg(r) and bond angle distribution functiomng 6). = éo m

195 .
tion for each atom versus iscoordinate, averaged over all 19 + -

samples and smoothed by averaging over a thickness 18.5 : : : ' :
Az=1.0 A, is plotted in Fig. 8). Although the differences 0 5 10 15 20 25 30
between the crystal and amorphous regions are Sichadl to
the strong angular forces in silicprv - A-thick transition re-
gions associated with the interfaces are clearly visible be- g 3. Local measures of order through the samples containing
tweenz=5 and 12 A, and between=17 and 24 A. This 4 crystal-amorphous interface, averaged over six samples. The or-
observation is in contrast to results of Spa€p#m an dinate is thez coordinate of atoms along tfi€01] direction of the
analysis of a hand built model for a (111) interface relaxectrystal, which is normal to the interfacé) A 6 is the RMS devia-
with a Keating potential that shows a larger bond angle detion of the nearest-neighbor bond angles from the ideal tetrahderal
viation at the interface than at either of the adjacent phasesngle of 109.5 °(b) |v}| is the magnitude of the sum of the nearest-
A second quantity we define to characterize the interfaceeighbor vectorstc) Q, is the Voronoi volumegvolume of region
is the sum of the vectors pointing from an atom to its nearesgloser to the atom than to any other ajorfihe lettersa and ¢
neighbors. This vector quantifies the asymmetry of thendicate the amorphous and crystalline regions of the samples, re-
atomic environment. For example, if an atom is missing onespectively. The vertical dashed lines correspond to the position of
of its neighbors while retainingp® bonding, this vector will  the interface.
point away from the missing atom. We refer to this vector as

—

the “tetrahedral vector'v;. Because of the difficulty of plot-  tor sum becomes more useful when its values and directions
ting vector quantities, the magnitude zﬁfversus thez posi-  at individual interface atoms are considered: these indicate
tion of each atom is plotted in Fig.(13), averaged over all the direction and amount by which a given atéon one of
samples and smoothed as described earlier. The differencis neighborsshould move in order to create an environment
betweeen the crystalline and amorphous regions are agaifloser to the crystalline state.

small but distinct. The extent of the interface usingds very A third local quantity we employed to characterize the
similar to that indicated by 6. In the interface region, both interface region is the volume of the Voronoi polyhedron

A6 and v, vary monotonically between the values in the associated with each atofy, , plotted in Fig. 3c), averaged

amorphous and the crystal regions. The definition of the vecover all samples and smoothed as described earlier. This
quantity gives a local measure of the density, as well as an

TABLE I. Coordination and ring statistics averaged over six estimate of the free volume around each atély.is about
samples. Coordination statistics are tabulated separately for th£9.0 A3 in the crystal, which corresponds to a 3.5% com-
crystalline and amorphous regions. Note that the rings are too largeression of the unstrained bulk crystal volume. In the amor-
compared to the thickness of the crystalline region to allow for suctphous regior(}, ranges from 20.0 Ato 20.5 A%, i.e., the
a separation, so values averaged over the entire sample are listekmorphous phase is a few percent less dense than the crystal.
To determine the variation of the strain with position and

z-coordinate (A)

Coordination statistics direction, we calculated the mean nearest-neighbor spacing
Neighbor num. 2 3 4 5 projected along the in-plane axesandy, and the perpen-
Crystal 01% 0.4% 98.6% 0.9% dicular axis,z. In the crystalline region thg andy spacings

are 7% smaller than the spacing along the perpedicular di-
rection, indicating that the crystal is under biaxial compres-
sion. In the amorphous region tlxeandy spacings are 3%
Ring Size 3 4 5 6 7 8 larger than in the perpendicular direction, indicating that the
All rings 0.01 0.04 0.36 1.11 0.86 259 amorphous is under biaxial tension. Because the two adja-
Minimal rings 0.0l 004 036 099 025 0.01 centphases are in opposite strain states, it is impossible to
resolve the sign or magnitude of the interface stress.

Amorphous 0.1% 3.2% 91.7% 4.9%
Rings per atom
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mated by Tsao and Peeféyor Yangl’ represent a lower
limit on the true value of the interfacial tension. At suffi-
ciently low temperatures the entropic contribution to the in-
terfacial tension can be neglected amg. can be approxi-
mated by the excess interfacial energy per unit arga
which is easier to determine theoretically. Mathematically,
g,c IS defined as the excess energy of a system with an
interface over the weighted sum of the energies of the two
constituent phases,

gac= (E—Ncec—Naea)/A. 1)

E is the total cohesive energy of the sample with the inter-
face, e, and ¢, are the cohesive energies per atom of the
reference crystal and amorphous statés,and N, are the
number of atoms in the crystalline and amorphous phases,
respectively, andA is the total area of the interface. An
analogous equation to Eql) for o, can be obtained by
replacinge. and ¢, by the corresponding free energies of
these phases per atom, and g,. When the system is in
equilibrium, the assignment of atoms to the individual phases

FIG. 4. Plan view of an amorphous-crystal interface with the(l'e" thﬁ ddet?rr_r:_matlon ZNC and N,) :S unne_(lz_(;,;s_sary I?e-
same colors as in Fig. 1. One dimer defect in the crystalline regioﬁause’ y aefinitiong andg, are equal in equilibrium. or

near the bottom center of the image and one near the left center aPBe S'l'con_ amorphous-crystal mterface_' even whep cgn
easily seen. be approximated by ,., the determination oN, andN, is

necessary because the two phases are not in equilibrium with
For a better understanding of the structure of the€ach other. Hence we must determine which atoms should be

amorphous-crystal interface we created slices of the samplé@nsidered “crystalline” and which “amorphous.”
parallel to the interface. Perspective views of these slices T0 do that we visualize slices of our samples parallel to
reveal some interesting characteristics: Fig. 4 is an exampl@€ interface and label as crystalline any atoms that are
where the prominent features of the crystalline portion ardonded to two atoms that were kept frozen or two other
chains of atoms along thgl10] direction, with very few atoms that are labeled as crystalline by this procedure, pro-
defects. The atoms that are not in ideal positions forn¥ided that the two atoms would share a common neighbor in
dimers, where pairs of atoms on adjacght0] chains have the perfect crystal. This ensures that all the atoms that are
come close together to form a bond, a feature that was alsgPnsidered part of the crystal are in a nearly ideal crystal
seen in the hand-built model of Saito and OhdoraBine  €Nvironment on at least one side, and all are members of
example of this defect is seen on the left side of the image igixfold rings that are contained in the crystal. Because the
Fig. 4 (between the two verticdl110] chaing. This feature ~ Calculated interface energy is sensitive to the number of crys-
is very similar to the well-known $001) 2x 1 free surface @l atoms we need to employ a more rigorous definition of
reconstruction, although in the present case the atoms paifl® bond between atoms than the one used earlier, which
ticipating in the dimer have four bondeach with two more  "elied simply on distancéatoms closer than 2.7 A were con-
neighbors on the crystalline side and one more neighbor ogidéred bondedTo this end, we consider atoms bonded only
the amorphous sideOn the amorphous side of the interface, If the tight-binding charge density half way between them is
some atoms are beginning to assume positions compatibRPOve a threshold value that is obtained by using representa-
with the crystal lattice. They line up in chains aloplo] ~ tve s andp orbitals attached to each atom. Typically, be-
directions(top of image in Fig. % as would be expected for tWeen 10 and 20 pairs of neigboring ato(osit of about 650
the next layer in the crystal. The remaining atoms are arPairs in each samplehave charge densities that fall below
ranged in more disordered configurations. this threshold and are not considered to be bonded to each
other, even though their distance is shorter than 2.7 A.

A second complication in using our tight-binding Hamil-
tonian to compute the interface energy is the precise value of

One important quantity that characterizes the interface is. ande,. The reference crystal state is an uncompressed
the interfacial tensiowr,., which is, for a single-component diamond lattice (the compression energy is negligiple
system, the excess free energy per unit area. This excessti#vial to generate and its cohesive enekgyis easy to com-
responsible for the barrier to nucleation of the crystal in thepute. To compute an appropriate reference amorphous state
middle of the amorphous phase; typically the interfacial tenfrom which ¢, can be estimated, we take each interface
sion is determined experimentally by interpreting nucleationsample and apply the same procedure we used to create the
rate measurements under conditions where heterogeneoasorphous portion, but this time keeping a 4.75 A slab cen-
nucleation is believed to be insignificant. Because it is diffi-tered in the middle of the amorphous portion frozen. In this
cult to ensure that this condition has been achieved, experway, we make the entire sample amorphous. Each bulk
mental values for the interfacial tension, such as those estamorphous sample is then relaxed with the tight-binding

IV. INTERFACE ENERGIES
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Hamiltonian, and used as the reference state when computiraprresponding interface energy. Using their plot of the ex-
the interface energy for the corresponding interface sampleess energy, and considering their “original surface” as a
The resulting bulk amorphous samples have cohesive enepart of the crystal, we compute an interface energy of
giese, between 4.519 and 4.536 eV/atom, corresponding t®.23 J/m}. These values are consistent with our calculation
an excess energy for the amorphous phasg. of 0.17 to  considering the substantial differences in interface geometry
0.19 eV/atom. These values are a factor of two higher thamand computational methods. The most recent experimental
an experimental value foAe,. of 0.097 eV/atom, as ex- measurement of the amorphous-crystal interfacial tension for
trapolated ® 0 K from Donovan's measureméhat 960 K silicon we are aware of is by Yarig:an interfacial tension of
using the specific heat listed in that work. 0.48 J/nt was obtained by fitting a physically motivated
The resulting interface energies,. range from 0.39 to kinetic model to the observed nucleation rate of crystals dur-
0.54 J/nt for the six different samples, with a mean of ing ion-beam enhanced crystallization of an amorphous
0.49 J/n and a standard deviation of 0.05 J/rihe scatter sample. The agreement of this value with our calcalution is
is due to several factors. The total energy of the two interexcellent, but probably fortuitous. The only other experimen-
faces in each sample is a small numkatoout 15 ey com-  tal result we are aware of is the work by Tsao and Petfcy.
puted by subtracting large numbetetal energies for the They deduced an interfacial tension of 0.04 2Jfinom Ko-
interface and reference states, each of order 1500 ®sat-  ster's nucleation rate measurements for amorphous thin
ter of 0.3% in the total energy of the interface samples offilms,'® where the nucleation is unlikely to be homogenous,
reference amorphous sampléshich is inevitable due to and is therefore not a reflection of the true interfacial tension.
their disordered nature and small size of the sysjaraases
a scatter of 30% in the computed interface energy. Partitiqn- V. SUMMARY
ing the atoms into crystalline and amorphous parts also in-
volves an error of about two or three atoms per interface, Using a combination of interatomic potentials and a spe-
arising from both the threshold charge density value for coneially optimized nonorthogonal tight-binding Hamiltonian
sidering two neighboring atoms bonded and from errorsve have created amorphous-crystal interfaces in silicon by
made in the manual counting process. There is also a poteperforming melt and quench numerical experiments. The in-
tially larger source of error in the arbitrary definition of what terfaces are abow A thick. All measures of order we con-
is required for an atom to be considered “crystalline.” Somesidered interpolated smoothly between the crystalline and
other criteria we considered, using the values of differenamorphous values. Slices of the sample along the interface
measures of order to distinguish between “crystalline” andreveal features analogous to dimers on th@@®l) surface
“amorphous” atoms, gave values fdt, that differed by as and short crystal-like chains in the amorphous layer adjacent
many as tens of atoms from the topological criterion de+to the crystal. By comparing the energies of samples with
scribed previously. and without interfaces we compute an interface energy of
The only previous attempt to compute the interface enabout 0.49 J/ in good agreement with experimental evi-
ergy through simulation we are aware of is Spaepen’s Workdence and other theoretical work.
using a Keating potential to evaluate the energy of each atom
in a hand-built model of a (111) interface; the computed
interface energy was 0.31 JmSaito and Ohdomérialso ACKNOWLEDGMENT
computed the Keating potential energy as a function of dis- This research was supported by the Harvard MRSEC un-
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