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Determining the electronic properties of semi-infinite crystals

Werner Hummel and H. Bross
Sektion Physik der Ludwig-Maximilians-Universita¨t München, Theresienstraße 37, 80333 Mu¨nchen, Germany

~Received 30 December 1996!

A self-consistent method for the calculation of the electronic structure of crystalline surfaces is described. It
is based on a semi-infinite geometry with individual surface atomic layers stacked onto an infinite number of
bulk layers. Contrary to models based on slab or superlattice geometries there is no artificial distortion of the
correct asymptotic behavior of the wave functions so that an exact distinction between surface and bulk effects
is possible. Furthermore there are no principal restrictions on the shape of the self-consistent potential. A
special form of wave-function matching is used to construct the discrete surface states as well as the continuum
of bulk states from complete sets of solutions of the Schro¨dinger equation in each single layer. The semi-
infinite substrate is treated as a whole by means of the complex band structure which appears as an easily
obtainable side-product of the theory. The main improvement at this step is the complete avoidance of the
inherent numerical instability which prevented the application of similar matching techniques to other than
very simple materials so far. The layer solutions of the Schro¨dinger equation are obtained by means of the
spline-augmented-plane-wave method providing very accurate wave functions. As a first application the~001!
and ~111! surfaces of aluminum were investigated. The results obtained include the self-consistent charge
density, the work function, and the complete band structure of the surface states and resonances. All calcula-
tions are found to be in good quantitative agreement with experiment.@S0163-1829~98!00124-6#
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I. INTRODUCTION

For the theoretical investigation of the electronic struct
of crystal surfaces within the framework of the local dens
approximation1,2 ~LDA !, a variety of methods has been d
veloped so far. According to their underlying model geo
etry they can be classified into two main groups. The fi
group to be mentioned here consists of the methods base
slab or superlattice geometries, where the influence of
bulk substrate is approximated by means of a finite num
of interior atomic layers.3–16These models are of great pop
larity, arising from the fact that most of the well-approve
techniques for calculating the band structure of a thr
dimensional infinite crystal can be adapted without princi
difficulties. Since the influence of the surface on the cha
distribution is decaying within a few surface layers, the
methods are well suited for the calculation of the cha
density and related quantities. However, this is not the c
for the investigation of eigenstates and other energy-reso
quantities which in general have a much greater spatial
tension and are artificially modified in their decay behav
in such models. As a consequence an exact distinction
tween surface and bulk effects is lost. Moreover, the
avoidable interaction between the opposite surfaces lead
a splitting of all states which may reduce the energy reso
tion considerably. The consequences of these shortcom
may be diminished by increasing the number of layers,
the pay is an enormous increase of numerical expense.

These drawbacks do not arise with the other group
methods which are based on a semi-infinite geome
Within this model, first self-consistent calculations were p
formed by Lang and Kohn on the assumption of a uniform
distributed charge background with some aspects of cry
structure taken into account perturbatively.17,18 After that, a
very general method of treating realistic semi-infinite cry
PRB 580163-1829/98/58~3!/1620~13!/$15.00
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tals based on wave-function matching was proposed by
pelbaum and Hamann.19,20This approach, however, relied o
the propagation matrix method21,22 which was shown by
Wachutka23,24 to be not correct in the mathematical sense.
numerical calculations this mathematical deficit turns out
an inherent instability growing exponentially with the num
ber of planar plane waves in the ansatz. For this reas
applications of that method to other than very simple ma
rials were not successful so far.25,26

Other approaches followed27–30which were, however, no
free of restrictions on the wave functions or the potent
Here, first self-consistent results were obtained by Ingl
field and Benesh31 by means of the embedded potent
method28 applied to Al and Ni surfaces.

In order to avoid any of those restrictions, Wachutka
turned to the ideas of Appelbaum an Hamann and sho
how to replace the propagation matrix method to achie
mathematical correctness.24 The main difference to the origi
nal approach was that the single layer problem was treate
a boundary value problem rather than as initial value pr
lem.

In the present work these ideas are generalized, so tha
problem connected to the boundary conditions vanishes c
pletely. With the variations described below the approach
Appelbaum and Hamann now turns out as an efficient t
for the investigation of layered structures which combin
the advantages of a semi-infinite geometry with high pre
sion.

This treatment also saves a great amount of comp
time, as the numerical effort is determined only by the re
tively small number of atomic layers differing considerab
from a bulk layer and, moreover, this expense increases
linearly with that number. This last feature makes t
method particularly well suited for the investigation of m
terials with bad screening properties such as semicondu
1620 © 1998 The American Physical Society
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PRB 58 1621DETERMINING THE ELECTRONIC PROPERTIES OF . . .
surfaces or heterostructures which require a greater num
of individually treated layers than metals. Nevertheless, a
first application of the method the low indexed surfaces
aluminum are investigated.

II. SOLVING THE SCHRÖ DINGER EQUATION

In order to obtain the solutions of the Schro¨dinger equa-
tion the semi-infinite crystal is divided into single atom
layerszL

(n)<z,zR
(n) ~n50,1, . . . ,̀ ; z denotes the coordinat

perpendicular to the layers;r i the coordinates parallel to
them! with the semi-infinite vacuum region considered as
zeroth layer~Fig. 1!. Omitting reconstructions for the tim
being, all layers are invariant under translations by pla
lattice vectorsRi . Since only a relatively small number o
top layers are affected considerably by the surface, the
sumption is made that all layers left from an appropriat
chosen layerNb ~including that layer! already have the sam
effective potentialVeff and charge densityr as the layer in-
finitely deep inside the crystal:

fmodel
~n! 5H lim

k→`

f~k!, n>Nb ,

f~n!, n,Nb ,
f5Veff ,r. ~1!

In the following these identical layers are called bulk laye
It should be emphasized here, that in contrast to the pote
the wave functions are not restricted in any way, but ke
their correct asymptotic shape also deep inside the cry
This is an important fact, because in general the effect of
surface on the wave functions has a much greater sp
extension than the effect on the potential or the charge d
sity which are smoothened by screening effects and the i
gration over the Brillouin zone. Thus a much greater num
of individually treated layers would be necessary—as in
case of slab based methods—if the wave functions w
clipped too.

The solutions of the Schro¨dinger equation are now ob
tained by determining the total of partial solutions with
each single layer followed by a matching procedure to g
the differentiable global wave functions. Inside each sin
layer the Schro¨dinger equation is treated as a partial diffe
ential equation with the energy and the planar propaga
vectorki considered as parameters. Because of the full th
dimensional periodicity of the potential inside the bulk r
gion, the solutions within this domain can additionally
classified according to a third propagation vector compon
k' perpendicular to the surface. Since the bulk region

FIG. 1. Model of the semi-infinite crystal.
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bounded at one side, this component may also be comp
thus leading to the concept of the complex band structu32

which describes the total of solutions in this semi-infin
domain completely.

Up to this point the procedure essentially follows t
ideas of Appelbaum and Hamann.19 However, because of the
inherent instability of the propagation matrix method used
these authors the further proceeding has to be altered.

A. The single layer problem

If A denotes the two-dimensional Wigner-Seitz cell of t
planar periodic crystal with lattice vectorsRi , then a single
layer is represented by an elementary regionV5
A3[zL ,zR[ and the problem is to find all solutions of th
Schrödinger equation within this layer with the Bloch prop
erty

ckiE~r i1Ri ,z!5eiki•RickiE~r i ,z! ~2!

for a given planar propagation vectorki and energyE. How-
ever, since the application of a variational principle requi
the problem stated to have a unique solution, a furt
boundary condition has to be imposed. In the case of
propagation~or transfer-22,33,34! matrix method this addi-
tional condition is the specification of the value and the n
mal derivative ofc at oneside of the layer. This works wel
with one-dimensional, i.e., ordinary differential equation
but it fails when applied to a partial~elliptic! differential
equation. To state this problem correctly, the boundary c
ditions must be enclosing, i.e., imposed onboth sides.23,24,35

A proper choice are Dirichlet boundary conditions, where
value ofc is specified on the whole boundary and the norm
derivative is left free. Since the Bloch property~2! can be
shown to work as a correct ‘‘enclosing’’ boundary conditio
in the parallel directions,23 we are left with the condition

cki
~r i ,zX!5(

K i

bK i

X ei ~ki1K i !r i for XP$L,R%, ~3!

wherebI X are the Fourier coefficients of an arbitrary Bloc
periodic function defined on the layer boundariesX. K i de-
notes the two-dimensional reciprocal lattice vectors. No
there exists a unique and stable solution for any given va
of bI X, exactly if there is no nontrivial solution which van
ishes at both sides of the layer. However, such solutions w
a boundary value of zero only exist at discrete energies~for
fixed ki! which are equal to the energy eigenvalues of
layer enclosed in an infinitely deep well. Because these
ergies constitute a set with measure zero they can be
glected in connection with energy-integrated~physical!
quantities such as the charge density, but they may ca
numerical effects when calculating the wave function wh
are discussed later.

For wave functionsc satisfying Eqs.~2! and~3!, it is easy
to show that the Schro¨dinger equation is equivalent to th
variational problem

dF~c,c!50 for given bI X, ~4!

where

F~j,c!:5H~j,c!2ES~j,c! ~5!
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1622 PRB 58WERNER HUMMEL AND H. BROSS
and

S~j,c!:5E
V

j~r !* c~r !d3r ,

H~j,c!:5E
V

$@¹j~r !* #@¹c~r !#1Veff~r !j~r !* c~r !% d3r

~6!

in atomic units with\51, me5 1
2 , and e252. Thus, the

whole set of solutions within the layer is obtained by solvi
Eq. ~4! for wave functionsc subjected to all possible bound
ary valuesbX.

In the case of crystal layers this is done by means o
spline-augmented-plane-wave~SAPW! ansatz, adapted to
layer structure. This ansatz, standing out for high precis
results in bulk calculations,36 combines several advantag
with regard to the layer problem too.

For rPV and—for the sake of simplicity—one atom p
elementary region~the location of which defines the laye
origin!, this ansatz reads

cki
~r !5(

K i

Nk

(
l

AK il
Sl~z!ei ~ki1K i !r i1Q~r MT2r !

3(
l ,m

l max

(
r

Blmri umur lRr
l ~r !Ylm~r0!5(

i
Ciw i~r !.

~7!

It consists of an expansion in planar reciprocal lattice vec
with z-dependent coefficients which is augmented by a m
tipole expansion within a muffin-tin~MT! sphere to approxi-
mate the strong oscillations of the wave function in the
cinity of the nucleus. All sums are finite. Thez-dependent
planar Fourier coefficients are represented as sums ov
l-indexed system of ansatz functionsSl(z) with coefficients
AK il

. The MT sphere with radiusr MT is inscribed intoV.

TheYlm are real spherical harmonics. Together with the f
tor i umu they allow a real valued calculation for lattices wi
~two-dimensional! inversion symmetry. TheRr

l (r ) are ar-
indexed system of radial ansatz functions, independen
energy or the propagation vector. The factorr l ensures
proper behavior at the origin.Nk denotes the number of pla
nar reciprocal lattice vectors andl max the maximum value of
l in the ansatz. Finally,w i andCi are a condensed notation o
the ansatz functions and their coefficients, respectively.

The wave functions are differentiable due to the condit

Rr
l ~r !5

d

dr
Rr

l ~r !50 for r>r MT . ~8!

In order to achieve good approximation properties and
facilitate the dealing with the boundary conditions~8! and
~3! we use cubic B-splines for the functionsRr

l (r ) as well as
for Sl(z).

In general, for a given interval [xL ,xR[, such a system is
defined on a partition$xL5x0,x1,¯,xN5xR% as a set of
piecewise cubic polynomials:
a

n

rs
l-

-

r a

-

of

n

o

Bl~x!5 (
j 50

N21

x j~x!(
k50

3

Bl jk~x2xj !
k,

x j~x!:5H 1 xP[xj ,xj 11[,

0 otherwise.
~9!

They must be twice differentiable and nonzero only on
most four partition intervals.36,37 The last property later re
sults in matrices of band form. For the indicesl
P$1, . . . ,N21,L,R,L8,R8% these systems are uniquely d
termined by the requirement of having a minimal supplem
and the conditions~see Fig. 2!

Bl~xX!5dlX , X5L,R,

Bl8~xL!5dlL8 , Bl8~xR!52dlR8 ,

Bl~xl!51, l51, . . . ,N21. ~10!

According to this notation, the indicesL andR denote these
two splines which have nonvanishing values but zero der
tives at the boundaries of the interval [xL ,xR[, while L8 and
R8 denote those two splines which have nonvanishing
rivatives but zero values at the boundaries. All other splin
have both vanishing values and vanishing derivatives at
boundaries.

In that manner the spline systemsSl andRr
l are defined

on the intervals [zL ,zR[ and [0, r MT[, respectively, with the
break points

zj5zL1~zR2zL! j /Nz , j 50, . . . ,Nz ,

r l j 5r MT~ j /Nr
l !2, j 50, . . . ,Nr

l ; ~11!

l dependent in the latter case, to account for the differ
oscillation strengths of the different multipole component

According to Eq.~10!, the condition~8! is now ensured
by omitting the valuesR andR8 in the indexr. Since the MT
sphere is inscribed inV there is no contribution of the radia
functions to the boundary values of the layer which are s
ply given by

bK i

X 5AK iX
, ~12!

and the condition~3! can easily be fulfilled by fixing these
coefficients. Variation of the other coefficients then leads t
homogeneous underdeterminedsystem of linear equations

FIG. 2. B-spline system forN56 with break pointsxj5 j .
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(
i

F~w ̂ ,w i !Ci50 for ̂Þ~K i ,X!, XP$L,R%,

~13!

which has a 2Nk-dimensional solution space correspondi
to the space of possible boundary valuesbI X and therefore to
the whole set of layer solutions of the Schro¨dinger equation
within the given ansatz.

Because of the division of the whole crystal in laye
treated quite independently, the numerical effort of o
method increases only linearly with the number of surfa
layers. It is essential for this linearity that the above syste
of equations are independent for each layer. This requires
MT spheres to lie completely within their respective lay
However, for high index faces the MT radius will becom
very small requiring the plane wave part of the ansatz
increase in order to describe the wave function accurat
This turns out to be tolerable for~001!, ~111!, or ~011! faces,
where the considerable reduction of numerical effort due
the above-mentioned linearity predominates, but may
come a problem for higher index faces.

A possible solution is to keep large MT spheres and to
off the segments jutting out over the layer boundaries. Th
segments are then turned back into their own layer to t
the place of the penetrating segments of the MT sphere
other layers. In this case the plane wave part of the an
has to approximate only the difference of segments of
radial functions of adjacent layers which requires consid
ably less plane waves than an accurate approximation of
ments of the radial functions themselves. However,
matching procedure of the wave function of adjacent lay
becomes more complicated since the radial functions n
contribute to the boundary values, too. Furthermore, it
generally no longer possible to fulfill the matching cond
tions exactly. Thus, instead of solving an exact match
equation, we have to perform a least squares fit of the bou
ary values~and derivatives! of adjacent layers. However
since this procedure also results in a system of linear eq
tions @similar to Eq. ~20!#, we do not have to change ou
overall proceeding in this case.

In the vacuum region the potential behaves rat
smoothly, thus a simple planar Fourier ansatz is sufficie
Since the deviation of the potential from its asymptotic le
V(z→`)[0 becomes very small in a short distance fro
the surface, we can neglect the difference on the right o
appropriate chosen boundaryzR

vac and assume the potential t
be exactly equal to the asymptotic level forz>zR

vac. In this
case the exact solutions forz>zR

vac are given by exponen
tials. In the vicinity of the surface (zL

vac<z,zR
vac) the greater

deviations from the asymptotic shape are taken into acco
by superposing a B-spline system. Hence, the vacuum an
reads

cki

vac~r !5(
K i

Nk

(
lÞR8

CK il
Ŝl

vac~z!e2kK i
zei ~ki1K i !r i, ~14!

with kK i
ª

A(ki1K i)22E. The spline system is defined o

quadratically spaced break pointszj
vac5zL

vac1(zR
vac2

zL
vac)( j /Nvac)

2, j 50, . . . ,Nvac and is continued constantl
for z.zR

vac according toŜl
vac(z.zR

vac)5Ŝl
vac(zR

vac) ~which is
r
e
s
he
.

o
y.

o
e-

t
se
e
of
tz
e
r-
g-
e
rs
w
s

g
d-

a-

r
t.
l

n

nt
atz

nonzero only forl5R!. In order to maintain differentability
at zR

vac the indexl5R8 must be excluded in Eq.~14!.
Since in the vacuum region only the left boundary valu

bK i

L 5CK iL
can be chosen arbitrarily, the resulting underd

termined linear system

(
i

F~w ̂
vac,w i

vac!Ci50 for ̂Þ~K i ,L !, ~15!

has only anNk-dimensional space of solutions.
The obvious way to solve the underdetermined linear s

tems~13! and ~15! is to separate the part of the coefficien
belonging to the boundary valuesbI X together with the re-
spective columns of the matrixF(w i ,w j ) and put it on the
right-hand side of the equation, leaving a quadratic matrix
the left side. This can be solved as a regular linear system
all values ofbI X. This works well in almost all cases. How
ever, for energies close to the abovementioned values
which there exist solutions with a boundary value of zero
matrix on the left-hand side becomes almost singular.
following the simplest way leads to some numerical trou
even in the case of a mathematically properly stated Dirich
problem.

However, these problems can be completely avoided
the special treatment of the boundary values
abandoned—as already suggested by the representation
underdetermined system—and an arbitrary parametriza
of the solution space is permitted. In this case, the ac
choice of columns ofF to be put on the right hand side, ca
be left to numerical standard procedures which leave an
timally conditioned matrix on the left hand side. For th
purpose we used a QR-factorization algorithm for rectan
lar matrices as described in well-established numerical
braries combined with a partial pivot search. Solving t
linear systems for all right-hand sides selected in this man
now gives an optimal set of basis vectors of the solut
spaces forall energies. If these basis vectors are put toget
columnwise in the matrixG, the coefficients of the genera
solution are given—numerically stable—by

CI 5GbI , bI PCNxNk ~16!

with a generalized parametrizationbI . Here,Nx denotes the
number of layer boundaries with variable boundary con
tions, i.e.,Nx51 in the vacuum layer andNx52 in all other
layers.

B. The matching procedure

The quantities to be considered in the matching proced
are the vector of the Fourier coefficients of the bound
valuesbI XPCNk and the vectorbI 8X defined by

]

]z
cki

~r i ,zX!5(
K i

bK i
8Xei ~ki1K i !r i, ~17!

describing the normal derivatives. They are obtained fr
the coefficientsCI by multiplication with simple projection
matricesPX determined by relations such as Eq.~12!. Hence,
the boundary values and derivatives of the general solu
of the Schro¨dinger equation within a layer can be written
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S bI X

bI 8XD5:PXCI 5PXbI ~18!

with PX:5PXGPC2Nk3NxNk.
For convenience each single layer is supplied with its o

coordinate system, the origins of which are denoted by
vectorsO(n). Thus, the matching condition for the solution
of adjacent layers takes the form

S c~n11!

]zc
~n11!D

~r i1O
i
~n!2O

i
~n11! , z

R
~n11!!

5S c~n!

]zc
~n!D

~r i ,z
L
~n!!

.

~19!

This leads to a underdetermined linear system of equat
for the coefficientsbI of adjacent layers:

t i
~n!T2

~n!PR
~n11!bI ~n11!5PL

~n!bI ~n!, ~20!

where

t i
~n!:5eiki~Oi

~n!
2Oi

~n11!
! ~21!

and

T2
~n!:5S T~n! 0

0 T~n!D with T~n!:5diagK i
$eiK i~Oi

~n!
2Oi

~n11!
!%.

~22!

The notation diagi A(i) with a quantityA( i ) stands for the
diagonal matrix with diagonal elementsA( i ).

Within the bulk we can take advantage of the additio
periodicity in the third direction described by the vectora3

5O(n)2O(n11), n>Nb which allows the classification o
the solutions in this region according to a third Bloch vec
componentk' :

ckik'
~r i1a3i ,z1a3'!5eikia3ieik'a3'ckik'

~r i ,z!.
~23!

In contrast to the infinitely extended crystal, the range
values to be taken into account fork' also includes the lowe
complex plane in the case of the semi-infinite bulk. Since
exponential increase of such wavefunctions in thez direction
is cut at the bulk boundary, those wave functions rem
normalizable with respect to the semi-infinite bulk and m
therefore contribute to global physical solutions. Thus,
whole set of solutions within the bulk is described co
pletely ~only! by the complex band structure.32

The condition~23! is equivalent to a boundary conditio
posed onto one representative bulk layer
n
e

ns

l

r

f

e

n
y
e
-

S ckik'

]zckik'

D
~r i1a3i ,zR!

5t't iS ckik'

]zckik'

D
~r i ,zL!

. ~24!

Heret i andT2 are given by Eq.~22! for n>Nb in which case
these definitions become independent ofn, and t'
ªeik'a3'.

This leads to a 2Nk-dimensional general non-Hermitia
eigenvalue problem

T2PRbI 5t'PLbI ~25!

providing the—with respect to the ansatz—complete co
plex band structurek'

m(ki ,E) and the corresponding eigen
vectorsbI m(ki ,E), m51, . . . ,2Nk for given E andki .

Here, the real eigenvaluesk' correspond to propagatin
wave functions and therefore to the usual band structure
the infinite crystal. Because of the periodicity of the inver
functionE(k') along the real axis the number of realk' for
givenE is—except for discrete energies—always even an
denoted by 2sp , spPN0 in the following. The eigenvalues
with Im k', 0 correspond to the so calledevanescent wave
which are normalizable in contrast to their infinitely increa
ing counterparts with Imk'. 0. Because of the three
dimensional inversion symmetry of a bulk layer and tim
reversal invariance there are as many eigenvalues on the
per as on the lower complex plane, so their number equ
Nk2sp .

Thus, the whole set of physically relevant solutions with
the bulk is described by the matrix

~26!
where the columns ofBp are the 2sp eigenvectorsbI m cor-
responding to propagating solutions withk'

mPR andBe con-
sists of the eigenvectors corresponding to the evanes
waves with Imk', 0.

Starting from the general solution within the bulk whic
can be parametrized according to

bI ~Nb!5B~Nb!aI ~Nb!, a~Nb!PCNk1sp ~27!

by means of a (Nk1sp)-dimensional vectoraI (Nb), we can
now match the (Nb21)th layer via Eq.~20! to the bulk and
have again a (Nk1sp)-dimensional solution space. This ca
in turn be parametrized by a vectoraI (Nb21). This procedure
can be continued up to the vacuum layer and leads to
iterative linear system of homogeneous underdetermi
equations for the construction of the overall solution
~28!
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which has to be solved forn5Nb21, . . . ,0.Obviously the
numerical effort increases only linearly with the number
surface layersNb . As in the case of Eq.~13! the stability of
the numerical solution of Eq.~28! can be guaranteed by sta
dard procedures. The basis vectors of the solution spac
the nth equation are put together columnwise to form a m

trix ( B(n)
A(n11)

) which defines the matrixB(n) for the next equa-
tion. The coefficients

aI ~n!PH CNk1sp for n.0,

Csp for n50,
~29!

then parametrize the solutions of Eq.~28! according to

Nk1sp $

Nx
~n!Nk $ S aI ~n11!

bI ~n! D 5:S A~n11!

B~n! DaI ~n!. ~30!

After solving the complete system, only the coefficient ve
tor aI (0)PCsp remains undetermined and parametrizes fina
a sp-dimensional space of overall solutionsckiEj

, j

51, . . . ,sp(kiE). Thus, we obtain the familiar fact that on
surface adapted state exists for every two propagating
solutions. Within the bulk bands this results in a continuu
of surface adapted bulk states, the so-called projected b
structure for fixedki . Within the bulk bandgaps, on the oth
hand,sp is zero and the last equation~28! for n50 is regu-
lar, so that there exist nontrivial solutions—the pure surfa
states—at most at discrete energiesEi

s . Therefore, we have
an unambiguous distinction between surface and bulk st
in a natural way. A major shortcoming of slab based meth
is the lack of this criterion.

The states within the continuum are normalized accord
to

E
R3

ck
i8E8 j 8

p* ckiE j
p d3r5d2~ki82ki!d~E82E!d j 8 j ,

j , j 851, . . . ,sp , ~31!

FIG. 3. Mismatch eigenvaluesl i(E) of Eq. ~36! and surface
density of states~39! of Al ~001! for ki5(28M̄1X̄)/29 ~a.u.! with
Nk524. There are two surface states in the band gap aro
20.1 eV and a sharp surface resonance at 0.58 eV. The eigenv
are symmetric with respect to 1. Most of them are almost cons
and accumulate in the broadened horizontal lines.
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~current normalization! and discrete surface states accordi
to

E
R3

ck
i8E

i
s , j 8

s* ckiEi
sj

s
d3r5d2~ki82ki!d i 8 id j 8 j ,

j , j 851, . . . ,ss , ~32!

wheress denotes the degree of degeneracy of the latter.
Finding surface states and resonances.The discrete ener-

gies of the surface states can be found reliably by looking
the residue on the right-hand side of Eq.~28! for n50, i.e.,
the mismatch between the surface and the vacuum:

Db:5t i
~0!T2

~0!S bI R

bI 8RD ~1!

2S bI L

bI 8L D ~0!

5FxI , ~33!

where F:5(t i
(0)T2

(0)PR
(1)B(1),2PL

(0)), xI :5(bI (0)
aI (1)

). With the
normalizing condition

I S bI R

bI 8RD ~1!I 2

1 I S bI L

bI 8L D ~0!I 2

5:xI †MxI 5
!

1, ~34!

whereM is determined by the definitions~18! and ~30!, we
obtain a measure of the mismatch which is independen
the particular parametrization of the various solution spac

D~E!:5 min
xI †MxI 51

iDbi2. ~35!

With this, the energy eigenvalues of the surface states
determined byD(E)50. The minimization ofiDbi2 leads to
a general hermitian eigenvalue problem

~F†F2lM !xI 50, ~36!

with eigenvaluesl i which are the extremum values ofiDbi2

under the condition~34!. Moreover, the corresponding mis
match vectors fulfil the orthogonality relation

DbI i
†
•DbI j5l id i j . ~37!

Hence,D is given by the smallest eigenvaluelmin .
As is demonstrated by Fig. 3 the best way to find t

zeros ofD(E) is to obverve the course of all eigenvaluesl i
separately. Since the eigenvalues turn out to be smooth f
tions of E, their zeros can be detected without problems
numerical standard methods. The correct assigning of
eigenvalues at different energies can be performed by me
of Eq. ~37! which is approximately valid also for slightly
different energies ofDbI i andDbI j . The essential advantag
of this procedure is, that in the case of degenerate or alm
degenerate surface states, these states are—for orthogo
reasons—indicated by different eigenvectors of Eq.~36!, so
there is no risk of overlooking one of them.

The method described above is also applicable to the
tection of surface resonances—narrow peaks of the sur
density of states within the continuum of bulk states~where
sp.0!—which turns out below to be a critical point in th
calculation of the charge density. An appropriate measure
the distinction of a surface resonance is obviously the sm
ness of the contribution of propagating waves in the bu
Therefore, if we temporarily omit these propagating bulk s
lutions, we expect the residue in Eq.~28! or D to have a

d
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minimum at the point of a resonance which allows its re
able detection as above. Of course, the propagating w
are only omitted for the purpose of finding the resonanc
After their detection the propagating solutions are fully tak
into account again.

The propagating waves can simply be excluded by ins
ing the matrixBe

(Nb) of Eq. ~26! instead ofB(Nb) into Eq.
~28!. Since its solution space then loses 2sp dimensions, an
iterative definition of matricesBe

(n) for n,Nb in analogy to
Eq. ~30! and their insertion into Eq.~28! are consistent. Pro
ceeding in this manner we are left with an overestima
equation forn50, the nonvanishing residue of which can
treated as in the case of surface states. The correspon
eigenvalues of Eq.~36! are shown in Figure 3 too. Thi
picture also demonstrates that—in contrast to
eigenvalues—the surface density of states is not an appr
ate means to detect surface resonances. Unless the e
range is scanned in very small, time consuming steps~here
some meV! there is only a small chance to encounter
indication of the extremely narrow peak of the surface d
sity of states by looking only at the surface density of sta

III. CHARGE DENSITY AND EFFECTIVE POTENTIAL

Theki-resolved local density of statesn(ki ,E,r ) is given
by the contributions of the normalized bulk and surfa
statescp andcs, respectively, as

n~ki ,E,r !5(
j 51

sp

uckiE j
p ~r !u2

1(
i

d@E2Ei
s~ki!#(

j 51

ss

uckiE j
s ~r !u2. ~38!

The layer density of states~LDOS! is then defined by

N~n!~ki ,E!:5E
V~n!

n~ki ,E,r ! d3r , ~39!

and the charge densityr is obtained as usual by integratio
over the occupied states

r~r !5
2Ai

~2p!2 E
BZ2

E
2`

EF
n~ki ,E,r ! dEd2ki . ~40!

Here the Fermi energyEF is determined implicitly by the
requirement of charge neutrality for the whole crystal. Ho
ever, because of their predominance only the~infinitely re-
mote! bulk layers do contribute to this term. This leads to t
following neutrality condition:

lim
n→`

E
V~n!

r~r ! d3r5
2VV

~2p!3

3E
BZ2

E
2`

EF

(
m51

2sp U]k'
m

]E
UdEd2ki 5

!

Znuc
~b! ,

~41!

where the second expression is obtained from the first, a
some calculation, taking into account the asymptotic beh
ior of the wave functions inside the bulk. Sinceu]Ek'

mu is just
-
es
s.
n

t-

d

ing

e
ri-
rgy

-
s.

-

er
v-

the Jacobian determinant of the transformationk'
m→E, the

above condition is—as expected—equivalent to the co
sponding relation for the infinite crystal. As the equati
~and therefore the Fermi energy, too! only depends on pure
bulk properties there is noa priori constraint on the charge
in the surface layers, so these quantities are free to be d
mined in the course of the self-consistency procedure.

The ki integrations in the above expressions are p
formed in the usual manner by summing over an irreduci
grid of special points38,39 specified, e.g., by Cunningham.40

In the case of Al~001! and Al~111! a number of ten and eigh
points, respectively, proved to be sufficient. However,
energy integration which has to be executed before, turns
to be not so simple because of some unpleasant properti
the integrand. The first problem to cope with arises from
van Hove singularities appearing at the edgesEe of the real
bulk bands~wheresp changes its value!. For fixedki these
singularities behave asuE2Eeu11/2 in layers in finite dis-
tance from the surface and asuE2Eeu21/2 in the infinite re-
mote bulk layer.41 They can be integrated accurately after t
substitution E→t5uE2Eeu1/2 of the integration variable
which transforms these singularities into polynomials. Ho
ever, before this is possible, one actually has to find all
those edge points what turns out to be the main probl
particularly in the case of narrow bands. To overcome t
difficulty, a method based on the pursuit of the curvature
the complex band structure proved to be very reliable. B
cause the real band edges are exactly the points where
complex bands branch off,32 one has to search for the zero
of Im k' in that case. The advantage of looking at the co
plex bands lies in the fact that all of these lines—even
connected with the narrowest real bands—are extended
the whole energy range for complexk' ,32 thus indicating
each crossing with the real axis in a distance sufficient to
detected by standard algorithms.

Nevertheless, in the case of the very narrow core ba
this expense would not be reasonable. Because the c
sponding charge density is only slightly affected by the pr
ence of the surface, it is favorable to take this part of
density from a separate~self-consistent! bulk calculation and
freeze it during the self-consistency procedure for the s
face. In case of aluminum, the two lowest core states can
treated in that manner with a relative error of less than o
percent.

The other problem connected to the energy integratio
due to the surface resonances, the peaks of which often s
an extremely small width, typically in the range of 1/100 e
and below~also see Fig. 3!. By applying usual integration
grids these peaks either remain undetected or—the w
case—accidentially run into a grid point and add a consid
able random contribution to the charge density destroy
any possible convergence of the self-consistency proced
In the present approach this problem is remedied, somew
coarsely, by simply inserting a sufficient number of ad
tional grid points into small intervals around each resona
peak which can be localized reliably by scanning t
smoothly varying eigenvalues in Eq.~36! as described be
fore.

With the exceptions mentioned above, the integrand
haves rather smoothly, so that no loss of precision is
pected with further integration. In the case of aluminum
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total number of 80 energy grid points proved to be suffici
to achieve an accuracy of three digits.

A more elegant way of performing the energy integrati
would be to take advantage of the analytic properties of
density of states and to integrate instead over a contour in
complex energy plane where the integrand varies o
smoothly. However, the handling of complex energies wh
appears quite natural in a formalism based on Green’s fu
tions would require more elaborate investigations in
present approach.

As a consequence of the mixed ansatz of the wave fu
tions ~7! the charge density consists of a Fourier and a m
tipole contribution

r~r !5:(
K i

rK i
~z!eiK i•r i1(

l ,m
r lm~r !Ylm~r0!, rPV,

~42!

with r lm(r>r MT)5] rr lm(r>r MT)50. ~In the vacuum layer
r lm[0.! While the first sum is finite, the second is not a
therefore needs to be truncated in numerical calculatio
Below, a maximum value ofl 58 is used. Except for the
energy integration discussed above, the calculation of th
components is straightforward but lengthy and is theref
not given here. For details, see Ref. 42.

Given the charge density, the effective potential is cal
lated according to the Hohenberg-Kohn-Sham formalism1,2

as a sum of the electrostatic PotentialVc of the electrons and
nuclei and the exchange-correlation potentialVxc , where the
latter is approximated by a local function ofr suggested by
Gunnarsson and Lundqvist43:

Veff~r !5Vc~r !1Vxc@r~r !#. ~43!

However, for reasons of numerical stability of the se
consistency procedure, the calculated charge density firs
to be restricted according to Eq.~1!. This is necessary in
order to prevent charge transfers over unlimited distan
which may generate arbitrary high fluctuations of the el
trostatic potential44 in the course of the self-consistency pr
cedure.

BecauseVc is linear inr andVxc is local by assumption it
is possible to calculate the potential contributions of ea
single layer separately using standard techniques15 and sum
them up afterwards. This leads to a more flexible and dist
way of organizing the computation. Given the single lay
effective potentialsVsl

(k) , the total potential within thenth
layer is then written as

Veff
~n!~r !5Vsl

~n!~r !1 (
kÞn

Vsl
~k!~O~n!2O~k!1r !, rPV~n!.

~44!

The electrostatic parts of the single layer potentials are fi
by the conditionVc

(n)(z→`):50. Now, since the contribu
tion of the exchange-correlation potential of the second te
is zero within thenth layer, this term is a solution of a
homogenous Poisson equation. Thus, forrPV (n), it can be
represented as
t

e
he
ly
h
c-
e

c-
l-

s.

se
e
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h

ct
r
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m

(
K i

eiK i•r i~e1uK iuzvLK i

~n! 1e2uK iuzvRK i

~n! !1E~n!z1D ~n!,

~45!

with constantsvXK i

(n) , E(n), and D (n). What remains is to

calculate these constants from the electrostatic part of
single layer potentials at their layer boundariesVsl

(kÞn)(zX),
which is a straightforward task. Again, the details of comp
tation can be found in Ref. 42. Here, the infinite number
bulk layers with identical charge density@according to Eq.
~1!# contribute as a geometric series which is converg
because of their neutrality~41!. However, due to Friedel os
cillations, the individually treated surface layers need not
be completely neutral. Since there is no compensating
charge within the~by assumption neutral! bulk layers, each
lack of neutrality of the surface layers as a whole wou
cause a small, but in the end unlimited linear increase of
potential forn→` or z→2`, respectively. In a real crystal
an unlimited increase of the potential would be prevented
small compensating charges within the bulk. In our case,
assume these compensating bulk charges as being all
centrated at the boundary between bulk and surface layer
that the bulk layers remain neutral. This assumption lea
the potential of the surface layers untouched and remo
just the bothering linear increasing term of the bulk potent

The redistribution of the compensating bulk charg
causes some shift of the bulk potential which actually affe
the work function. The error made can be estimated by lo
ing at the total charge of the surface layers as a whole wh
has to be compensated by these bulk charges. A value w
is too high indicates that more surface layers need to
included. In our case~see Table I! this total charge is obvi-
ously small enough to be neglected in the calculation of
bulk potential or the work function, respectively.

The Kohn-Sham equations2 were considered to be self
consistent when the potential matrix elements of two succ
sive iterations have a relative difference of less than 1028.
This quantity also demonstrates the numerical stability of
entire procedure.

Remarks on the total energy and the surface energy.Ac-
cording to the LDA formalism, the following expression fo
the total energy of the whole crystal can be derived:

E05(
i

EiQ~EF2Ei !2
1

2 E r~r !Vc~r !d3r

1E $Exc@r~r !#2Vxc@r~r !#%r~r ! d3r , ~46!

which allows an easy separation of the surface-specific
of the total energy from the bulk part. Here, the sum on
right hand side runs over all occupied one particle states,
it comprises an integration over the continuum of bulk sta

TABLE I. Valence charge distribution over individual layers
electrons.

qval
(0) qval

(1) qval
(0)1qval

(1) qval
(2)

Al ~001! 0.360 2.630 2.990 2.974
Al ~111! 0.252 2.744 2.996 3.060
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and a sum over the discrete surface states. As usual,Exc
stands for the exchange-correlation energy according to
din and Lundqvist and

Vxc5Exc1r
dExc

dr
. ~47!

The surface-specific part of the total energy is then given
the above expression with the sum restricted to the disc
surface states and the spatial integrals restricted to the re
of the surface layers. All these restricted terms are finite

From this we obtain the surface energy as the differe
between the total energy of the surface layers and the
energy of the same number of bulk layers. This is also
starting point for the calculation of forces or surface reco
structions. We have not carried out explicit calculations
the surface energy so far, but we think that the problem
cope with are similar to those encountered with the calcu
tion of the charge density, so that the integration meth
described there are also applicable to Eq.~46!.

IV. RESULTS FOR Al „001… AND Al „111…

As a first application the~001! and~111! surfaces of alu-
minum were calculated self-consistently. To simplify the p
tential calculation, the higher multipole moments (l>1) of
the potential within the MT spheres were neglected in t
first approach.~Nevertheless, the multipole components
the charge density were still included up tol 58.! Outside
the MT spheres, however, the potential was still fully tak
into account~warped-muffin-tin approximation!. As the MT
radius of our layer geometry is smaller than in the bulk ca
the error was expected to be tolerable. It should be no
that there is no other reason than convenience for this s
plification. In particular, it is one of the advantages of t
SAPW method to allow an immediate inclusion of the m
tipole contributions, once they are calculated.36 Because of
the high density of almost free electrons in aluminum
influence of the surface is screened within a short distanc18

Hence, it seemed reasonable to treat only the first laye
individual surface layer and class all other layers as belo
ing to the bulk, thusNb52. So, the numerical effort wa
essentially determined by two linear systems~13! of rank
250 and one linear system~15! for the vacuum of rank 190
to be solved for each value ofki and E. Except for the
calculation of the charge density which required about 3
of the total computer time, all other equations are rank
much lower, so that their numerical expense was negligi
Therefore, the numerical effort is fairly small, especia
with respect to the precision achieved.

A. Charge density

Figures 4 and 5 show the self-consistent valence cha
density of the Al~001! and Al~111! surface, respectively
where the first two layers are depicted together with the
finitely remote bulk layer which is separated by a dash
line. Here, the charge density of the second layer is show
calculated from the asymptotically correct wave functio
that is before it is replaced by the density of the bulk lay
according to Eq.~1!. Though the second layer is not se
consistent in the original sense, it bears physical relevanc
e-
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it is a correct solution for a potential which differs on
slightly from a self-consistent one. In particular, the obvio
similarity of this layer to the bulk layer exhibits the stron
screening of the perturbations induced by the surface. T
also applies to the long range Friedel oscillations which
heavily suppressed as a consequence of the high free ele
density.18 Hence, the consideration of only one individu
surface layer seems justifieda posteriori.

Considerable charge transfers are essentially limited
the right side of the first layer. Analogously to the unifor
background model17,18 a surface barrier is established
some charges are leaking out into the vacuum region.
distribution of the valence charges over the individual lay
is shown in Table I. The good screening properties of Al a
demonstrated again, as the sum of the charges within the
layer and the vacuum is almost equal to the bulk value
three electrons. The slightly greater deviation in the sec
layer is probably due to its lack of self-consistency.

Figure 4 is in very good agreement with the LAPW r
sults of Krakaueret al.11 obtained for a nine-layer slab. Th
corresponding results of Inglesfield and Benesh,31 on the

FIG. 4. Valence charge density of the Al~001! surface. Increas-
ing contour lines are cyclically marked in the order dotted, dash
solid and differ by 0.4 electrons per bulk unit cell.

FIG. 5. Valence charge density of the Al~111! surface. Same
units as in Fig. 4.
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other hand obtained for a semi-infinite geometry by mean
the embedded-potential method show some deviations w
are probably due to restrictions imposed on parts of th
potential.

In case of Al~111! the charge density obtained by oth
authors7,12,45,46differ slightly from Fig. 5, as they do amon
one another. This is partly due to the lack of symmetry of
ansatz functions, which are subject only to the tw
dimensional planar symmetry, while inside the bulk the
tual symmetry gradually becomes fcc. In the course of
self-consistency procedure the cubic symmetry of the b
layers becomes therefore a little blurred. This is only a
merical and no physical effect caused by the lack of cu
symmetry of the ansatz functions. But since the charge d
sity is distributed rather uniformly between the ion cores,
relative error is still rather small. In the~001! case the plana
symmetry is better adapted to the cubic symmetry, so
effect is less distinct. A conceivable way to avoid th
drawback—reserved for future calculations—is to force
explicit cubic symmetrization of the bulk charge density
ter each self-consistency cycle.

B. Work function

A first test for the quality of the self-consistent char
density is the precision of the calculated work functio
given ~exactly! by the difference of the asymptotic vacuu
level and the Fermi energy47 f5V`2EF . Here, we ob-
tained a value off54.505 eV for Al~001! and 4.491 eV for
Al ~111!. These results differ from the experimental values
4.41 eV~001! ~Ref. 48! and 4.26 eV~111! ~Ref. 49! by 2 and
5 %, respectively, which seems to be quite good—in view
the numerical effort—compared to other relevant calcu
tions summarized, e.g., in Ref. 5.

In both cases the experimental results are overestima
This can mainly be attributed to the warped-muffin-tin a
proximation where the neglection of the dipole contributi
of the potential increases the charge transfer into the vac
and therefore the work function. This relation is also dem
of
ch
ir
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strated by the fact that the error is considerably smaller in
Al ~001! case, where the MT radius and therefore the reg
of the potential restriction is smaller than in the Al~111! case
~see also, Ref. 16!. Thus, it is expected to obtain more acc
rate values for the work function, even in the framework
the LDA formalism, if the potential is fully taken into ac
count.

C. Surface band structure

The main advantage of considering a semi-infinite m
dium instead of a slab of finite thickness becomes parti
larly significant with the calculation of energy resolve
quantities such as the band structure, as this model allow
definite distinction between discrete surface states and
tinuum states. Moreover, since all surface states and r
nances are reliably detectable by means of the techniq
described above, the surface band structures of Al~001! and
Al ~111!, shown in Figs. 6 and 7, are expected to be co
plete.

The bands are embedded in the projected band struc
which is depicted as vertical lines indicating the energy
tervals of the contiuum states. The surface resonances w
the energy continuum are distinguished according to th
sharpness by different symbols. Figure 8 gives an idea of
relation between the marking symbols and the sharpnes
the resonance peaks. To avoid confusions, only clear pe
are marked.

The band structures agree well with the dispersion cur
experimentally obtained so far: Al~001! D̄, S̄: Refs. 50 and
52, Al~111! S̄: Ref. 53, and around Al~111! K̄: Ref. 57.
Moreover, our results fundamentally confirm the theoreti
band structures of Heinrichsmeieret al.5 which are extracted
from elaborated pseudopotential calculations for slabs c
sisting of 25 and 39 layers, respectively. The only diffe
ences of their results to ours, worth mentioning, are the m
ing continuation along the~001! D̄ direction of the surface
state atX̄24.48 eV belowEF which was also found in Ref
e
f
d
ng

c-

-

.

FIG. 6. Surface band structur
and projected band structure o
Al ~001!. Surface states are marke
with dashes, resonances accordi
to their sharpness with* , 3, D,
ands, indicating the value oflmin

from Eq. ~36! being less than
0.0025, 0.01, 0.04, or 0.09, respe
tively. The thickness of the lines
of the projected band structure in
dicates the value ofsp , i.e., the
number of independent solutions
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FIG. 7. Surface band structur
and projected band structure o
Al ~111!. Symbols as defined in
Fig. 6.
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24 and partly in Ref. 55, a surplus resonance band along
~111!-X̄8 direction about 0.4 eV above the lower valen
band edge, neither reported by other authors, and finally
pair of surface states crossing the Fermi energy on the~001!-
Ȳ direction just before theM̄ point which was regarded onl
as a single state by these authors. In the present work
double nature of this last-mentioned state is clearly revea
For the Al~001! surface the non-self-consistent results
Wachutka24 obtained by means of an earlier version of o
method exhibit perfect qualitative agreement. The s
consistent Al~111! band structure of Benesh and Liyanage45

on the other hand, also obtained for a semi-infinite crys
agree on the dispersion of the surface states but differ in
dispersion of several resonances.

Other surface band structures published so far are
complete than those mentioned above. They are discuss
the above mentioned works.
he
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In Fig. 8 the LDOS of the surface layer is depicted as
function ofE andki . This figure clearly shows the transitio
of the surface states atM̄ into two sharp resonances th
lower of which gets wider and finally ‘‘decays.’’ On th
other hand the surface state coming from the bottom ri
disappears without leaving any trace in the LDOS. This
due to the fact that this state—lying on an imaginary loop
the complex band structure—spreads into the bulk while g
ting closer to the band edges. Hence the localization of
wave function and therefore the LDOS decreases and fin
vanishes. In contrast to this, the first-mentioned surf
states merge with a bulk band of other symmetry than
complex loop, so there is no spreading and rapid hybridi
tion is prevented. These two extreme examples exhibit
principal mechanisms determining the decay behavior of s
face states merging with the bulk continuum.
e
.
n.
FIG. 8. ki-resolved surface
density of statesN(1)(ki ,E) of the
framed area in Fig. 7 in atomic
units. The lines correspond to th
sameki vectors as the lines in Fig
7. Symbols also as defined therei



i-

PRB 58 1631DETERMINING THE ELECTRONIC PROPERTIES OF . . .
TABLE II. Comparison of the surface state energies of Al~001! at the high-symmetry points with exper
mental and other theoretical works. Energies are given in eV with respect toEF . The values marked with;
are taken from depicted graphs.

ki This work Expt.a Ref. 31b 24c 11d 5e 55f 3g

Ḡ 22.67 22.75 22.65 ;22.6 ;22.9 22.67 22.81 22.73

X̄ 24.48 24.54 24.61 ;24.6 24.55 24.63 24.71

1.37 1.5 1.63 ;1.1 1.36 ;1.3 1.65
1.79 1.72 ;1.8 1.81 ;1.9 1.98

aRefs. 50,51,52,53,54.
bEmbedded potential, semi-infinite crystal.
cABCM, semi-infinite crystal.
dLAPW, 9 layers.
ePseudopotential, 25 layers.
fPseudopotential, 9 layers.
gPseudopotential, 13–39 layers.
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Figure 8 also resolves the debate about some experim
observations concerning the structure of a surface resona
Initially, Hansson and Flodstro¨m52 concluded from their
angle-resolved photoemission experiments the existence
surface resonance within this area with a dispersion oppo
to that in Fig. 8. This interpretation, however, was qu
tioned by Grepstad and Slagsvold56 and later by Hofmann
and Kambe57 who detected some properties difficult to re
oncile with surface resonances. Therefore, they interpre
this structure as caused by bulk transitions. In spite of t
Grepstad and Slagsvold56 still observed some indications fo
surface resonances within the area in question. A theore
interpretation of these results was given by Heinrichsme
et al.5 who attributed the structure observed in Ref. 52 to
so called ‘‘broad resonance’’ that is a continuum of bu
states with increased amplitude near the surface. In add
they found a true sharp resonance of opposite disper
within the same area explaining the observations of the la
tal
ce.

f a
ite
-

d
at

al
r

a

on
on
er

authors as well. This interpretation is now strongly suppor
by Fig. 8 which clearly exhibits the different character of t
sharp resonance and a broad increase of the LDOS with
posite dispersion.

In Tables II and III the energies of the surface states
high symmetry points are listed and compared with both
experimental and the theoretical results of other authors.
comparison shows a good agreement with experiment wi
a range of 0.1 eV. Besides that, the energies of the sur
states which are not observed experimentally yet, precis
confirm the values predicted by Heinrichsmeieret al.5 As is
demonstrated again by these tables the main advantag
our method is the completeness and unambiguity of the s
trum which can be achieved with little numerical effort.

V. SUMMARY

We have developed an effective method for calculat
the self-consistent electronic structure of realistic crystal s
TABLE III. Comparison of the surface state energies of Al~111! at the high-symmetry points with
experimental and other theoretical works. Energies are given in eV with respect toEF .

ki This work Expt.a Ref. 45b 7c 12d 5e 46f 58g

Ḡ 24.44 24.56 24.58 24.68 24.60 24.49 24.69

M̄ 1.24 1.20 1.09 1.11

1.28 1.30 1.22 1.29

K̄ 22.78 22.7 22.71 22.81 22.78

22.25 22.50 22.58 22.4 22.57 22.04 22.64
20.55 20.7 20.60 20.65 20.58 20.69 20.95 20.67

3.14 3.08
3.21 3.19 3.52
3.25 3.21

aRefs. 56,57,53.
bEmbedded potential, semi-infinite crystal.
cLCGO, 18 layers.
dLAPW, 9 layers.
ePseudopotential, 36 layers.
fPseudopotential, 12 layers.
gPseudopotential, 13–33 layers.
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faces or general interfaces within theab initio LDA scheme.
The underlying model of a semi-infinite medium allows
exactdistinction between interface and bulk effects. A se
ond advantage is that the numerical effort is determined o
by the small number of interface layers differing consid
ably from a bulk layer and that it increases onlylinearly with
that number. Because of this linear behavior the metho
especially suited for the investigation of interfaces of ma
rials with bad screening properties such as semiconducto
insulators which require a greater number of individua
treated interface layers. The method is based on wa
function matching as proposed by Appelbaum and Haman19

but in contrast to these authors the propagation ma
technique21 is not used as it turned out to be numerica
n,

ci

e

ng

hy

ys

ys

. B

R.
-
ly
-

is
-
or

e-

ix

unstable. Instead, as a generalization of the ideas
Wachutka,24 we used a technique essentially based on
solution of homogeneous underdetermined linear equat
which makes those numerical problems disappear c
pletely. Within this scheme interface states and resonan
are uniquely identifiable and reliably localizable by lookin
at the eigenvalues of a ‘‘mismatch matrix,’’ thus the inte
face band structures obtained are expected to be comple

First self-consistent results are obtained for the~001! and
~111! surfaces of Al. Because of the good screening prop
ties of the conduction electrons it turns out to be sufficien
consider only one surface layer as independent from
bulk. Within this configuration the theoretical results are
very good agreement with the experiments.
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