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Transient decay from the steady state in the photoconductivity of amorphous semiconductors

H. Cordes,* G. H. Bauer, and R. Bru¨ggemann†

Fachbereich Physik, Carl von Ossietzky Universita¨t Oldenburg, D-26111 Oldenburg, Germany
~Received 10 August 1998!

We introduce a modification to the theory developed by G. J. Adriaenssens, S. D. Baranovskii, W. Fuhs, J.
Jansen, and O¨ . Öktü @Phys. Rev. B51, 9661 ~1995!# for the initial decay of the photoconductivity in amor-
phous semiconductors. With the same physical model and application of the concepts of multiple trapping we
derive a theory based upon an emission-rate analysis for the decaying free electron density. We obtain an
easy-to-use analytical expression for exponential band tails that links the decay characteristics to the band-tail
parameter. A comparison with results from full numerical solutions confirms the validity of our analytical
approach and the improvement with respect to the results by Adriaenssenset al. We also present solutions,
supported by numerical modeling, that relate the power-law exponents for the generation rate dependence of
the steady-state photoconductivity with that of the response time for the decay.@S0163-1829~98!06847-7#
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I. INTRODUCTION

In recent publications Adriaenssens, Baranovskii, Fu
Jansen, and O¨ ktü1,2 showed that the well-known standa
relations for the measured photoconductivity response t
t res and the steady-state photoconductivitysph in amorphous
semiconductors fail to explain the experimentally observ
different photogeneration rate dependence ofsph and t res:
Assuming an exponential density of states~DOS! distribu-
tion in the conduction band tail and applying the stand
photoconductivity relations developed by Rose3 leads to the
same expression for the power-law exponent in the gen
tion rate dependencies for the steady-state photoconducti
defined bysph}Gg, and for the response time, given b
t res}G2b, i.e., b5g. However, most experiments sho
generation rate dependencies withb,g. For example, Adri-
aenssenset al. reportb50.38 andg50.76 for an amorphous
silicon carbide sample, measured at 200 K.

The puzzle of the experimentalbÞg results was tackled
to be solved by Adriaenssenset al. for low illumination in-
tensities by developing a theory on the basis of multi
trapping that accounts for the initial decay of the photoc
rent and predicts a stretched exponential decay. Nume
modeling, however, which showed deviations with the
sults of this analytic approach, motivated us to introduc
modification of their theory, which results in good agreem
with the numerical modeling. With both the analytic a
proach and the simulation as a base we shall derive the
tionship betweeng andb, which will be seen to depend als
on the value of the generation rate. We note here that
relation g51/(11kT/kT0) from the Rose analysis fo
steady state photoconductivity3 that linksg with the tail pa-
rameterkT0 of an exponential band tail is a precondition f
the above-mentioned equalityb5g to hold.

II. THEORY AND NUMERICAL MODELING

A. Physical and mathematical model

We employ the same physical model for the amorph
semiconductor as outlined in Ref. 1. It consists of a cond
tion bandtail with an exponentially decreasing density
states
PRB 580163-1829/98/58~24!/16160~7!/$15.00
s,

e

d

d

a-
ty,

e
-
al
-
a
t

la-

e

s
c-
f

g~E!5g~Ec!exp~2E/kT0!, ~1!

whereg(Ec) is the density of states at the band edgeEc and
kT0 is the tail parameter. Note that we take the energy to
zero at the conduction-band edge and increasing tow
midgap. Conduction is considered by the free carriers atEc
only, which interact with the band tail via capture and relea
and the effective density of conduction-band states
g(Ec)kT. Recombination is included by a time-independe
free-carrier recombination lifetimet0. We neglect all carrier
transitions between localized states and the valence b
Thus the photocurrent response is governed by the follow
rate equations for the free-electron densityn:

dn~ t !

dt
52

n~ t !

t0

2Cnn~ t !E
0

`

@g~E!2nt~E!#dE

1E
0

`

n~E!nt~E!dE, ~2!

and for the localized electron densitynt at each energy

dnt~E!

dt
52n~E!nt~E!1Cnn~ t !@g~E!2nt~E!#. ~3!

In this model the principle of detailed balance requires
release raten(E) to depend exponentially on energyn(E)
5n0exp(2E/kT), where the attempt to escape frequencyn0
is related to the capture coefficientCn via n0
5g(Ec)kTCn .

We applied a numerical program, developed on the ba
of the LSODI package4 for ordinary differential equations, to
solve the system of equations for the numerical calculat
of n(t) and the energetic distribution of the trapped carr
density.

B. Analytical approximation: review

We guide the reader through the theory by Adriaenss
et al.and introduce some variables that will be needed in
later part of this paper. The theory is based on the case o
multiple trapping model put forward by Tiedje and Rose a
16 160 ©1998 The American Physical Society
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others,5–7 which is often referred to as the TROK model.
this model a demarcation energye(t)5kT ln(n0t) separates
those states that are in quasithermal equilibrium with
conduction band due to repeated emitting and retrapp
from those states that are too deep for a trapped electro
be emitted yet. Applied to the case after termination
steady-state illumination the trapped electrons abovee(t) are
distributed according to the Boltzmann function in alignme
with the free electron densityn(t), while the electron density
below e(t) has not changed yet. They therefore follow
Boltzmann distribution that aligns with the initial free
electron densityn05Gt0, established in the steady-stat
whereG is the steady-state photogeneration rate.

The probability for a free electron to recombine is 1/t0,
while its probability 1/tc to be trapped in the band tail i
proportional to the density of free states in the tail with

1/tc5CnE
0

`

@g~E!2nt~E!#dE.CnE
0

`

g~E!dE. ~4!

Therefore the probability for a free electron to be recaptu
to a localized state rather than to recombine,Wc , is

Wc5
1/tc

1/tc11/t0

5
1

11tc /t0

. ~5!

Now the aim is to get an expression for the free-elect
density at a given timet after the switch off. We first intro-
duce by NMT@ t8,e(t)# the density of electrons that ar
trapped abovee(t) at a certain timet8 smaller thant. In our
notation NMT@ t0 ,e(t)# with t050 s is the density of elec
trons, that are trapped abovee(t) in the steady state befor
the switch off. We further introduce bym(t8) the average
number that an electron out ofNMT@ t0 ,e(t)# will have ap-
peared at the mobility edge until timet8 after switching off
the photogeneration. Then until timet85t the density of
electrons abovee(t) will have decreased to

NMT@ t,e~ t !#5NMT@ t0 ,e~ t !#3Wc
m~ t ! . ~6!

As previously noted in the TROK model the electron d
tributions abovee(t) at t0 and att are approximated by the
corresponding Boltzmann functions. Thus their total den
ties are

NMT@ t0 ,e~ t !#.E
0

e~ t !
g~E!

n0

Nc

eE/kTdE

5
g~Ec!kT

Nc

1

~12a!
n0@~n0t !12a21# ~7!

and

NMT@ t,e~ t !#.E
0

e~ t !
g~E!

n~ t !

Nc

eE/kTdE

5
g~Ec!kT

Nc

1

~12a!
n~ t !@~n0t !12a21#, ~8!

wherea5kT/kT0. Combining these two equations with E
~6! leads to
e
g
to
f

t

d

n

-

i-

n~ t !5n0Wc
m~ t !5n0exp~2m~ t !u ln Wcu!, ~9!

which is the expression given in Ref. 1. We note that th
expressions are only valide(t),Efn , whereEfn is the quasi-
Fermi-energy, measured fromEc . For the expression for
m(t) Adriaenssenset al. assume that an electron will b
trapped and reemitted to the conduction band until it
trapped belowe(t), from which it will not be reemitted be-
fore time t. The probability We(t) for an electron to be
trapped belowe(t) rather than above is just the ratio of stat

We~ t !5E
e~ t !

`

g~E!dEY E
0

`~ t !
g~E!dE. ~10!

Therefore a typical electron has to appear at the mob
edge on averagem(t)5We(t)

215(n0t)a times before being
trapped belowe(t). Using m(t) in Eq. ~9! Adriaenssens
et al.come to the conclusion that the photocurrent will dec
like

n~ t !5n0expS 2~n0t !aU ln 1

11tc /t0
U D . ~11!

C. Analytical approximation: modification

Based on the rate equations,~2! and~3! tracking the cap-
ture and emission rates we derive a different expression
Adriaenssenset al. for the typical numberm(t) that an elec-
tron will appear atEc before recombination until timet.

Consider again all trapped electrons above a given ene
e(t)<Efn . In the TROK model the total release rate
trapped electrons at the timet8, Rr is

Rr~ t8!5E
0

e~ t8!
n~E!nt~E,t8!dE. ~12!

As introduced by Adriaenssenset al., Wc is the fraction of
the released electrons that will be retrapped, leaving 12Wc
to be the fraction that recombines. Thus the total change
unit time of NMT@ t8,e(t)# is approximately the release ra
multiplied by Wc21,

d

dt8
NMT@ t8,e~ t !#.E

0

e~ t8!
n~E!nt~E,t8!dE3~Wc21!.

~13!

This equation can readily be solved to

NMT@ t8,e~ t !#.NMT@ t0 ,e~ t !#exp@m~ t8!~Wc21!#,
~14!

with

m~ t8!5E
0

t8*0
e~ t9!n~E!nt~E,t9!dE

*0
e~ t !nt~E,t9!dE

dt9. ~15!

In our approachm(t8) is the average number of emissio
and thus trapping events until timet8, calculated from the
time-dependent release rateRr in the denominator divided by
the time-dependent density of trapped electrons betweenEc
and the demarcation energye(t), NMT@ t9,e(t)#.
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Now we are only interested inNMT@ t,e(t)#, that is the
trapped electron density abovee(t) at time t85t because it
is not until time t that the electrons abovee(t) follow the
Boltzmann distribution and we can use Eq.~8! to relateNMT
to n(t). Settingt85t, Eqs.~14! and ~15! become

NMT@ t,e~ t !#.NMT@ t0 ,e~ t !#exp@m~ t !~Wc21!# ~16!

and

m~ t !5E
0

t *0
e~ t9!n~E!nt~E,t9!dE

*0
e~ t9!nt~E,t9!dE

dt9. ~17!
-
rt

it

n
f
-

Note that sinceWc is close to unity, Eq.~16! equals Eq.~6!,
as can be seen byWc

m5exp@m ln(Wc)#.exp@m(Wc21)#.
Combining Eq.~16! with Eqs.~7! and ~8! leads to a similar
expression for the free-electron density development,

n~ t !5n0exp@2m~ t !~12Wc!#, ~18!

as was found by Adriaenssenset al., with the important dis-
tinction that we have a different definition form(t).

Approximating the trapped electron distributions in E
~17! by the corresponding Boltzmann function, that is, app
ing the TROK model, leads to
m~ t !.E
0

t *0
e~ t8!n0e2E/kTg~Ec!e

2E/kT0 @n~ t8!/Nc#e
E/kTdE

*0
e~ t8!g~Ec!e

2E/kT0 Fn~ t8!

Nc
GeE/kTdE1*e~ t8!

e~ t ! g~Ec!e
2E/kT0 @n0 /Nc#e

E/kTdE

dt8

5E
0

t 2n0kT0@~n0t8!2a21#n~ t8!

S kT

12a
D @~n0t !12an02~n0t8!12a@n02n~ t8!#2n~ t8!#

dt8. ~19!
ly

e-
ll
t-

n

Unfortunately Eq.~18! with this expression form(t) cannot
be solved analytically to obtainn(t). However, if we substi-
tute the actual densityn(t8) by the initial free-electron den
sity n0 in Eq. ~19!, which is a good approximation at sho
times, we can solve Eq.~18! analytically. First we get

m~ t !.E
0

t 2n0kT0@~n0t8!2a21#

S kT

12a
D @~n0t !12a21!]

dt8, ~20!

where we can neglect (n0t8)2a in the numerator, because
becomes small compared to 1 as soon ast8.n0

21. For a
,1, we also can neglect the 1 compared to (n0t8)12a in the
denominator leading to

ma.S 1

a
21D ~n0t !a if a,1, ~21!

where the indexa indicates that we get an analytical solutio
for n(t) with this expression form(t). In the opposite case o
a.1 we can neglect (n0t8)12a compared to 1 in the de
nominator to get

ma.S 12
1

a D n0t if a.1. ~22!

The analytical expressions forn(t) with ma are thus

n~ t !.n0expF2S 1

a
21D ~n0t !a

1

11t0 /tc
G , if a,1,

~23!

and
n~ t !.n0expF2S 12
1

a D n0t
1

11t0 /tc
G , if a.1.

~24!

Alternatively, we also apply Eq.~18! by solving

n~ t !2n0exp@2m~ t !~12Wc!#50 ~25!

for n(t), wherem(t) is defined as in Eq.~19! and contains
the whole development ofn until the inspected timet, in-
cluding n(t) itself. In this seminumerical approach we re
on our analytical expression forn(t) but solve Eq.~25! nu-
merically for its root, using the previously calculated fre
electron decayn(t8) with t8,t. For these solutions we sha
use mn(t), where the indexn denotes the numerical trea
ment for the analytical expressions.

The response timet resof the photoconductivity decay ca
be predicted by calculating the time at whichn(t) after Eq.
~23! has fallen to1/e of its initial value, yielding

t res.n0
21S n0t0

12a
D 1/a

, ~26!

where we used the relationtc
215n0 /a. Thus the response

time varies with the generation rate liket res}G2b with

b5
12g

a
, ~27!

the same dependence as achieved in Ref. 1.
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III. RESULTS

A. Transient decay

Figure 1 compares the calculated free electron decay
T5200 K and with kT0523.6 meV, Cn51.4531028

cm3 s21 andt056.631028 s. These values correspond to t
fit parameters given by Adriaenssenset al. assuming that
g(Ec)5431021 cm23 eV21. The photogeneration rate be
fore the switch off wasG51016 cm23 s21.

The solid line represents the solution of the discretiz
rate equations~2! and ~3! obtained numerically with the ap
plication of the LSODI package. The square-labeled cur
represents the decay calculated byn(t)5n0exp@2ma(t)(1
2Wc)#, wherema(t) is defined as in Eq.~21! at T5200 K. It
matches with the full numerical solution during the initi
decay, that is as long asn(t)/n0 is not too small.

Salient agreement with the full numerical solutio
is achieved by solving our analytical expressionn(t)
5n0exp@2mn(t)(12Wc)#, wheremn(t) is defined as in Eq.
~19!, numerically.

In comparison, the analytically calculated free electr
decay by the formula of Adriaenssenset al. given by Eq.
~11! falls off too quickly.

For the parameter set of Figs. 1 and 2 the calculated
ergetic distribution of the trapped electron density and
thermalization behavior atT5200 K is shown. Note the
logarithmic scale of the top abscissa, which illustrates
drop in the free-electron density within a few microsecon
whene(t), schematically shown by the dashed lines, is s
far away fromEfn . The thick lines mark the electron densi
distributions in the steady state before the switch off (t50 s!
and att50.1 ms after the switch off. The approximated de
sity distribution used in the TROK model is schematica
shown fort50.1 ms by the dashed lines that exhibit a ste
like shape that follows the numerically calculated trapp
electron distribution. In comparison to the thermalization
ter a light pulse it can be seen thate(t) is not related to the
maximum of the trapped carrier distribution, which rema
at a few times 1013 cm23 eV21 until e(t) has reachedEfn , at
a time at whichn and thus the photocurrent has dropped t

FIG. 1. Transient decay of the free electron density calcula
by numerical modeling~full line! and after our two formulas~lines
with symbols!, together with the formula of Adriaenssenset al.
~Ref. 1!. Results are forT5200 K anda50.73.
at

d

n

n-
s

e
s
l

-

-
d
-

s

a

significant degree. In contrast, our simulations show tha
the high-G regime~see below! the maximum ofnt thermal-
izes together withe(t).

Good agreement with our analytical approach is a
found, if parameter values are changed. Figure 3 rep
sents the calculated electron decays fort0510210 s andG
51019 cm23 s21. While the decay after Ref. 1 is too fast, ou
solutions withmn(t) and ma(t) represent a good fit to the
numerically calculated decay.

Figure 4 shows the simulated electron decay for the c
of a.1 with all the parameters as in Fig. 1 but atT5300 K.
Our two approaches, calculated after Eq.~25!, and the ana-
lytical solution calculated with Eq.~24! show good agree-
ment with the numerical results.

B. Relation betweeng and b

The photogeneration rate dependence of the numeric
calculated response timest res, which is defined in Fig. 5 as
t1/e by the time when the free-electron density has deca
to n0 /e, is shown for the same parameters as in Fig. 1. H
we assumed the free-electron recombination lifetimet0 from
G5n/t0 to vary with the photogeneration rate like

d FIG. 2. Time-dependent energetic distributions of the trapp
electron density, calculated by numerical modeling and the appr
mate distribution att50.1 ms used in the TROK model. The de
marcation energy is also depicted.

FIG. 3. The full numerical solution in comparison with our an
lytical and seminumerical approach: transient electron density
cay for the same parameters as in Fig. 1 but witht0510210 s and
G51019 cm23 s21.
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t0}Gg21, ~28!

which is often found experimentally. In Fig. 5 we calculat
the response times from the simulated decay curves for
ferent values ofg from g51 to g50.8 tog from the Rose
analysis with

g5
1

11a
, ~29!

that is,g.0.58 fora50.73.
In the latter case the evaluation of the generation r

dependence of the response timet res from Fig. 5 results in a
power law t res}G2b with a constantb for all generation
rates yieldingb.g50.58.

For the higher values ofg like 0.8 and 1 in Fig. 5, taking
gÞ 1/11a, we find two different regimes for theG depen-
dence. The proportionality oft res changes from a power law
t res}G2b1 at low G to t res}G2b2 at high G with b1,b2
,g.

It is interesting to see that at highG the Rose analysis
with the popular relationt res'(11Nt /n)t0 results in the
sameG dependence as obtained from the numerical anal
although the absolute value is slightly different. An inspe
tion of the time dependence of the decays shows that th

FIG. 4. Good agreement with the full numerical solution for o
analytical@with ma(t)# and seminumerical approach@with mn(t)#:
transient electron density decay atT5300 K anda51.1.

FIG. 5. Generation rate dependence of the response time, g
here by the timet1/e, for different values ofg. The results for
t1/e5(11Nt /n)t0 are only shown for the caseg51 ~dashed line!.
The evaluation of the slopes is summarized in Table I.
if-

te

is
-
se

are nonexponential in time and follow a power law but th
the exponential behavior from the Rose analysis accordin
n(t)}exp(2t/tres) is a good approximation at short times fo
determiningt res. In contrast, at lowerG, t res from the Rose
analysis is no longer valid as can be seen from the la
difference compared to the decay times determined num
cally and from our approach, which become much smalle

The evaluation results from the simulation forb in Table
I represent low- and high-G regimes forb: At low G, b
follows b5(12g)/a as derived with the analytical mode
in Sec. II C whereas at highG the result isb512ag.

IV. DISCUSSION

We would like to point out that our discussion on the tim
dependence andG dependence is related to the initial dec
after termination of the photogeneration. We thus conc
trate on the initial time range in which mainly the majori
carrier properties determine the photoresponse. At lon
times the minority carriers may also become importan8

which can only be dealt with within a more sophisticat
physical model.

A. Time dependence

We introduced different formulas for calculating the d
cay of the electron density that only differ by the waym(t) is
defined, wherem(t) stands for the typical number an ele
tron will have appeared at the conduction band until timet.
These results can be compared with the full numerical so
tions that give the correct mathematical solution of the d
cussed model in order to increase the confidence into
validity of the approximations.

Our analytical approach with the results for the decays
a,1 result in a significant improvement compared to Ref
for the analytical description of the electron decay after t
mination of steady-state illumination. The tests in compa
son with the numerical solutions in Figs. 1 and 3 show go
agreement with the use ofma on a short time scale for the
initial decay. This time range is usually accessed in the
periment. That for longer times thema-decay behavior devi-
ates from the numerical solution is easily understood due
the replacement ofn(t) by n0 made in the derivation of
ma(t). This approximation becomes more and more crude
the free electron density decays. Using the seminumer
approach of Eq.~25! results in good agreement also fo
longer times.

en

TABLE I. Summary of the evaluation forb from the numerical
simulation of the electron decay in Fig. 5 where a low and a highG
regime can be identified. The right two columns contain the val
from the analytic theories as discussed in the text and can be c
pared with the numerical value forb.

g G regime b ~Fig. 5! (12g)/a 12ag

1 low 0.001 0
1 high 0.283 0.27
0.8 low 0.276 0.274
0.8 high 0.385 0.378
0.578 low 0.579 0.578
0.578 high 0.587 0.578
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Figure 4 illustrates that our approach is not only valid
a,1 but also fora.1 with Eq. ~24!. The latter case is o
importance experimentally as amorphous semiconduc
such as hydrogenated amorphous silicon with its steep
duction band tail havea values larger than unity for highe
temperatures.

The salient agreement, obtained by using seminumer
approach withmn(t), shows that the TROK model is a we
applicable approximation to the large-signal photocurrent
cay from the steady state. We have detailed the energ
distributions of the trapped electron density during the de
in Fig. 2 in comparison with the simplified TROK expre
sions. These results show the steplike shape for the trap
electron distributions: The density of trapped electrons be
e(t) is unaffected, betweene(t) and Ec the quasitherma
distribution as expected from TROK is established.

No good agreement is achieved by using the formula
veloped by Adriaenssenset al. in comparison with the nu-
merical solution. Their definition form(t) differs from our
Eq. ~21! just by the factor 1/a21 leading to too early a
decay if a5kT/kT0.0.5, and to too slow a decay ifa
,0.5. As described in Sec. II B, they assume that an elec
will be trapped and reemitted to the conduction band unt
is trapped belowe(t), from which it will not be reemitted
before timet. Since no transition from localized states
defects or the valence band is included in the model,
trapped electron density belowe(t) should increase after th
switch off according to this reasoning. This is not suppor
by our numerical modeling as can be seen in Fig. 2 a
cannot be the case by the following argument: In the ste
state before the switch off those deep traps were in dyna
cal quasiequilibrium with the conduction band. That is, t
trapping rate of free electrons into the localized states eq
their emission rate. After termination of the illumination th
free electron densityn decreases and so does the trapp
rate, while the emission rate remains nearly constant. T
we expect a small decrease of the trapped electron de
instead of the increase resulting from the approach in Re

B. Generation-rate dependence

Comparison between the analytical values of our
proach with the numerically calculated response times,
5, shows excellent agreement at lowG, whereas at high gen
erations ratesb is well fitted by the Rose relation

b512ag, ~30!

resulting fromt res5(11Nt /n)t0, whereNt is the density of
trapped electrons. This change inb occurs because at hig
generation rates the demarcation energye(t) reaches the
quasi-Fermi-level before the free-electron density has
cayed to (1/e) n0.

Figure 6 illustrates the trapped electron distribution
such a case. During the initial decay the free-electron den
tracks with the maximum ofnt and approximately withNt .
Thus in the high generation rate regime our theory is
valid for the response time and the Rose analysis shoul
applied to calculatet res.
r

rs
n-

al

e-
tic
y

ed
w

-

n
it

e

d
d
y
i-

ls

g
us
ity
1.

-
g.

e-

r
ity

t
be

It can be shown9,10 that analyticallyn(t) decays with a
superposition of being}t1/(12a) at mediate times and
}exp(2t/tres) at shorter times. It is only in this short tim
range with exponential decay that the often employ
assumption11 that the ratioNt /n is approximately constant is
valid. Nevertheless, we find thatt res at high G is well ap-
proximated by (11Nt /n)t0.

The arguments from the related small-signal dec
experiment12 that a high-enoughG has to be employed in
order to allow a fast enough emission from the quasi-Fer
energy also apply here for the validity of the Rose analysis
the large-signal decay, thus for the high-G regime in Fig. 5.
The emission time fromEfn can also be taken as a measu
for the time value at which theG dependence oft res shows
the turnover.

We emphasize that both relationsb5(12g)/a for low
G, obtained here and by Adriaenssenset al. @their Eq.~34!#,
and also the relation from the Rose analysisb512ag for
high G, lead tob5g if one assumesg51/(11a). This is
confirmed by our numerical modeling in Fig. 5 and the tw
bottom lines in Table I. Thus with this condition, differen
values ofb andg for materials likea-Si:H or a-SiC:H can-
not be explained within the often used physical model
amorphous semiconductors with the feature of a single
ponential band tail.

We expect the relation forg to be more complicated, suc
as just being given by the link to the conduction band tail
1/(11kT/kT0). Simulation has shown that the condition fo
charge neutrality ina-Si:H is maintained also by the contr
bution from charged dangling bonds as well as by
trapped electrons and holes in the conduction and vale
band tail.13,14 Over a larger-G range these simulations sho
that charge neutrality is maintained by the equality of po
tive and negative dangling bonds. At higherG the trapped
hole density tracks with the negative dangling bond den
and for still higherG the densities of trapped carriers in th
valence and conduction band tail become equal. In contr
for the validity of g51/(11a) the specific equality of the
trapped electron density with the density of recombinat
centers is necessary. Such an equality is not obeyed for
simulation of the photoconductivity of amorphou
silicon.13,14 From temperature-dependent photocurrent
periments ona-Si:H and alloys15 it can be concluded tha

FIG. 6. Time-dependent energetic distributions of the trapp
electron density for highG at 1021 cm23 s21, calculated by numeri-
cal modeling.
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g51/(11kT/kT0) is only valid in a limitedT range at lower
T. Also, oura-Si:H samples from plasma-enhanced chemi
vapor deposition showg values at room temperature b
tween 0.8 and 1. Any deducedkT0 values from theseg
values are greater than 100 meV, incompatible with exp
mental values for the conduction band tail parameterkT0.

We have therefore analyzed the relation ofg and b in
Fig. 5 and Table I by settingg independently to 0.8 and 1
values that are found experimentally. In such a case the
culated values forb are much smaller thang, common to
experimental findings summarized in Ref. 1. Having rep
duced a general experimental trend, a more detailed com
son with experimentalb and g values requires the identifi
cation of the experimental high- or low-G regime with a
broader currently not available experimental data base.

There are other amorphous semiconductors likea-As2Se3
that have been shown to have a featureless exponential
tail.16 The relations put forward here with the simple phy
cal model can be tested on such a material. Detailed c
parison with experimental results froma-Si:H with its
steeper conduction band tail and a dangling bond distribu
around midgap can be used to exploit the limits of the mod
For this semiconductor the quasi-Fermi-level may be shif
through a nonexponentially varying DOS in the deep ba
tail or the broad dangling bond distribution.

The existence of the twoG regimes for the decay time in
Fig. 5 assists the experimentalist to apply the relation
tweeng andb for further evaluation. The range of validit
d

d
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ri-

al-

-
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-
m-

on
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d
d

e-

for the determination of a drift mobility,11 related to the ratio
Nt /n in the high-G regime, can be determined. Ifa is to be
evaluated one has to make sure whichG regime is probed in
the experiment. If a turnover in thet resvalue with increasing
G was observed experimentally,a can be obtained in both
regimes and checked for agreement in value and the slop
the DOS distribution can be deduced from the large-sig
decay. Finally, our approach may also complement the
lated analysis of the small-signal decay.12

V. CONCLUSIONS

We developed an approach resulting in closed-form a
lytical expressions for the decaying electron density base
a rate analysis after termination of steady-state illuminat
The improvement in the treatment for the electron deca
evidenced by the agreement with the numerical resu
Thereby it is also seen that the TROK model is quite ap
cable for the photocurrent decay.

Both numerical simulations and our improved analy
show that different values for the exponentsb andg in the
generation rate dependence of the response time and the
toconductivity cannot be explained within the applied phy
cal model with a single exponential band tail for amorpho
semiconductors, when one assumes the Rose relatiog
51/(11kT/kT0) to be applicable. The identification of tw
G regimes for the dependence of the decay time uponG by
our analysis will assist in the evaluation of experimen
data.
d
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