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Interatomic potential for germanium dioxide empirically fitted to an ab initio energy surface
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We have developed a two-body potential for GeO2 which we employ for modeling thea-quartz and the
rutilelike phases of GeO2. In simulations both at ambient and at elevated pressure, the bond angles and bond
lengths agree well with experimental values. The vibrational spectra have been analyzed both from the har-
monic approximation and from velocity autocorrelation functions. The limits of the harmonic approximation
are demonstrated with a method called selective molecular-dynamics simulation. Thea- to b-quartz phase
transition is successfully modeled.@S0163-1829~98!03542-5#
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I. INTRODUCTION

The incentive to carry out calculations with potentia
founded on first principles has led to various approaches
recent years a significant amount of work has been done
ab initio molecular-dynamics~MD! simulations.1–3 The ever
increasing computer speed gradually has made such cal
tions possible now also on smaller workstations; the limit
the system size for such simulations is today typically bel
100 atoms or so, making it unfeasible to study any effe
that occur at distances greater than a few Ångstro¨ms. Ab
initio MD simulations are therefore currently precluded f
the study of bulk properties of solids and liquids. One way
tackle this problem is therefore to map the potential ene
surface for various configurations of some carefully selec
cluster of atoms from the system and then perform a fit o
suitable interatomic potential to this energy surface, hop
that such a potential will prove successful in classi
molecular-dynamics simulations. Over the past decade, in
atomic potentials for a wide range of compounds have b
developed with such methods.4,5 It is to be addressed exactl
what is meant by the term ‘‘a suitable potential.’’ The fun
tional form of interatomic potentials, and of pair potentials
particular, has in a substantial amount of work been assu
to have an intuitively comprehensible analytical form, e.
electrostatics plus an exponentially decaying short-range
pulsion. Such expressions can of course be justified for io
solids,6,7 but are seriously at odds with what are suitab
potentials for modeling metals or covalent bonds in gene
As has been demonstrated,8,9 metal potentials can be suc
cessfully modeled with a pair-functional form. Carlss
et al.10 pioneered a procedure on how to invert the cohes
energy into a pair potential. This method was recently i
proved by Bazant and Kaxiras11 who generalized the metho
to work for many-body potentials. They demonstrate furth
more how the functional form of angle-dependent three-b
forces for silicon, the Stillinger-Weber expression,12 can be
optimized and thus arrive at a functional three-body fo
which differs significantly from the original Stillinger-Webe
potential. The functional form of Bazant’s potential is like
to be a good candidate when attempting to explain the ph
cal significance of the various terms in their potential
silicon. Thus when developing interatomic potentials, o
should first investigate what is a suitable functional form
PRB 580163-1829/98/58~22!/14791~13!/$15.00
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the interatomic potentials and after that proceed by fitting
potential parameters to energy databases, bulk informa
etc. Following the success of Tsuneyuki4 and other workers13

who used pair potentials of the Buckingham form for t
description of SiO2, we adopt the same functional form o
the pair potential for GeO2 that we develop.

Germanium dioxide is particularly interesting to study b
cause it is similar to silicon dioxide in many respects. Bo
compounds can exist ina as well asb-quartz phases.14

Strictly speaking, thea-quartz form of GeO2 is a metastable
phase that can be obtained by cooling theb-quartz phase of
GeO2 below 1020 °C. Theb-quartz phase of GeO2 is ther-
modynamically stable only above 1049 °C. Below this te
perature the stable phase is an octahedral rutilelike ph
But as the phase change is sluggish it turns out to be eas
quench it to thea-quartz phase of GeO2 by supercooling it.
Thea-quartz phase of germanium dioxide is much less in
than its silicon cousin, and is even soluble in water.14 The
octahedral rutilelike phase of silica, stishovite, is stabl15

above approximately 70 GPa, whereas the rutile phase
GeO2 is stable even at ambient pressure. Phase transit
between two crystalline phases of very different symme
~i.e., change in the coordination numbers of the involv
atoms! at ambient pressure triggered only by a temperat
change traditionally pose a severe challenge to model w
simple potentials. Although success has been made16,17 in
modeling phase transitions in various compounds, s
phase transitions are of the soft-mode type and do not
volve bond breaking. Work18 carried out in modeling the
phase transition of both phases of GeO2 with the same inter-
atomic potential used computationally expensive three-b
potentials and the results are somewhat tentative. Very
cently, Tsuchiyaet al.19 have presented a pair potential th
successfully models both phases of GeO2, but this potential
fails to predict the dynamical properties properly. T
achievement of a pair potential for GeO2 is therefore still a
fruitful area for study which is our motivation for the wor
presented here.

A significant structural parameter when modeling germ
nia in thea-quartz phase is to achieve the correct Ge-O-
bond angle of 130°. Because the angle is not as obtuse a
say silica, it has been thought difficult to model without i
troducing many-body terms since the positively charged
atoms should repel each other, thus enlarging the oxy
14 791 ©1998 The American Physical Society
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14 792 PRB 58R. D. OEFFNER AND S. R. ELLIOTT
bond angle. This corresponds to an ionic model of the ato
interactions. However, because the electrons are less lo
ized in GeO2 than in a completely ionic solid, a more cov
lent description will be better. To a first approximation th
entails partial charges on the species involved.

In this work we follow the idea, applied by Tsuneyu
et al.4 for SiO2 , of deriving an interatomic potential fo
GeO2 by fitting the potential parameters to a potential ene
surface for a Ge(OH)4 cluster calculated with a Hartree
Fock program. We then demonstrate that both thea-quartz
GeO2 and the rutilelike GeO2 crystal are stable with this
potential in molecular-dynamics simulations. Next we an
lyze the vibrational properties both in the harmonic appro
mation and from the velocity autocorrelation function o
tained from the MD simulations. The validity of th
harmonic approximation is assessed with the aid of selec
molecular-dynamics simulations. Finally we demonstrate
existence of thea to b-quartz phase transition. The potenti
we chose is a two-body potential of the Buckingham type
more sophisticated model with higher-order terms in the
tential model would possibly be less transferable20 to other
systems, which justifies resorting to a simple poten
model.

II. THEORY

As in Refs. 4 and 13, we calculate a potential ene
surface for a Ge(OH)4 cluster by bending, twisting, an
stretching the GeO bonds. The modes considered were
ones that preserveTd , C3v , andD2d symmetries. It is be-
lieved that such a potential energy surface may represe
subset of the true multidimensional potential energy surf
experienced by a GeO4 entity in the bulk of the quartz crys
tal, at least up to a more-or-less arbitrary additive ene
constant. Whereas in Refs. 4,13 the potential energy sur
was mapped along each of these three symmetry modes
we calculated instead the energy for the different configu
tions of the cluster by simultaneously moving along the
three modes. Thus in our work only theC2 symmetry of the
Ge(OH)4 cluster is preserved. We thereby obtain a fo
dimensional energy surface as opposed to the three
dimensional energy surfaces obtained by Tsuneyuki. It is
lieved that this extra information should improve the qual
of the final interatomic potential. As the cluster is sma
there is no significant computational cost in doing this. F
thermore, as we sample a greater subset of the true mu
mensional potential energy surface, we can infer that
fitting of interatomic potential parameters to this more ext
sive potential energy surface will be more accurate than
we only used the one-dimensional energy surfaces.

The idea of using a tetrahedral Ge(OH)4 cluster rather
than an octahedral GeO6 cluster as the primary entity fo
deriving a potential energy surface is convenient for the
lowing reasons. It is known that not only in thea quartz but
also in the vitreous phase the Ge atoms are four-coordina
i.e., tetrahedrally linked to oxygen atoms. A potential d
rived from a similar environment is therefore likely to b
more transferable than one derived only for the rutile pha
It is worth stressing that, even though the potential para
eters are fitted to a potential energy surface derived from
principles, such a fit serves only as a suitable starting p
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when constructing the final parameter set. Empirical inf
mation, like elastic constants or vibrational spectra also
to be considered as will be demonstrated.

A. Ab initio calculations

The Hartree-Fock program,CADPAC,21 which is simple to
use and is readily available as a source code for many
ferent types of computers, was the program used to calcu
the energy surface.

When doing Hartree-Fock calculations it has long be
recognized22 that there is no unique choice of basis-set fun
tions even for small systems. The basis set we chose
augmented withd-orbital-like functions in order to mode
better any polarizability effects on the oxygen atoms. W
made a compromise between the 6-31G* and the more c
STO-3G basis sets as the former seemed too computatio
expensive in test calculations. We thus arrived at the 3-21
basis set which is available for oxygen but has not yet b
officially defined for germanium. We composed a 3-21G
basis set for germanium by adding ad-type orbital to the
3-21G basis that has been defined for germanium. A cont
tion coefficient of 1 and a contraction exponent of 0.432
the d-type orbital was found to be fairly optimal when ca
culating the self-consistent field~SCF! energy of a single
germanium atom.

The SCF potential energy surface for the Ge(OH)4 cluster
was then calculated by repetitive SCF calculations retain
only the C2 symmetry of the cluster. The Ge-O bond di
tance was varied between 0.8 and 2.6 Å. Between 1.5
1.9 Å the sampling was denser as we anticipate the equ
rium configuration to be found there and the fitting algorith
described below will benefit from more information in th
range. The calculations sampled five O-Ge-O bond ang
ranging~we made sure to sample the ideal tetrahedral an
109.47° as well! from approximatelyu586° to u5180°.
Thus, the 180° configuration corresponds to the planar c
figuration where the Ge atom is surrounded by the oxyg
atoms.

The purpose of the hydrogen atoms is to neutralize
charge of the whole cluster. That is, we omit any electr
wave functions on the hydrogen atoms but demand that
cluster as a whole should be electrically neutral. The hyd
gens~or positive unit charges as they really are! are fixed
onto the Ge-O vectors at a constant distance from the res
tive oxygen atoms throughout the repetitive displacement
oxygen atoms during the SCF calculations. The H-O dista
was chosen to be 1.73 Å in anticipation that this would
flect equilibrium geometries in the bulk in the best possi
manner, as this is very close to the experimental Ge-O
tance observed in tetrahedrally coordinated environment

B. Fitting algorithm

The potential we used is a pair potential of the Buckin
ham type:

V~r i j !5
ZiZj

4pe0r i j
1Ai j e

2r i j /r i j 2
Ci j

r i j
6

. ~1!

The parameters of the pair potential were fitted to the en
gies obtained from the SCF calculations with the aid of
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TABLE I. Potential parameters obtained from theab initio energy surface.

Ai j in kJ/mol r i j in Å Ci j in kJ/~Å6 mol)

Original fitted potential
Ge,O 2.006963107 0.16315 22833
O,O 7.422953105 0.304404 12648
ZGe522ZO51.5e

Rescaled potential
Ge,O 7.91083106 0.16315 9000
O,O 2.92593105 0.304404 4985
ZGe522ZO50.94174e
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Levenberg-Marquardt23 algorithm. This algorithm, based o
a nonlinear least-squares fit, requires weights to be assig
to each of the data entries used for fitting, where a la
weight plays down the importance of the respective data
try. The objective is to minimize

x2~a!5(
i 51

N FEi
SCF2Ei~a!

s i
G2

~2!

in parameter space, wherea is the vector of potential param
eters in Eq.~1!, Ei(a) is the potential energy of thei th
atomic configuration as a function of the potential para
eters in Eq.~1!, N is the number of atomic configurations an
s i is the weight assigned to thei th configuration. Again we
anticipated that those configurations far away from the eq
librium configuration of an ideal tetrahedron in the bulk w
not be of great importance when fitting the interatomic p
tential parameters to the SCF energy surface. In other wo
it does not matter if the interatomic potential we arrive at
only approximately correct for configurations far away fro
equilibrium as these configurations possibly would on
rarely be attained in a molecular-dynamics simulatio
Therefore, we assigned small weights for configuratio
close to equilibrium geometries. By sorting the data entr
in ascending order with respect to the calculated SCF e
gies, the equilibrium structure of the cluster was identified
the regular tetrahedron with a Ge-O distance close to
observed equilibrium distance of Ge-O in thea-quartz form
of germanium dioxide. The weights were then gradually
creased for configurations with increasing energies.

An ambiguity arises when defining the short-range para
eters for the germanium atom. Strictly speaking it is un
fined as there is no other Ge atom with which to interac
the SCF calculations. Only the electrostatic charge ens
that two germanium atoms will not coincide during
molecular-dynamics simulation. On the other hand, it m
well be that in order to obtain a correct Ge-O-Ge bond an
Ge-Ge interactions should not be ignored.

When fitting the parameters AGeO, AOO,
rGeO, rOO, CGeO, andCOO in Eq. ~1!, the charges on the
atoms were held fixed. The values of the charges were
termined from the Mulliken charge population analysis
SCF calculations for the believed equilibrium geometry o
tetrahedral Ge(OH)4 cluster, i.e., a regular tetrahedron with
Ge-O bond distance of 1.74 Å. The resultant partial char
on germanium and oxygen in this SCF calculation proved
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be very sensitive to the particular choice of basis sets
one should therefore not attach too much meaning to
charge values.

The parameters from the Tsuneyuki4 potential serve as a
good initial guess for the fitting algorithm because of t
similarities betweena-quartz silica and germania. Possib
x(a) in Eq. ~2! will have many local minima in the param
eter space to which the algorithm will eventually arrive.
other words, an optimal value ofa is not necessarily unique
for a particular SCF energy surface. So, for each differ
initial guess for the parameters, the algorithm is theref
likely to end up in a correspondingly different local min
mum in parameter space, when fitting to the same SCF
ergy surface. This amounts to saying that the procedure
assigning weights to the SCF energies and even choo
which are the SCF energies of interest, is inherently emp
cal in nature. We found it necessary to generate some h
dred potentials where we had ‘‘experimented’’ with the a
signed weights. Each of these potentials was then teste
described below.

III. MOLECULAR-DYNAMICS SIMULATIONS

Whether a resultant potential is of good quality or not c
be assessed by molecular-dynamics simulations. We use
N-P-T ensemble for these simulations, together with an
isotropic barostat that allows strain fluctuations as well as
size of the simulation cell to change. The pressure tensor
set to zero. The potentials were tested in MD simulations
an ideala-quartz GeO2 structure, the details of which ar
given in the Appendix. From those parameters we chose
potentials that modeled thea-quartz GeO2 structure the best
i.e., reproduced the characteristic bond lengths and b
angles the best. We thereby reduced the hundreds of po
tials generated from the fitting procedure to a more mana
able number of about 20 sets of potential parameters tha
yielded stablea-quartz GeO2 structures. Each of those se
of parameters were subsequently tested in MD simulation
the rutilelike GeO2 structure to identify which of those po
tentials might also stabilize this crystalline phase. These
culations were also done with theN-P-T ensemble under
zero stress and pressure. As a result we arrived at a s
parameters that were capable of stabilizing both cry
phases, see Table I.



ed
de

i-

-
tiv

s
-

ve

s
d

th
te
te

fre
ai

en

i.e

ve

nd-
n

d

is

es,

.

rall

ity

ed

r
nts
tive

nt
o-

n

14 794 PRB 58R. D. OEFFNER AND S. R. ELLIOTT
A. Spectra within the harmonic approximation

In the harmonic limit, the potential energy is expand
around the equilibrium position of the atoms to second or
in the atomic coordinates,

U~r !5U~r0!1
1

2
r tH~r0!r , ~3!

where r is a 3N-dimensional vector with Cartesian coord
nates of theN atoms in the system,r0 is the equilibrium
position, i.e., a local minimum ofU andt indicates the trans
pose.H(r0) is given as the mass-weighted second deriva
matrix:

H~r0! i , j ,a,b5
1

Amimj

]2U~r0!

]r i ,a]r j ,b
, ~4!

where r i ,a is the Cartesian componenta of the coordinate
vector for atomi and mi is its mass. Its interpretation is a
follows. When moving thei th atom along the Cartesian com
ponenta, a change in the Cartesian componentb of the
force on thej th atom occurs. As we considerU to be com-
posed of a sum of the pair potentials given in Eq.~1!,
U(r )5 1

2 ( i , j
N V(r i j ), the mass-weighted second derivati

matrix becomes

H~r0! i , j ,a,b55
1

Amimj

]2V~r i j
0 !

]r i ,a]r j ,b
, iÞ j

(
kÞ i

N
21

Amimk

]2V~r ik
0 !

]r i ,a]r k,b
, i 5 j ,

~5!

wherer i j
0 is the vector separating atomi from j for the equi-

librium configurationr0.
If the system is set up with periodic boundary condition

the angular momentum is not a constant of motion and
agonalization ofH(r 0) yields 3N23 force constants differ-
ing from zero. The square roots of these force constants
correspond to the vibrational frequencies of the associa
normal-mode eigenvectors. The vibrational density of sta
~VDOS! is calculated as a histogram of these discrete
quencies convoluted with some smooth function to obt
definite linewidths of sizeh when plotting the VDOS(v),

VDOS~v!5 (
j 51

3N23

g~v2v j ,h!. ~6!

We choseg(v,h) to be a Gaussian with a half widthh of 1
THz.

The infrared intensity of modev j is calculated as being
equal to the square of the fluctuations in the dipole mom

I v j
5~Dmv j

!2, ~7!

where

Dmv j
5(

i 51

N

qidi
v j , ~8!

qi being the charge of atomi and wheredi
v j is the Cartesian

vector component of the displacement eigenvector,
r

e

,
i-

en
d
s
-

n

t,

.,

mass-weighted normal-mode eigenvector for atomi at
normal-mode frequencyv j . Although there exist other
ways24,25 of calculating the infrared spectra, the abo
method is by far the simplest and easiest to implement.

For predicting the Raman spectra we employed the bo
polarizability model by Long,26 and used the implementatio
given by Creightonet al.27 In this model, the overall polar-
izability tensor of the system is a sum of individual bon
polarizabilities

Amn5(
i , j

amn~r i j !, ~9!

wherem,n are Cartesian componentsx,y,z and i , j indicates
the bond from atomi to atom j. In the case of cylindrically
symmetric bonds, the individual bond polarizabilities in th
model can be shown to be27

amn~r i j !5a i j
'dmn1~a i j

i 2a i j
'!h i j mh i j n , ~10!

where the parallel and perpendicular bond polarizabiliti
a i j

i anda i j
' are assumed to depend on the bond lengthur i j u

only, andh i j m is the direction cosine between bondi j and
the Cartesian axism. To make the dependence ofur i j u ex-
plicit, it is assumed thatamn depends on the length ofr i j in
the following fashion:

amn~r i j !5@a i j8
'dmn1~a i j8

i2a i j8
'!h i j mh i j n#ur i j u. ~11!

The values ofa i j8
i anda i j8

' are then the input to the program
For calculating the Raman intensity of modev in the

harmonic approximation we require the change in the ove
polarizability tensor with respect to the vibrational modev:

Av,mn8 5(
i , j

amn8 ~r i j
v!, ~12!

where we define the derivative of the bond polarizabil
with respect to the vibrational modev as

amn8 ~r i j
v!5

amn~r i j 1Dr i j
v!2amn~r i j 2Dr i j

v!

uDr i j
vu

. ~13!

HereDr i j
v is a finite differential bond-change vector obtain

by subtracting the displacement vector on atomj from the
displacement vector on atomi, both at normal-mode fre-
quencyv. Thus,Dr i j

v is the change in the bond vector fo
normal-modev. The square of each of the nine compone
of Av8 then corresponds to Raman scattering in the respec
directions; i.e., ifAv,mn8 is nonzero, this means that incide
electromagnetic radiation with the electrical field vector p
larized along them axis will give rise to scattered radiatio
with the electrical field vector polarized along then axis. The
change in the mean polarizability,

av8 5
1

3
~Av,xx8 1Av,yy8 1Av,zz8 !, ~14!

and the change in the anisotropy,
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gv8
25

1

2
@~Av,xx8 2Av,yy8 !21~Av,yy8 2Av,zz8 !2

1~Av,zz8 2Av,xx8 !216~A8v,xy
2 1A8v,yz

2 1A8v,zx
2 !#,

~15!

remain invariant when rotating the system. The spheric
averaged intensity can then be shown to be26

I ~v!5
45av8

214gv8
2

45
. ~16!

This quantity is relevant for gases, amorphous solids,
uids and crystal powders and is the one we used for pred
ing the Raman spectrum. To our knowledge there are no
for the bond polarizabilities ofa-quartz GeO2 in the litera-
ture. We thus performed two SCF calculations on
Ge(OH)4 cluster. One was set up as an ideal tetrahed
with all GeO bond lengths equal to 1.74 Å and one wh
one of the GeO bonds was stretched a bit, say, to 1.76
Subtracting the polarizability tensors obtained from the
two configurations then gives the change in the polarizab
tensor as a function of bond-length change. In the case w
the GeO bond to be stretched is aligned parallel with thx
axis,aGeO

i can be identified asaxx andaGeO
' can be identified

asayy5azz. For these calculations we employed the bas
set 6311G* on the oxygen and germanium atoms28 as the
larger number ofd andp orbitals in this basis set are mor
suitable for studies of polarization effects. These calculati
were done at MP2 level. We found thataGeO8i 52.79 Å2 and
aGeO8' 50.41 Å2. These values, however, poorly reproduc
the Raman spectrum and instead we resorted to usingad hoc
values withaGeO8i 52.79 Å2 and aGeO8' 51.67 Å2. Although
this is, in principle, unsatisfactory it has been done pre
ously in simulations of Raman spectra.27 The poor agreemen
with the ab initio values foraGeO8i and aGeO8' may be due to
the fact that single cluster calculations are not suitable
predicting higher-order electrostatic properties like polar
ability tensors for the bulk. We have not pursued this iss
further. For completeness, one could also assign bo
polarizability derivatives for the bonds OO and GeGe
though this has no significance as the interatomic distan
between these pairs of atoms always exceed what is de
as the maximum bond length for such pairs. For the calc
tion of the infrared spectra, we used the partial charges g
in Table I. Finally we convoluted both the infrared intens
histogram and the Raman histogram with a Gaussian fu
tion as in Eq.~6!.

B. Projection of normal modes onto symmetry modes
of structural units

The structural units studied here are the Ge-O-Ge and
GeO4 units. In silica the corresponding SiOSi and SiO4 units
provide a good understanding of the dynamics of silica29,30

which we believe also will be the case for the Ge-O-Ge a
the GeO4 units in GeO2.

The way we analyzed the projection of the normal mod
onto symmetry modes is as follows. For each Ge-O-Ge
GeO4 unit, we constructed the 6 or 12 symmetry mod
respectively. The symmetry modes for a Ge-O-Ge unit c
ly

-
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sist of one symmetric-stretching mode, one asymmet
stretching mode, two or one bending modes and two or th
rotational modes, depending on whether the Ge-O-Ge un
linear or not, respectively. The symmetry modes for the
rahedron consist of two symmetric bending modes, o
symmetric-stretching mode, three asymmetric-stretch
modes, three asymmetric-bending modes plus three r
tional modes, see Fig. 1. The modes are then Gram-Sch
orthonormalized with respect to each other. This ma
sense for the tetrahedral units which are quite distorted fr
an ideal tetrahedron and for the Ge-O-Ge units which
general have a wide range of Ge-O-Ge angles. Retain
ideal symmetry modes for distorted tetrahedra may resu
some of the ideal symmetry modes mixing with one anot
which would give rise to a more ambiguous mode assi
ment. Usually it is still possible to classify these new orth
normal symmetry modes as members of the particular s
metry species, F2 , A1 , etc. These new orthonorma
symmetry modes were then projected onto each of the
mal modes obtained from the Hessian diagonalization.
instance, the projection of the symmetry modei onto normal
modev for some Ge-O-Ge unit is calculated as follows:

ci
v51

0

0

]

uis

ui t

uiu

0

]

2 • 1
n1

v

n2
v

]

]

nN
v

2 , ~17!

wheres, t, andu are indices for the germanium and oxyge
atoms. Before calculatingci

v , we transformed bothui and
nv to the center-of-mass frame of the atomic cluster cons
ered in ui . The above procedure is performed for all G
O-Ge and GeO4 units and a histogram ofuci

vu2 was then
constructed with the normal-mode frequencies labeling e
bin. Details of the calculations are given in the Appendix

C. Spectra obtained from autocorrelation functions

Calculation of the velocity autocorrelation function is a
other conventional method31–34 of obtaining the VDOS. For
obtaining the VDOS, the mass-weighted velocity au
correlation function is Fourier transformed;

VDOS~v!5
1

A2p
E CM~ t !e2 ivtdt, ~18!

where

CM~ t !5K (
i 51

N

mivi~0!vi~ t !L , ~19!

and the averaging is done over several ensembles.
Owing to the ergodic hypothesis, time averaging is do

rather than ensemble averaging. When calculating the F
rier transform, we mirror32 the autocorrelation function
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around t50 for negative time. This is to avoid spuriou
high-frequency noise from the Fourier transform arisi
from the fact thatCM(0)Þ0 and becauseCM(t) has only
been defined for positive time.

D. Selective molecular-dynamics simulation

It is worth examining the validity of the harmonic ap
proximation to the potential energy minimum in some det
If anharmonicity is pronounced, the noninteracting norm
mode vibrational picture will no longer hold true. Instea
modes will have finite lifetimes and their frequencies may
shifted as well. When anharmonicity is present, it is to so
extent possible, however, to elucidate which are the nor
modes that interact with each other by performing a c
strained orselectivemolecular-dynamics simulation. We de
fine a selective molecular-dynamics simulation to be
molecular-dynamics simulation where we preclude cert
normal-mode vibrations from occurring during the course
a molecular-dynamics simulation; i.e., we make a project
of the configuration displacement, the velocities and ac
erations on to the subspace of allowed displacement vec
Exactly what integration algorithm is employed in th
molecular-dynamics simulation is not important. Here
describe our method with the velocity-Verlet algorithm. T
traditional velocity-Verlet algorithm used in molecular d
namics for integrating the equations of motions reads as
lows:

r ~ t1dt !5r ~ t !1dtv~ t !1
1

2
dt2a~ t !, ~20!

v~ t1dt !5v~ t !1
1

2
dt@a~ t !1a~ t1dt !#. ~21!

Here r (t) is the configuration vector containing the coord
nates of all the atoms,v(t) is the configurational velocity
vector, anda(t) is the configurational acceleration vecto
We modify the algorithm to read as follows:

r ~ t1dt !5r ~ t !1dtP̂Mv~ t !1
1

2
dt2P̂Ma~ t !, ~22!

v~ t1dt !5P̂MS v~ t !1
1

2
dt@a~ t !1a~ t1dt !# D , ~23!

where P̂M is the projection operator that projectsv and a
onto the subspace of allowed normal-mode vibrations

FIG. 1. Symmetry modes used for the normal-mode projectio
l.
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-

noted by the setM. The normal modes are, as usual, obtain
from diagonalizing the Hessian after a zero-Kelvin structu
optimization of the system.

When omitting the normal modesM̄ from the 3N normal
modes,N being the number of atoms, we also adjust t
thermostat applied in the molecular-dynamics program
take into account the fewer degrees of freedom. Although
system loses the degrees of freedom contained in the seM̄ ,
there is no physical constraint preventing the system fr
vibrating at an arbitrary frequency, say a frequency cor
sponding to one of the precluded modes. A detailed acco
of the selective molecular-dynamics simulation will be r
ported elsewhere.

IV. DYNAMICAL INFORMATION AIDING THE CHOICE
OF POTENTIAL

Experimentally three frequency bands for vibrations
a-quartz GeO2 are found:35 an upper limit of the low-
frequency band at 332 cm21, a medium-frequency band be
tween 442 and 595 cm21 and a high-frequency band be
tween 857 and 970 cm21. Preliminary calculations of the
VDOS for the original potential obtained from the fittin
algorithm predicted too high frequencies for all of the thr
frequency bands found fora-quartz GeO2. For this instance,
the upper limit of the high-frequency band was found to
1545 cm21. However, the relative positions of the frequen
bands were good. Therefore we rescaled the potential f
V(r i j ) to U(r i j )5c•V(r i j ). In the harmonic approximation
we would then have VDOSU(Ac•v)5VDOSV(v). With the
maximum frequency being 1545 cm21 this yields a scale
factor of c5(970/1545)250.394. This rescaled potential i
therefore the one used throughout this paper and all res
were obtained with it. The potential therefore predicts t
vibrational spectra ofa-quartz GeO2 quite well but not nec-
essarily the spectra of rutilelike GeO2. We therefore analyze
thea-quartz GeO2 spectra in greater detail than the rutilelik
GeO2 spectra. The preliminary calculations of the VDO
were done at constant volume. As the simulation cell m
change volume slightly under constant pressure the predi
frequencies may also change slightly.

s.

FIG. 2. ~a! VOO
Tsuneyuki(r ), ~b! VOO(r ), and~c! VGeO(r ).
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Caution must be exercised before applying a pair pot
tial. If the attractiveCi j /r 6 terms are large they will over
whelm the short-range repulsion at atomic separation
tances that could be attained at high temperatures. If th
the case, the parameters must be corrected by introdu
repulsive terms that fall off faster than 1/r 6. This has been
necessary to do for the Tsuneyuki potential for silica36 but
should not be necessary for our potential. In Fig. 2 we co
pareVOO(r ) with VOO

Tsuneyuki(r ). It is seen that it is unlikely
that the short-range repulsion will be overwhelmed by
COO/r 6 term since this barrier is an order of magnitu
greater than forVOO

Tsuneyuki(r ). This also applies forVGeO(r ).

FIG. 3. The O-Ge-O angular distribution function ofa-quartz
GeO2 at ~a! 300 K and~b! 5 K.
-

s-
is
ng

-

e

V. RESULTS

A. Static structure

Figure 3~a! shows that in the simulation performed at 30
K, the O-Ge-O bond angle distribution is very broad a
featureless. However, the corresponding function for the
simulation, Fig. 3~b!, clearly shows four distinct preferre
angles whose values correspond with the ones given in T
II calculated from the fractional coordinates. That they
not agree completely is probably due to the crystal be
thermally contracted in the 5 K simulation. It is interesting to

FIG. 4. The Ge-O-Ge angular distribution function ofa-quartz
GeO2 at ~a! 300 K and~b! 5 K.
th
TABLE II. Structural parameters fora-quartz GeO2 obtained from the 300 K simulation compared wi
experimental values.

This work Experiment
Ref. 37

P/GPa 0 0.5 3.55 0.0001 3.55

a,b/Å 5.130 5.078 4.854 4.9858 4.8546
c/Å 5.7378 5.7264 5.6793 5.6473 5.5943
c/a 1.118 1.127 1.170 1.1327 1.1422
r/(kg/m3) 3984.4 4074.14 4496.9 4286.5 4564.2
r GeO/Å 1.746 1.743 1.7405 1.737 1.729

1.749 1.747 1.7451 1.742 1.738
Dr GeO/Å 0.1 0.0982
/GeOGe 135.1° 133.6° 127.3° 129.89° 126.14
D/GeOGe 11° 8.7°
/OGeO 106.6° 106.1° 103.9° 106.3°a 105.4

108.5° 108.3° 106.8° 107.2° 106.5
110.9° 110.7° 109.0° 110.3° 111.9
112.0° 112.7° 116.8° 113.5°a 113.9

Cell volume/Å3 130.79 127.91 115.88 121.57 114.18
Energy/~kJ/mol! 21283.5

aAngle occurs twice in the tetrahedron.
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see that the peaks in the O-Ge-O bond angle distributio
Fig. 3~b! at 106.6° and 112.0° obtained in this work corr
spond very well to the angles at 106.3° and 113.5° fou
experimentally. Reference 37 states that each of these
angles occur twice per tetrahedron whereas the two o
angles at 108.5° and 110.9°, corresponding to the exp
mental angles 107.2° and 110.3°, occur only once for e
tetrahedron. The intensity of the peaks in Fig. 3~b! confirms
this fact. The Ge-O-Ge angular distribution shown in Fig
peaks at.135°, in good agreement with experiment.

The comparisons of experimental observations with
calculations are given in Tables II and III and show go
agreement with experiments. Snapshots of the equilibra
a-quartz GeO2 and rutilelike GeO2 structures are shown in
Figs. 5 and 6, respectively. The calculations of the ang
and bond lengths have been facilitated by calculating
time-averaged fractional coordinates of the atoms from
MD simulations. This enables the exact average bond len
and bond angles to be determined and confirms that
distinct Ge-O bond lengths exist as well as four distinct t
rahedral angles. The exact bond lengths cannot be d
mined from the pair-correlation functions as the differen
between the bond lengths is much less than the therma
erage variation of the bonds given above. This is also
case for the tetrahedral angles, see Table II.

For thea-quartz GeO2 structure at zero pressure, the p
tential predicts bond angles and bond lengths in good ag
ment with experiment. It is also apparent that at eleva
pressure mainly the intertetrahedral Ge-O-Ge angle cha
whereas the tetrahedral angles only change very little.
unit-cell parameters, and hence the density, are also in

FIG. 5. Snapshot along thec axis of the simulation cell with
43434 a-quartz GeO2 unit cells equilibrated at 300 K. Large
spheres, O, smaller spheres, Ge.
in
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sonable agreement with experiment although the unit-
vectors are 2% too large on average.

Elasticity

A property like the bulk modulus,B52V]P/]V, may in
certain simple cases, e.g., a monatomic fcc-lattice crystal
calculated from direct analytical derivations of a pair pote
tial, provided the volume change is isotropi
Experiments37–39show this is not the case fora-quartz GeO2
where it is the changes in the tilt angle of GeO4 tetrahedra
that to a considerable extent are responsible for the shrink
of the volume of the unit cell under pressure. Hence,
analytical estimate of the bulk modulus would not
straightforward. Thus, although it would be the most rigo
ous way of obtainingB, we rather deriveB directly from
simulations done at elevated pressures at 0.5 GPa.

As above, with the aid of average fractional coordinat
the exact bond lengths and bond angles were determi
The results shown in Table II predict that the unit cell subj
to pressure contracts anisotropically, less along thec axis
than along thea,b axes. The GeO bond lengths change le
than do the GeGe distances, as the pressure is raised.
wise, none of the angles remain constant as the pressu
elevated, in particular not the Ge-O-Ge angle. This indica
that compressinga-quartz GeO2 results in a slight rotation
of the GeO4 tetrahedra rather than a volume decrease of
tetrahedra, in agreement with experiments. From the cell
ume at 0.5 and 0 GPa the bulk modulus was found to bB
522.71 GPa. This is somewhat small when compared to

TABLE III. Structural parameters for rutilelike GeO2 obtained
from the 300 K simulation compared with experimental values.

This work Experiment
Ref. 37

P/GPa 0 0.0001

a,b/Å 4.5623 4.4066
c/Å 2.7474 2.8619
c/a 0.6021 0.6494
r/(kg/m3) 6306.5 6251.7
Oxygen position 0.30319 0.30604
r GeO/Å 1.870 1.874

1.957 1.906
Cell volume/Å3 57.27 55.573
Energy/~kJ/mol! 21285.3
TABLE IV. Elastic constants for thea-quartz and the rutilelike GeO2 structures.

Ci j /GPa Quartz Rutile
Experiment~Ref. 47! This work Tsuchiya~Ref. 19! Experiment~Ref. 48! This work Tsuchiya~Ref. 19!

C11 64 47.0 125 337.2 300 492
C12 22 15.8 46 188.2 97 238
C13 32 18.9 56 187.4 143 239
C14 2 20.54 28
C33 118 94.3 234 599.4 474 679
C44 37 26.4 57 161.5 150 197
C66 21 15.6 39 258.4 93 165
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experimental38,39 valuesB539.2 GPa andB539.1 GPa.
The elastic constants were calculated using the prog

GULP.40 For comparison we also calculated the elastic c
stants using the potential given in Ref. 19, see Table IV. O
could anticipate that the potential proposed by Tsuch
et al. would reproduce the elastic constants quite well sin
they have also optimized it to the bulk moduli of the tw
structures. However fora-quartz GeO2, the elastic constant
calculated using their potential are almost all too large
about a factor 2. In contrast our potential predicts ela
constants that are somewhat closer to the experimental
ues, underestimating them at most by 30%. The elastic c
stants predicted by our potential for the rutilelike Ge2

structure are too small by about 30% on average, wherea
constants predicted by Tsuchiyaet al. are overestimated by
about 20%. Both potentials however fail to predict the she
elastic constantC66 for rutilelike GeO2.

FIG. 6. Snapshot along thec axis of the simulation cell with
43437 rutilelike GeO2 unit cells equilibrated at 300 K. Large
spheres, O, smaller spheres, Ge.

FIG. 7. Vibrational density of states fora-quartz GeO2 obtained
from ~a! harmonic approximation and~b,c,d! power spectra of ve-
locity autocorrelation function obtained from 5, 300, and 1000
molecular-dynamics simulations, respectively. The VDOS sca
are not the same in each case.
m
-
e
a
e

y
ic
al-
n-

the

r-

B. Dynamics for a-quartz GeO2

The frequency bands for thea-quartz GeO2 VDOS agree
very well with experiments.35 We find the following fre-
quency bands: an upper limit of the low-frequency band
345 cm21, a medium-frequency band between 446 and 5
cm21 and a high-frequency band between 870 a
942 cm21, as shown in Fig. 7.

The Ge-O-Ge mode analysis displayed in Fig. 8 sho
that bending and symmetric stretching are responsible for
medium-frequency band, while asymmetric-stretch vib
tions dominate the high-frequency band.

The mode analysis for the tetrahedra~Fig. 9! predicts that
the asymmetric stretch is responsible for the peak at
cm21. Asymmetric and symmetric bending is mostly co
fined to the medium-frequency band and the low-freque
band. The symmetric-stretch vibration is responsible for
peak in the high-frequency band at 942 cm21. The rotational
modes of the tetrahedra are mostly present in the lo
frequency and the medium-frequency band.

The calculated Raman spectrum shown in Fig. 10~b!
agrees very well with experimental observations.35,41,42The
pronounced peak at 445 cm21 is in remarkably good agree
ment with experiments41 that report this peak to be at 44
cm21. The modes are tabulated in Table V where we ha

s

FIG. 8. Projection of normal modes onto symmetry modes
GeOGe units fora-quartz GeO2.

FIG. 9. Projection of normal modes onto symmetry modes
GeO4 tetrahedra fora-quartz GeO2.
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tentatively associated the modes we calculate with the co
sponding experimental ones. For the harmonic approxi
tion of the IR spectrum in Fig. 10~a!, both the intensities of
the spectrum and the location of the peak frequencies ar
very good agreement with experiments.35

If we compare the Raman spectrum with the mode an
sis in Figs. 8 and 9, we note that the intense mode at
cm21 can be ascribed to symmetric-stretching and bend
vibrations of Ge-O-Ge units, as well as rotations, symmet
and asymmetric bending of GeO4 units. This suggests tha
this mode is a breathing mode of a larger structure of Ge4
tetrahedra. This conjecture is supported by Ref. 42 wh
reports that this Raman band is due to symmetric stretch
of six-membered rings of GeO4 tetrahedra.

Now we turn to a comparison of the vibrational density
states calculated during a molecular-dynamics simula
and the one predicted by the harmonic approximation. Lo
ing at the VDOS in Fig. 7, we find that the low-temperatu
VDOS at 5 K agrees well with the VDOS predicted by th
harmonic approximation. All prominent peaks in Fig. 7~a!
are present in Fig. 7~b! and the intensities all agree qui
well. However, the 300 K simulation shows a significa
difference. Although the main peaks are present, their
tures have to some extent been washed out. This is espec

TABLE V. Raman and infrared modes fora-quartz GeO2 cal-
culated within the harmonic approximation, compared with exp
ment. Wave numbers in bold indicate a strong intensity.

Raman cm21 Infrared cm21

This work Ref. 41 This work Ref. 35

937 933 958
895 897 886
875 876
800
540 583 540 584

520 554
493 516 493 518
445 443
333 333 332
296 274
200 240 212
175 200
147 175
103

FIG. 10. Infrared~a! and Raman~b! spectra obtained in the
harmonic approximation.
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the case for the high-frequency band (.870 cm21) which,
besides being attenuated, exhibits a slight downward shi
position. The 1000 K simulation shows an even more dra
attenuation, the higher the frequency. These observat
correspond to similar ones made experimentally for the
man spectra,41 where it was found that already at room tem
perature high-frequency modes are washed out and can
be resolved properly at temperatures below 109 K.

We then did six selective molecular-dynamics simulatio
on a-quartz GeO2 at 1000 K where the allowed eigenmod
were chosen to correspond to frequencies above 870,
209, 140, 77, and 0 cm21, respectively. This corresponds t
precluding the medium- and low-frequency bands in the fi
simulation and to gradually including more low-frequen
modes in the subsequent simulations.

The result is shown in Fig. 11. We note that when p
cluding all other vibrational modes but the high-frequen
band, this band retains a shape very much like the co
sponding one in the harmonic approximation. The peak
sitions are also at their original ‘‘harmonic’’ values in Fig
11~b!. But when the medium-frequency band is include
Fig. 11~c!, it is obvious that the high-frequency band h
been shifted down by some 30 cm21. As more low-
frequency modes are included in the simulations, Fi
11~d!–11~g!, the high-frequency and the medium-frequen
bands become increasingly broad, i.e., the broadening oc
as more low-frequency modes are included in the selec
MD simulations.

Similar selective MD simulations ona-quartz SiO2 using
the Tsuneyuki potential4 were also made. This was done
establish whether the observed features described abov
present in other systems. The result is shown in Fig. 12.
300 K VDOS from the normal MD simulation agrees ve
nicely with the harmonic-approximation VDOS, indicatin
that the anharmonicity described above is not significan
300 K for a-quartz SiO2. At 1200 K, however, the attenua

i-

FIG. 11. VDOS fora-quartz GeO2, ~a! in the harmonic approxi-
mation and from selective MD simulations precluding frequenc
lower than 870 cm21 ~b!, 436 cm21 ~c!, 209 cm21 ~d!, 140 cm21

~e!, 77 cm21 ~f!, and 0 cm21 ~g!. The VDOS scales are not th
same in each case.
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tion, blurring, and downward shift of the high-frequen
peaks appear. As before, the selective MD simulation sh
that the high-frequency modes retain most of their featu
when precluding the low-frequency normal modes.

Now we will demonstrate the presence of t
a2b-quartz phase transition in our simulation. As has be
shown,17,43 the soft-mode phase transition from thea- to the
b-quartz phase for silica occurring at 850 K for th
Tsuneyuki potential is attributed to two phenomena. One
the thermal expansion of the unit cell, which lowers t
double-well barrier separating the two Dauphine´ twins of a
quartz from each other. The other reason is the tempera
itself; at high temperature the hopping over the double w
from domains of one twin to a configuration identical to t
other twin is easier. These workers conclude that
b-quartz phase is realized as a time average over the
mains of the two twins hopping back and forth to the oth
twin.

We therefore carried out a series of MD calculations
a-quartz GeO2 so as to search for any phase transition,
details of which are given in the Appendix. The temperat
was varied from 100 to 2000 K with temperature steps be
50 and 25 K using the small steps near the phase transi
The fractional coordinates of the cations ina quartz can be
described with the parameteru and with 12u for the othera
quartz twin. Inb quartz, however,u50.5. Thusb quartz can
be regarded as a special case ofa quartz andu can therefore
be used as an order parameter measuring
‘‘ a-quartz’’-ness of the system. The plot of^u& versus the
temperature, in Fig. 13 clearly indicates that the phase t

FIG. 12. VDOS fora-quartz SiO2 in the harmonic approxima
tion ~a!, extracted from the velocity autocorrelation function in
MD simulation at 300 K~b! and 1200 K~c!, extracted from the
velocity autocorrelation function in a MD simulation at 1200
with the low-frequency normal modes precluded~d!. The VDOS
scales are not the same in each case.
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sition occurs at about 850 K. This is, however, lower th
the experimental value of 1020 °C.

C. Dynamics for rutilelike GeO2

The vibrational spectra for the rutilelike GeO2 structure
are given in Fig. 14. As stated in Ref. 35, the experimen
VDOS covers the frequency range up to 873 cm21. The
VDOS calculated in Fig. 14~a! ranges up to 856 cm21. The
IR and the Raman spectra are however not in perfect ag
ment with experiment.35,41 The intense Raman mode ob
served experimentally at 700 cm21 is calculated to be at 532
cm21. The broad infrared band between 300 and 700 cm21

reported in experiment is not quite reproduced either in
calculations. Instead three intense frequencies are obse
at 182, 347, and 414 cm21.

VI. CONCLUSION

A two-body potential, derived from fitting to the potentia
energy surface obtained from a Hartree-Fock calculation
a GeO4 cluster, has proved to stabilize both crystallin
phases of GeO2 (a quartz and rutilelike! in constant-
pressure, constant-temperature molecular dynamics.

As mentioned in the Introduction, pair potentials a

FIG. 13. Plot of the special position̂u& versus temperature fo
the Ge atom illustrating a phase transition betweena andb quartz
phases of GeO2.

FIG. 14. VDOS in the harmonic approximation~a!, IR spectrum
~b!, Raman spectrum~c!, and power spectra of velocity autocorre
lation function for rutilelike GeO2 at 300 K. The VDOS scales ar
not the same in each case.
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likely not to be the best functional form when modeling c
valent solids. In this context it is worth stressing that none
the potential parameters therefore can be claimed to be i
tified with any physical property of the bulk phase, a situ
tion which has been stated previously.44

The bulk modulus ofa-quartz GeO2 is in reasonable
agreement with the experimental value and it is encourag
to observe that the model presented here can also accou
the tilting of the GeO4 tetrahedra in thea-quartz structure
when pressure is applied. We note that the bulk modulus
the elastic constants are overall too small in our model. T
could be remedied by another rescaling of the potentia
these were the properties of interest. But then the VD
would be out of the experimentally observed frequen
range. This merely illustrates the limit of pair potentials.

Taking into account that the high-frequency bands
mainly associated with bond length displacements wh
low-frequency bands are associated with rotations and b
ing modes, we can therefore state that a compression o
unit cell does not significantly involve contraction of bon
in this model.

The model successfully predicted thea2b quartz phase
transition, although the transition temperature is 443 deg
too low. As discussed by Smirnov,43 the transition tempera
ture is very sensitive to the pressure at which the simulati
are carried out. A slightly higher pressure would be expec
to push the transition temperature upwards, although
have not verified this.

The vibrational spectra fora-quartz GeO2 show excellent
agreement with experimental observations. The attenua
and broadening of peaks in the VDOS from MD simulatio
at elevated temperatures have been attributed to the an
monicity of a-quartz GeO2 which we have shown is mor
pronounced than ina-quartz SiO2.

We observe that the validity of the harmonic approxim
tion must be examined before inferring the VDOS from t
harmonic approximation. A simulation done far away fro
the melting point of a particular model does not necessa
validate properties calculated within the harmonic appro
mation.

In the quest for a more general potential model for g
mania, capable of reproducing the spectra of both crystal
phases, the potential presented here may perhaps serve
starting point. This model would possibly have to be imp
mented as a pair or cluster functional,45 rather than as a
many-body potential as discussed above.
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APPENDIX

For the molecular-dynamics simulations ona-quartz
GeO2, the simulation time was set to 60 ps and data acq
sition was done typically in the last 10 ps. The relaxati
times for the thermostat and the barostat were of the orde
1 ps. The constant-pressure, constant-temperature sim
tions were implemented with the Berendsen46 thermostat and
anisotropic barostat.

For thea-quartz GeO2 simulations, we used an Ewald
convergence parameter of 0.384 99 Å21 and the number of
Ewald k vectors was set to 8, 8, and 9 along the respec
reciprocal simulation cell vectors. The simulation cell co
sisted of 43434 unit cells withr cutoff58.4 Å.

For the rutilelike GeO2 simulations, we used an Ewald
convergence parameter of 0.384 99 Å21 and the number of
Ewald k vectors was set to 7, 7, and 9 along the respec
reciprocal simulation cell vectors. The simulation cell co
sisted of 43437 unit cells withr cutoff58.4 Å.

For the spectra in the harmonic approximation, the sys
set up for the IR, Raman, VDOS, and mode-projection sp
tra was as for the molecular-dynamics simulations. The s
tem was then relaxed at zero pressure using the anisotr
barostat until the forces on any of the atoms were no gre
than 3.0310211 N and the components of the pressure ten
were no greater than 0.3 kbar.

For the selective molecular-dynamics simulation, the s
tem setup was as for thea-quartz GeO2 MD simulations but
the runs were shortened to only 7 ps with 3 ps equilibrat
time.

For the simulations of thea2b quartz phase transition
the simulation cell consisted of 33333 unit cells, an
Ewald-convergence parameter of 0.5472 Å21, the number
of Ewald k vectors set to 8, 8, and 9 and the thermostat a
barostat relaxation times as above. The total simulation t
was set to 40 ps with equilibration during the first 30 ps. T
calculations were done on Silicon Graphics workstatio
equipped with R8000 processors running at 75 MHz a
R10000 processors running at 194 MHz.
oc.
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