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The contribution of conduction electrons to the Auger neutralization rate of a slow ion at a metal surface has
been calculated. We have considered the scattering bfdfieAl and studied the effect of the ion potential on
the neutralization rate. This has been accomplished by taking into account the modification of the wave
function of the captured electron induced by the presence of the ion. The effect of the ion potential is shown
to increase the Auger neutralization rate. We have also calculated the Auger deexcitatioh ¢ghHe)
atoms in front of an aluminum surface, including the distorsion created by the surface on the atom states. In
this case, the deexcitation rate is reduced by the mixing of atom and surface states, which also leads to a
nonvanishing deexcitation rate of metastable HSj2[S0163-182(08)06543-6

[. INTRODUCTION taken into account in a more consistent way than in previous
treatments.

Auger neutralization of slow ions was developed as a tool Investigation of charge-transfer phenomena between ions
to investigate the electronic structure of solid surfatés: and surfaces is relevant not only to surface spectroscopy, but
beam of ions of low kinetic energy is scattered off a solidto many other fields. For instance, in achieving the condi-
surface, and depending on the values of the surface wortions for nuclear fusion by magnetic confinement, one of the
function and the ionization potentials of the projectile, elec-factors that govern the density of the plasma is the dynamics
trons can be emitted when the neutralization of part of theof charge exchange between the plasma and the re@otor
incoming ions takes place. By analyzing the spectrum okamak walls? Indeed, only the ions neutralized by colliding
emitted electrons, one expects to obtain information aboulith the walls can get back into the plasma. Moreover, the
the electronic density of states at the surface of the targeenergy lost by an ion moving through a solid depends on the
However, when a slow ion approaches a surface, it attractsvolution of the ion charge state along its trajectbhy.sur-
the metal electrons leading to a local modification of theface chemistry, charge tranfer is involved in many surface
surface-potential barrier. Even for a singly charged ion agprocesses and its study can help to evaluate the reactivity and
He", the perturbation is not negligible. It turns out that the other chemical properties of a given surface.
energy spectrum of emitted electrons depends, not only on In an elementary charge-transfer process, one electron
the local density of states, but also on the collision dynamicshops between the metal and the projectile. An initial classi-
It is therefore necessary to study how the interpretation of théication of these processes can be given according to whether
experiments is affected by the perturbation that the ion introthe transferred electron loses energy or not. If it does not,
duces at the surface. A good starting point for such an inveghat is, if the initial and final states of the electron are degen-
tigation is to look at the neutralization rate of the ions. Al- erate in energy, the process is knownrasonant For an
though not directly measurable, this is one of the basi@lectron to be resonantly captured by a slowly moving pro-
parameters required to fit the experimental data. We repojectile, there must be an unoccupied atomic level degenerate
here on the results of a calculation of the neutralization ratevith an occupied metal state. In other words, the atomic
of a slow He ion impinging on an aluminum surface. In this level must lie below the highest occupied state in the metal.
paper, the perturbation of the surface by the ion has beefhe inverse procesgesonant lossis possible when an oc-
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tion potential of helium E,=24.6 eV) is larger than the
sum of the Fermi energye-=12.5 eV) and the work func-
tion (¢~4 eV in the jellium approximationof aluminum.

Far from the surface, the excited states of helium are degen-
erate with the conduction band of aluminum. At low ion
velocities, however, the probability of populating the atom
excited states by resonant transfer is small because the inter-
CAPTURE action with the metal shifts their energies above the Fermi
level. Therefore, the Auger capture from the conduction
band is expected to be the most efficient neutralization
mechanism of the incoming ion. Since the capture is to the
ground state, the spin of the neutralizing electron must be
aligned in the opposite direction to the spin of the electron in
the ion core.

Theoretical models of resonant charge transfer have suc-
cessfully explained the experiments in which this mechanism
DIRECT DEEXCITATION is responsible for the capture of surface electrons by the im-

pinging ion? On the other hand, calculations of Auger rates
T have not yet achieved good agreement with the available
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experimental data. Experimental estimates of the most prob-
able neutralization distance for Heon different targets®
give values where it is expected that the perturbation of the
surface-potential barrier by the ion will be very important. In
the present approach, we have introduced the modification in
the wave function of the captured electron caused by the ion.
INDIRECT DEEXCITATION This represents an improvement over previous approaches,
which have either neglected or treated in an approximate
FIG. 1. Scheme Qf the Auger processes at a metal surface. S?ﬁay this effeci(see Sec. )l The distorsion of the metal wave
Sec. | for more details. function induced by the presence of the ion is expected to
cupied atomic level is degenerate with an unoccupied metdficrease the electron density around the ion and thus yield a
state. larger Auger neutralization rate. Indeed, earlier works on this
As for the processes in which the transferred electroreffect have found a substantial increase of the neutralization

loses energy, we shall be concerned with those known aéte. One of the aims of the present work is to investigate this
Augerprocesses. All these processes share the common fe@ffect on the Auger process when the ion perturbation is
ture that an electron is captured into an unoccupied atomit!lly taken into account. Here, we define the state of the
level of lower energy. The energy of the transition is used folc@ptured electron as an eigenstate of a one-electron Hamil-
exciting either the projectile or the surface. Therefore, Augefonian for the ion+ surface system. Therefore, it will ze
processes can be classified according to where the capturOri & mixture of atomic and metal states. As a result, the
electron was initially located and which systdsurface or ~Separation between the Auger neutralization and the Auger
projectile) is excited. If the electron is captured from the direct deexcitation is not as sharp as stated atioVee ini-
metal and the surface electrons are excited, the process 8l states for these processes are mixed whereas the final
called Augercapture or neutralizationwhen the ion is neu- States are identical. Indeed, they correspond to two different
tralized(see Fig. 1 However, if after capturing a metal elec- experimental situations: the neutralization of a*Hien or

tron, the projectile decays by emitting one atomic electron tghe deexcitation of an excited helium atom (tjeWe show

the Continuum, the process is termadlirect deexcitation below the results of this unified treatment of the two pro-
(see Fig. 1 Otherwise, the electron can fill the atom core C€SS€s and how the rates can be obtained independently. A
hole from an excited atomic level. In this case, there is ndreliminary account of the work presented here can be found
charge transfer between the metal and the projectile, but tH8 Ref. 7.

energy of the transition can be given away to the metal so This paper is organized as follows. Section Il contains a
that a surface excitation is produced. This possibility isbrief overview of the different theoretical approaches to the
called direct deexcitatiorof the projectile(see Fig. 1L For ~ Problem of Auger neutralization. In Sec. Ill, we present the
completeness, we shall mention a similar process where tHermalism used in the calculation as well as the approxima-
energy of the atomic transition excites the projectile itself.tions involved. The details of the calculation are also re-

This process is well known in atomic physiCS, where it isportEd there. Results will be found in Sec. IV. Their discus-
called autoionization sion appears in Sec. V. The main conclusions of this work
The system considered in this paper, namely; Ha-  can be read in Sec. VL.

pinging on aluminum is the standard model system for Auger
neutralization. The reason is that, in a collision of a slow
He" ion with an aluminum surface, metal electrons cannot
populate the ground state by resonant transfer because it is This section contains a brief overview on the Auger pro-

not degenerate with any metal state. Indeed, the first ionizasesses taking place near metal surfaces. The surface Auger

ATOM

II. OVERVIEW
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processes, although related to those occurring in bulk, haviargest contribution to the emission spectra.

intrinsic characteristics and difficulties that make them dif- A different approach is taken in Refs. 6 and 25. There, the
ferent. Hence, in this overview we will be concerned with theemphasis is placed upon the screening of the electron-
Auger processes at surfaces as described in the Introductioelectron interaction, while using the density of states corre-

When looking in the literature one realizes that calcula-sponding to a free-electron-like meta-p bands. It is stud-
tions evaluating the neutralization of ions are difficult andied how this affects the measured spectra of emitted
open to new developments. However, it has been subjectaslectrons. In these two articles, the dynamics of the ion-
to intense research ever since the theoretical work byurface interaction is accounted for by computing the neu-
Massey and Shekhtérwho first calculated Auger transition tralization rate and using rate equations to follow the evolu-
rates. tion of the different ion charge states.

In the 1950s, the work by Hagstrdnsettled down the The neutralization rate is a rich quantity because it gives
basis of both experimental and theoretical treatments of thgjrect information on the likelinood of a given process. It can
surface Auger transitions. He used the energy spectrum ¢fg ysed in a rate equatfo? to obtain the ion population at
emitted electrons to determine fundamental properties of th_g given distance from the surface. Any realistic account of

'rzn'riurgc? st%stem. tH(T' W‘?S ag!etto extr?ﬁ from hltst exze”fhe emission spectra should include the dynamical process of
enta’ dala the heutralization distance or Hens Scatlered o000 emission along the ion trajectory. In a semiclassical

off various metal surfaces by taking into account the energ o )
balance of the emitted electrons. His work also defined thigvay, the neutralization rate takes care of this. However, not

basic ingredients for a complete theoretical description ofin.ly |shthe n(;utraltlﬁanonl ratlet!mporfte;ﬂt n t?ls_we}yt. !n Ref|.|6
Auger neutralization. However, due to the difficulty of the ' IIS sdownh OWI T ca cu? |hon 0 .(; rate 1s |rr1]r|ns|,|ca y
required computations, his theoretical results were only® ated to the calculation of the contribution to the electron

qualitative. spectra. -

Recent experimental work can be divided into two types Both Masse§ and Shekhté’rcalculat'ed transmqn rates.
of experiments: electron spectroscépy® and ion These are complex quantum-mechanical scattering calcula-
spectroscopy’® 2 The first type deals with the energy distri- tions, where many approximations are required. Horiguchi
bution of the electrons collected during the collision of very€t al?” and Hentschkeet al*® computed Auger rates for a
slow ions with metal surfaces, and the second type deals witgroton-metal system using analytical wave functions for the
the charge state of the particles reflected from the solid sumetal electrongthose of a step potentjalThey simplified
face. Very accurate measurements by Wiftean resolve the eight dimensionat-space integration by taking the con-
the angular dependence of the scattered particles in vetyibution of electrons at the Fermi level normal to the sur-
grazing collisions. From the width of the ion angular distri- face. Janev and Nedeljkovitreduced the phase space of
bution, and its shift relative to the specular scattering, theyntegration drastically and considered only the dipolar term
can relate the ion-surface attraction to the region of neutralof the electron-electron interaction, thus obtaining analytical
ization, and hence obtain the distance of neutralization angxpressions for the Auger rates. In a more recent paper, Mis
approximate neutralization rates. kovic and Janet? included the ion motion in the Auger neu-

In an analogous way, the theoretical work can also beralization rates by using the simplifying assumption that the
divided into calculations concerning electron emissibri®  matrix elements are isotropic kispace. Zimnyet al3! pur-
or neutralization rate¥ 3> Propst® calculated the Auger sued this approach and included a “universal” function of
matrix elements using a WKB approach for the wave func-the ion velocity and the atomic level, taking into account all
tion of the captured electron tunneling through the ion-the behavior of the Auger rate with the ion motion.
surface barrier. His work qualitatively reproduces the experi- The effect of parallel velocity on the Auger neutralization
mental spectra by HagstrulHe estimated that about 50% of ions under glancing incidence conditions and the effect of
of the emitted electrons were not directly emitted by thethe corrugation of the solid surface has also been studied by
Auger process but were coming from secondary electronKaji et al*** They used simplified electron wave functions
electron collisions inside the solid. Later on, Appelbaum andand treated the electron interaction in ttenearized
Hamani? computed the electron emission spectra for a sili-Thomas-Fermi approximation. Besides these approxima-
con surface. Their calculation basically consisted in convotions, they included further simplifications of the matrix ele-
luting the local density of states of an electron around thements in order to have a tractable theory. Simplified wave
ion, with the local density of states of a subsurface electronfunctions and the same screened interaction were used by
The idea behind this approximation is that the neutralizingWille’® in his study of Auger neutralization of highly
electron is somehow captured from the ion surroundings¢harged ions. He studied the dependence of the Auger neu-
whereas the emitted electron comes from the subsurface réralization rate on arbitrary atomic quantum numbers and
gion. It is also interesting to mention the qualitative approaction-surface distance.
to the theory of Auger neutralization presented by Héfhe.  Many of the above approaches describe the screening of
He showed that the emitted electron is a strong signature dhe electron-electron interaction in the Thomas-Fermi ap-
the electronic structure of the first surface atomic layer.  proximation. Fonde and Zwartkrui#® showed that the Au-

Other calculations trying to extract information about theger rate strongly depends on the Thomas-Fesomeening
surface electronic structure from the emission spectra are tHength A+, and thus this could lead to unphysical results
ones by Hoocet al.?® and Modinos and Eas4.The main  because of the difficulty of defininyrg in the selvedge of
difference of these two approaches lies in the interpretatiothe solid. Unlike most of the authors cited above, Fonde
of which part of the electronic density of states gives theand Zwartkruid® used accurate numerical local-density ap-
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proximation (LDA) wave functions to describe the metal 27 (=dw [ d%q
electrons. Then, they evaluated the neutralization rate in the Fk=7J’ —f 5 dzj dz'Im[ - x(q,z,2' ,0)]
first Born approximation(or equivalently, using Fermi's o mJ (2m)

golden rule as in the present casehey computed the mul- E E
tidimensional integrals with Monte Carlo techniques, and xA;*k(q,z)Ask(q,z’)ﬁ(w—g+f), (€N)
used the unscreened Coulomb interaction between two elec-
trons. However, Lorente and Monr&ashowed that the use \yhere
of the unscreened Coulomb potential leads to an incorrect
description of the electron-hole pair excitation at the metal —
surface during the neutralization process. The systems ana- Ask(q,2)=<5
lyzed in most of these works imply energy transfers near the
metal plasma frequency. Unscreened interactions may hie called Auger matrix elemefif.We have used the follow-
correct for energy transfers well above the plasmang notation:z denotes the coordinate normal to the surface
frequency®3® Lorente and Monreal used LDA wave func- so thatr=(x,z) is the position vector of the electromx;
tions and a full dynamically screened interaction, presenting=(x,y) and the wave vectog=(qy,d,) lie on the surface
a thorough analysis of the surface metal response during thslane. Notice that the quantity Q—gq)e*Q\Z*Z\eiq-X is noth-
ion neutralization. In this way, they were able to account foring but the two-dimensional Fourier transform of the Cou-
the possibility of plasmon excitation by the neutralizing elec-lomb potential. This allows us to interpret the Auger matrix
tron. The neutralization of ions assisted by plasmon excitaelement as the electric potential generated by a charge dis-
tion has been considered in both homogeneous sy$tems  tribution given by (e) ¢§(r)¢k(r),42 where ¢, (r)=(r|k)
surfaces®3* The work of Lorente and Monre&lis the sur-  and ¢¢(r)=(r|s) define the initial and final states of the
face generalization in the LDA formalism of the bulk treat- neutralizing electron, respectively, afidand Eg the corre-
ment by Guineat al*! In contrast to Refs. 30 and 34, where sponding energies. The stat&$ and|s) are solutions of the
only the plasmon excitation is considered, in Ref. 35, theSchralinger equation for one electron interacting with the
whole spectra of surface electronic excitations is included. ion + surface system, where the ion is placed in front of the
Despite all these theoretical efforts, serious discrepanciegurface at a fixed distan@ |s) represents an electron bound
of several orders of magnitude are still found between thdn the ground state of the helium atom gkl corresponds to
theoretical rates and the experimentally estimated biék. @ state of higher energy, which can be more or less localized
All of the above approaches use wave functions for the metd the metal. This is because the presence of the ion affects

and atom states that are defined independently and athe metal electrons by attracting them, leading to the mixing

coupled via the electron-electron interaction. This is not corOf the atomic levels with the conduction-band states.
Besides the Auger matrix element, a second ingredient in

rect because the ion potential itself is not a negligible pertur- . . , .
bation for the metal electrons. References 6, 32, and 33 corII:'—q'. (1) is the response functiony(q,z,z’,»), which (.je'.
sidered this effect. The first two works used a One_scrlbes how the surface responds to a weak electric field.
dimensional ion-surface barrier to estimate the enhancemer'ftrorn a quantum-mech_amcal point of VIew, an external field
of the transition rate caused bv the perturbation of theeXCIteS the system. _Smc_e the lowest excited stat_es of the
) : d by the pe system can be described in terms of elementary excitations,
_surf_ace-potentlal barrier. Their conclusn_)n is that_ the neutralfhe response function contains information about the spec-
ization rate changes by orders of magnitude, shifting severgt,m of excitations. Indeed, the imaginary part of the re-
atomic units into the vacuum the typical Auger neutrallzatlonSponse function gives the probability to create an elementary
distance. Schinet al3 evaluated the effect of the ion poten- oycitation of energy» and parallel momenturg.* In other
tial on the neutralizing electron wave function by using awords, it gives the spectral weight of the excitation.
modified second-order perturbation rate, where the interme- The same equation can be applied to compute either the
diate states included atomic states, and also concluded on theutralization rate or thdirect deexcitation rate. The Auger
importance of the effect of the ion potential on the electromeutralization corresponds to the case whexgr) repre-
wave function. sents a metal electron, whereas thieect deexcitation pro-

One of the aims of the present paper is to calculate Augecess corresponds to the case where it represents an electron
neutralization rates with the appropriate initial and final elec4in an excited atomic state. In our approach, however, the
tron wave functions taking into account the #esurface po- statesg,(r) are the eigenfunctions of the ioh surface sys-
tential. tem and thus correspond to a mixture of metallic and atomic

levels. In this way, the neutralization and deexcitation pro-
cesses appear to be mixed. In Secs. IV and V, we will come

me - Lo
e—qlz—zlelq-x

k> , (2

IIl. THEORY back to this issue. In the present section, we only consider
_ o the neutralization process, i.e., we assume thathas a
A. Formalism and approximations dominant metal character. The total neutralization rate is ob-

The usual approach to calculate the rate of Auger neutraf@ined by summing the partial rate given by Eg). over all
ization begins with Fermi's golden rule. To first order in °ccupied metal states,
perturbation theory, the probability per unit time for the ion
to be neutralized by a metal electron of quantum numbers = .. 3)

labeled byk is®® k occupied
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The interpretation of EqJ) is simple: The captured elec- The main approximation in Eql) is the assumption that
tron gives rise to an electric field that excites the surface. Théhe captured electron can be distinguished from the rest of
productA%(q,2)Ag(d,2’) is the probability for an electron the metal electrons. Indeed, it is treated as an external par-
in a state|k) to make a transition to the stajs), with a ticle that modifies its inner state giving rise to the electric
transfer of parallel momentum equal #@ and energyhw  PotentialAg(q,z). This approximation is tantamount to ne-
=E—E,. This probability must be multiplied by the prob- glecting the quantum-mechanical interference with all the
ability to create a surface excitation of the same energy an@xchange processes, which correspond to interchanging the
momentum, given byminus the imaginary part of the re- final states of the electrons involved in the capture process.
sponse functiof* These include both the neutralizing electron and the metal

However, despite this simple interpretation, Ef) in- electrons participating in the excitation. Actually, as far as
volves a certain number of approximations. First, it is asthe captured electron is concerned, the formalism used in this
sumed that the captured electron comes from the conductiofork relies on the independent electron approximation. The
band. These are the most energetic electrons in the meta&ligenfunctionsp,(r) are obtained by solving a one-electron
Therefore, they penetrate farther into the vacuum and ar&chralinger equation for the iofAsurface system assuming
more likely captured by the incoming ion. Moreover, sincethat the captured electron moves in an effective potential,
conduction electrons in aluminum interact weakly with theVion+surf, Which represents a helium ion in front of a metal
crystal lattice, we can use the jellium model to describe thesurface. This treatment singles out the captured electron from
metal. the beginning and thus treats it as an independent particle.

The jellium model is translationally invariant in the direc- However, it must be remarked that this is not so for the
tions parallel to the surface. As a consequence, the parall€lectrons involved in the surface excitation, which are col-
momentum must be conserved. However, putting an ion inectively described by the response function. This function
front of the surface breaks the translational invariance of théas been evaluated self-consistently in order to include the
system so that the parallel momentum is no longer a goo#hany-body aspects of the response of an electron gas. It can
quantum number. This means that the sték@sare not la- be expected that the error at large ion-surface distances in
beled byk= (k,,k,) anymore, but by a different set of quan- neglecting exchange will be larger in the case of neutraliza-
tum numbergsee below. tion than in the case of de-excitation. In the latter case, the

In the energy range given by the transition energy in theexchange process involves an electron transfer and is then
Auger neutralization of helium at an aluminum surféspto  less likely at large ion-surface distances. For the neutraliza-
E,— $=16.6 eV), the response of the surface can be detion process, the error due to neglecting exchange can
scribed by the response of the conduction electrons. Thu®€ estimated from the work by Saffnito be around 20%
interband transitions as well as other types of nonelectronigf the total neutralization rate.
excitations(phonons, et¢.can be neglected. Due to transla-  Finally, Eq. (1) is strictly valid when the velocity of the
tional invariance, the excitations of an unperturbed jelliumion (v) is zero. However, it can still be used wherns much
surface have well-defined parallel momentgniThese exci- lower than the Fermi velocity . If this condition is ful-
tations can be then classified in electron-hole pairs and pladilled, the adiabatic approximation allows us to neglect the
mons. The former have a continuous energy spectrurgffect of the motion of the ion on the neutralization rate. The
whereas the latter are collective modes of the system witfirst consequence of this approximation concerns the calcu-
well-defined energies. For a planar surface, two types of collation of the wave functiong,(r). Let us writeVq, syt as
lective modes exist: Bulk plasmoff§whose characteristic
frequency (in  the long wavelength limit is Vion+surt= Viont Vsurtt Ving, (4)
wp=\4me?/mn, and surface plasmofis.The typical en- whereV,,, is the potential of the isolated ion, and, is
ergy of the(monopolay surface plasmon i#ws=%w,/\2  the potential of the unperturbed jellium surface. The addi-
asq—0. The presence of the ion in front of the surface will tional termV;,4 is due to the charge induced by the ion on
a priori modify the spectrum of excitations. Since the imagi-the surface. If the ion is moving/;,¢ Will be time depen-
nary part of the response function describes the structure ofent. In the adiabatic approximation, the time dependence of
this spectrum, to evaluate the neutralization rate we shouldy, . is neglected, and it is calculated as if the ion were fixed
in principle, compute the response of the iensurface sys- 4t 3 given distance from the surface. Moreover, in the refer-
tem. However, it is expected that the effect of the presence qince frame of the ion the energy of a surface excitation car-
the He' on the surface response function is of ordd?:l,l/ rying parallel momentuntiq appears to be shifted by an
WhereN is the tota}l number qf e!ectrons. Moreover, in the gmount equal tdiq- v, wherev; is the component of the ion
neutralization ordirect _deexcr[atlon processes, _only the velocity parallel to the surface. This is known as Doppler
metal electrons are excited. For the system considered hergnift and can be neglectedfify- v is small compared to the

the transition energies are small enough for the response @fnical excitation energy, which is in the order of the Fermi
the metal to be dominated by the conduction electrons. ThgnergyE, . Sincefiq~mu; typically, the Doppler shift will

excngtlons of the system are extended over the whole surfagg, negligible when<uvp .
and it seems then reasonable to approximate the response of
the ion + surface system by the response of the unperturbed
jellium surface. This has the drawback of neglecting the ex-
citations of the electrons bound to the ion. This type of ex- As we have mentioned above, the Auger matrix element
citations is produced in aimdirect deexcitation process, for has to be calculated using the eigenfunctions of the Hamil-
example(see Fig. 1, which cannot be studied using EG).  tonian for the ion+ surface system, which define the initial

B. Details of the calculation
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and final states of the captured electron. They are solutionset of coupled equations fdfL“(r) since the potential
of the following Schrdinger equation: Viontsurf IS Not spherically symmetric, and the different

2 terms

—h

mvz(bk(r)+Vion+surf(raz)¢k(r):E¢k(r)- ) L L

[Vion+surf]|\/i (F)ZJdQEYM(QE)*

In principle, the potential created by the ion in front of the

meta_l surface Vignisurs  Should _be com_puted self- Xvion+surf(r16)Yk/|l(QF) (8)
consistently. However, a local-density approximat{bbA)

calculation would not yield the correct image shift for the couple the different. components. When this set of coupled
atomic excited states. Instead, we have used a model potefquations is solved for eadhandM, it turns out that, as
tial that reproduces the most relevant features of a self—, the Fi“(r) remain coupled because not all the
consistently calculated/onsurf- With the separation of [V, curkt (r) vanish infinitely far from the ion. The di-
Vien+surf given by Eq.(4) as a starting point, we have used agonalization of the potential matri*Vion+surf]|ML,(r)

the parametrization from Ref. 46 f&g, ;. This parametri- . A
zation interpolates between the LDA Kohn-Lang potentialy'e.IdS anew _baS|s set of angglar _m°dé3?*(9r)’ knov_vn as
adiabatic basis. A transformation into this new basis defines

close to the surface and the image potentia?/4z at large . .

distances. FoY,,,,, the model potential given in Ref. 47 has a new set of radial wave functions such that
been used. It accurately reproduces the experimental values GE(r)

of the excitation energies of the singlet helium atom. Finally, HV(r)=2, M
Ving has been approximated by the classical image potential, n

If we truncate the expansiof?) at given value oL =L .«

X (Q0). ©

2

e ; _ +M, we have for a given value of the energy only L
—_ if z>-Z ) - A
Ving(x,2) =9 Vx?+(z+22)? (6)  openchannelsFrom the asymptotic behavior &f;"(r), we
~Vign(%,2) if z<-7, can extract the scatterir®f, (k) matrix and construct a com-

plete basis set that spans the space of open channels, whose
where the origin has been set at the ion nucleus so that ttdimension id . These states are labeled by teM, andn,

image reference plane liesat — Z and the image charge is and are written as

located atr=(0,0,—2Z). As in the previous sectionx _ £

=(x,y) stands for the electron position vector on a plane eMeynn((x,2). (10
parallel to the surface argis the distance to the origin in the
direction perpendicular to the surfadé,,q changes depend- g :
ing on whether the electron is above or below the imagdroPlem of the metal electrons with th&, . s+ potential,
plane. This is because we have assumed that the ion potentf3§f cannot use it to get the bound stgte. However, as we

is completely screened inside the metal. This should provid@@ve remarked in the Introduction, the ground state of he-

a good approximation to the potential induced by the ion iflium lies several electronvolts below the bottom of the con-
the ion-surface distanceZ is large. However, when duction band. We can therefore expect that the hybridization

Z~1a,, we should expect important deviations from Eq.Of this level with the conduction band will be negligible, and
(6). 0 the wave functionpg(r) that describes an electron bound in

To solve Eq(5), we have used the coupled-angular-modethe ground state of helium in front of the surface will retain

(CAM) method®® In this nonperturbative technique, the & strong atpmic character_. In other words, to calculate this
Schralinger equation is solved numerically. This techniqueWave function, the potential¥,; and Vi,q can be safely
has been extensively used to calculate the energy shifts aftfglected. We have solved the Salirger equation for an
linewidths of atomic levels interacting with metal surfaces€/€Ctron moving invj,, variationally. We used a function of
and has been successfully applied to the problem of resonafté form
charge transfet.

The CAM method allows us to solve only the scattering

-3/2
For a set of energy values within the conduction band, we ) —ar p o
. . : = + + .
have computed the corresponding wave functions by solving (1) Jar (Ae Be cer) (1)

Eq. (5). Since the model is invariant under any rotation ) )
around the ion-surface axi©@), the projection of the an- The lowest energy is attained f@x=0.505,B=1.644,C

gular momentum on this axis, is equal toM#, with M =2.347, anda=1.003%,", B=4.45%,", y=1.40%;".
=...,—-2-1,01.... In the CAM method, the wave Given this parametrization, the exact numerical solution is
function of the captured electron is expanded over a basis dftted within less than one per cent error in ag5radius
spherical harmonics centered on the ion nucleus, around the nucleus. Moreover, it compares fairly well with
the fit of the Hartree-Fock solution provided by Bransden
" Fut( | and Joachaif? ¢¢(r) being slightly more extended. Follow-
Px (f)=L;M| — Ym(Q0), (7)  ing this procedure, we get an eigenfunction of E%).asZ

—oo, but not whenZ is finite. As a consequenceg(r) is
where we have taken into account thais a good quantum not completely orthogonal to the,(r) calculated with the
number that can be used to label the state of the electrofSAM method. In the calculation of the Auger rate, g(r)
When the latter expansion is brought into E8), it yields a  functions have therefore to be orthogonalizedgigr), al-
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though they overlap very little. To check the validity of our ternally applied electric potential, and let us define the re-
choice ofg(r), we have performed a variational calculation sponse function of the system as

of the ¢4(r) using the total potentiaV,y,+s.r¢- We found

that, by adding a term of the formf(r) to the function

¢(r) given by Eg.(11), the lowest energy was obtained _ (1) _ 3,1 , /

w%(er)1 t%e coef)f/icieqnt of the added term wga)é negligible. This (me)on(r.») f drx(rr ) dedr’,0), - (19
means thatgg(r) is a good approximation to the full ion

+surface eigenstate at the bound-state en&gyThis en- wheresn®)(r, ) is, to linear order in the external potential,
ergy is defined by the ionization potential of the helium atomthe deviation from the ground-state electronic densifr).

in front of the aluminum surface, which is not just the ion-  In an interacting system, the Coulombic interaction intro-
ization potential of the isolated atoRy . Indeed, in front of ~duces correlations between the electrons that cannot be easily
a metal surface less energy is necessary to take one electrigated. To get around this difficulty, one considers a ficti-
from the atom to infinity, due to the interaction with the tious system of independent particles moving in an average
metal. Classically, the energy shift is given by the imagePotentialve(r). Kohn and Shart? showed that, under cer-
potentiale?/4Z, whereZ is the distance from ion to the im- tain conditions,ve¢¢(r) can be chosen to give the ground-

age plane. Thus, state density of the interacting system. It is advantageous to
study the response of this system to a perturbing potential
e? dscs- IN a way similar to Eq(15), we can define
Es=E,+ 7 (12
This expression, however, diverges &s-0, and we have (—e)5ngl)(r,w)=f d3r xo(r, 1" ) decr(r’, @), (16)
therefore saturated the variation Bf with Z to 4 eV.

Introducing Eqs(10) and(11) into the expression for the i . . ,
Auger matrix element Eq2) we obtain as the mdepe_ndeqt parﬂc_:lg response funct,@m,r , ).
Since the particles in the fictitious system are independent of

each other, that is, their motion is uncorrelated, we can write
(—2m% . (* Xo(r,r',®) in terms of their wave functions and
q (=0 fo dfx[x|Im(alx]) energies*? |t can be shown->?that there exists a potential
dsci(r, ) such thatdng(r,w) = én(r,w). The exact form of

AE"(M,q,2)=

+o0 i ;
) —qlz' 7| Eon , , dsct, though, is not known and we have to resort to approxi-
X f_w dz'e™ = Hy"(1x].2") b(Ix].2"), mation schemes. In the random phase approximaRig),
(13
¢Scf(r1w): d’ext(raw)"' ¢e|(r,w), (17)

where Jy,(x) is the Bessel function dith order. It can be
seen that the largevl is, the smaller the Auger matrix ele- \yhere
ment will be. This means that the largest contributions to
total neutralization rate,
—V2¢he (r,0)=—4mesn(r, ) (18
+ oo

+ . . . .
'z :f dEO(E.—E '(EM.n), (14 is nothing but the potential created by the induced charges.
(2)= | dEOE-~E) > X T(EMn), 14 2O

will come from a few terms. Indeed, in Sec. IV it will be

shown that the leading contribution to the total r&eE) esni(r,w)

comes from theM=0 and |M|=1 terms. We have thus d’scf(raw):¢ext(rrw)_f d’r'————. (19

found that the total Auger rate can be expanded in a series r—r]

involving the contributions of the varioud’s, and that only

the lowest ones are needed to obtain a good approximation to Using Egs.(15) and (16), and assuming thain{"(r,w)

the rate. represents a good approximation to the induced density of
We now turn our attention to the second ingredient in Eqthe interacting systersn®(r,w), we obtain the following

(1), namely, the response function. The calculation ofequation for the response function:

x(0,z,2',w) is not easy since electrons in the conduction

band interact with each other through the long-range Cou-

lomb potential. The application of an external electric fieldto ~ X(T:T',@)=xo(r.r', )

a metal induces charges and currents, giving rise to a mac-

ro,r',
roscopic electric field. This field is the superposition of the +f d3r1f d3r2)(0(r,r1,w)M
external perturbation and the field created by the induced [ri=ral
charges themselves. Indeed, the way in which the induced (20

charges are distributed depends on the total electric field.
Hence, it is necessary to find the total field and the induce&ince the jellium model is translationally invariant in the
charge density in a self-consistent way. ldgt,; be the ex-  directions parallel to the surface, bathand x, depend on
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FIG. 2. Electronic density per spin state along the ion-surface FIG. 3. Electronic density per spin state along the ion-surface
axis for an ion-surface distan@-= 3a,, calculated using distorted axis for an ion-surface distan@e=7a,, calculated using perturbed
wave functions¢,(r) (continuous ling¢ and orthogonalized wave wave functions(continuous ling ¢,(r) and orthogonalized wave
functions (short dashed line2""°(r). The long-dashed line cor- functions$?"™"°(r) (short-dashed line The long-dashed line corre-
responds to the density of the unperturbed surface. All distances asponds to the density of the unperturbed surface. All distances are
referred to the image plane of the surface. See Sec. IV A for moreeferred to the image plane of the surface. See Sec. IV A for more
details. details.

IV. RESULTS
|x—x’| so that it is convenient to work in Fourier space. We

. . . . . X A. Results for the induced electronic density
can write the previous equation in the following way:
In Figs. 2 and 3, we show the effect of the ion on the
electronic density. We have plotted the electronic density per
x(0,2,2" ,0)=x0(0,2,2",0) spin state along the ion-surface axis for two different ion

positions,Z=3a, (Fig. 2 and Z=7a, (Fig. 3 compared

. Z_Wf dz f 4Zyx0(0.2.21,0) with that of the unperturbed surface. It is seen that the ion
q 1 2X0l0, 2,21, @ attracts metal electrons: the wave functions of conduction
electrons are distorted and electrons pile up around the ion.

xe d9u-%ly(q,2,,2,0). (21 In Refs. 6 and 35, the continuum wave functions were

orthogonalized to the core wave functi@hy(r). We have
o . . . compared the density obtained with distorted wave functions
This integral equation, though, is difficult to solve numeri- .50, jated with the CAM method, with the electronic density
cally, especially whem<kg . In this limit, the range of the  jpi-inaq by orthogonalizing the wave functions of the unper-

Coulomb potential becomes very long so that we have .to USE rbed jellium surface to the atomic wave functien(r)
a large mesh irz and z’ to solve the equation. Following given by Eq.(11)

Eguiluz and co-workers3®* we have considered a jellium
slab instead of a semi-infinite medium. Within the local- B = $"Pe(r) — Carbo(1), (22)
density approximationfLDA), the ground-state density of .
this system has been calculated. As a result, a set of orbitalith
and energies has been obtained. They have been used to
construct the independent-particle response function. At this Cssz d3r ¥ (r)pp"Pe"(r). (23
point, it seems interesting to notice that adding an image tail
to the LDA surface potential has little effect on the surfaceThe unperturbed wave functiong;""®"(r) were obtained
response functior, Indeed, the surface plasmon dispersionusing the CAM method to solve E@5) with Vi, surs re-
changes very little when the asymptotic image behavior igplaced byV,s. For Z=3a, (Fig. 2), the agreement be-
taken into accourt: On the other hand, such a behavior is tween both calculations is much better thanZet 7a, case.
necessary invg, s when computing the captured electron The difference amounts to about a factor two at the ion po-
wave functionse,(r). This is because it gives the right en- sition whenZ=3a,, whereas it increases up to two orders of
ergy shift of the excited states of the helium atom. magnitude wheiZ =7a,. This is tentatively attributed to the
Taking advantage of the slab geometry, the responsmore effective screening that the ion potential undergoes
functionsyq(q,z,2',w) andx(q,z,z',w) can be expanded in close to the surface, so that the orthogonalization procedure
double cosine series. This renders El) a matrix equation yields results in better agreement with the electronic density
that can be solved numerically by standard technigfigs. obtained with the distorted wave functions. At large dis-
the slab is thick enough, it is expected that its response fundances, the ion potential favors the spill out of metal elec-
tion will reproduce all the features of the response of thetrons. Since this effect is more important at large ion-surface
semi-infinite jellium. We have checked that the results aredistances and cannot be accounted for by the orthogonaliza-
independent of the slab thickness. tion procedure, the results obtained with the functions
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FIG. 4. Neutralization rate versus the energy of the captured [ 5. Neutralization rate versus the energy of the captured
el_ectron for an ion-surface distange=3a,. The_ continuous Ilne_ electron forZ=7a,. The two continuous lines represent the con-
with open squares represent the total neutralization rate obtaing@p tion to the neutralization rate fovl =0 and|M|=1 obtained
using distorted wave functiong,(r). The full circles is the total using orthogonalized wave functiondgﬁ”m(r). The dot-dashed
neutralization rate calculated with orthogonalized wave functionsine is theM =0 contribution to the rate obtained using distorted
""" The dot-dashed line with open squares corresponds 1o thgaye functionsgs,(r) and the|M|=1 contribution is represented
M =0 contribution to the perturbed rate, the long dashed with opery the dashed line. See Sec. IV B for more details.
squares to twice thl =1 contribution, and the short dashed with

open squares to twice thd =2 contribution. See Sec. IV B for =1 open squares and long-dashed line, and twite 2

more details. open squares and short-dashed)lifiéhe total rate is
#2""°(r) of Eq. (22) deviate considerably from the elec- I'(E)=T'(E,M=0)+2xI'(E,M|=1)

tronic density obtained using distored wave functions, at

large Z. y ’ +2XT(E,[M[=2)+---. (24)

The convergence of the calculation with the maximumas mentioned above, the neutralization rate decreases rap-
number of spherical harmonics in the CAM calculation gy with increasing|M|. Figure 4 shows that the expansion
Lmaxt1 has been illustrated in these figures as well. Thq24) actually converges with a few terms. Indeed, the contri-
long-dashed line represents the electronic density in the aliytion of M =2 to the total neutralization rate is almost neg-
sence of the ion with. 5, +1=16. The electronic densities ligible when compared with that dM|=1 or M=0. We
obtained in the presence of the ion wlth,,,+1=8 should  have also plotted the total neutralization rate obtained from
join the unperturbed one inside the metal. On Fig. 2, one caghe orthogonalized wave functionsﬁ”ho(r) (full circles
see that this is so faf=3a, and some deviation is found for - continyous ling As expected, the attraction of metal elec-
Z=Ta, (Fig. 3), thus illustrating the effect of truncating the {ons towards the ion results in an increase of the Auger
expansion(7) to Lma,t 1=8. This expansion is well-suited neytralization rate. This enhancement is particularly strong
to describe the wave functions around the ion. However, tryfor the electrons around the Fermi level. Near the bottom of
ing to describe the electronic density far from the ion using gne pand. the small change I(E,M) is explained by the
few L’s fails to give good results. Fortunately, the leadingstrong metallic character that the electron wave functions
contribution to the Auger matrix elements comes from apave in this energy range. However, as the endigy in-
small region around the ion nucleus of the order of thegreased, the electrons spill out farther into the vacuum so that
bound-state extension, that is, a few times the Bohr radiughey feel more strongly the ion potential. The enhancement
Therefore, we have achieved good convergence for the Auyround the Fermi level is not only due to contribution of the
ger rate with a rather limited number of spherical harmonics M|=1 as could be inferred by looking at Fig. 4. To show
The results for the Auger rate shown below were obtaineghis we have plotted’(E,M =0) in Fig. 5 (dashed-dotted

With Lyt 1=8. line) and (twice) I'(E,M=1), for Z=7a,. We have also
plotted the corresponding results obtained from the orthogo-

B. The rate as a function of the energy of the captured nalized wave functions. It can be seen that bbtk-0 and
electron. Expansion inM M=1 contributions are enhanced by the effect of the ion

. — onto the high energy region.
Figure 4 presents the calculated neutralization rate when g gy reg

Z=3a, as a function of the energy of the captured electron
(E, referred to the vacuum levyelwhich ranges from the
bottom of the band{ 16.5 eV) to the Fermi level, taken as
—4 eV in the present study. We have plotted the total neu- The enhancement in the neutralization rate around the
tralization rate(lopen squares and continuous irkes well as  Fermi level can be understood in a different way by plotting
the different contributions of the different valuesMfquan- T'(E,M) for a wider range of energies that includes the un-
tum number M1 =0 open squares dot-dashed line, twhMde occupied part of the conduction band. This is shown in Figs.

C. Structure of I'(E,M) above the Fermi level.
Rates for the Auger direct deexcitation process



14 000 M. A. CAZALILLA et al. PRB 58

107

10
-4
= 10 10"
noq0°
2 -8 5
= 10
d '
~ 10 T
1072 =
107
10° 10°
10* : . :
S -4.0 -35 -3.0 25 -2.0
él 10 E (eV)
o 10° - o
~ e FIG. 7. M=0 contribution to the neutralization rate versus the
~ 10 energy of the captured electron, for the ion-surface distaces
107" =13a, (open squargsand Z=9a, (open circley around then
) . =2 peak structure. The fit is the continuous line in both cases. See
-16.5 -115 6.5 -1.5 Sec. IV C for more details.
E (eV)
FIG. 6. Neutralization rate versus the energy of the capturecr(E'M =0)
electron for the ion-surface distancg&s=11a, (continuous ling A A 2
Z=Ta (short-dashed line Z=3a, (long-dashed ling Z=—1a, = 0 + ! +AE+A;|

(dot-dashed line The graph on top is thiel =0 contribution to the
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5 and 6, where we shoW(E,M) for M=0 and[M[=1 for  \yhere Ay,A;,A,,A; are the fitting parameters. The linear
different values of the ion-image plane distarte 11,7,3,  term A,E+A; is taken as the simplest form of background.
—1la,. For M=0, a double peak structure appears at theThe two Lorentzian Breit-Wigner resonances represent the
largest distanceZ=11a,. It corresponds to the ! and  contribution of the 3S and 2P,,_, atomic resonances.
2Py, atomic states, which, through the interaction with Eq,A, and E;,A; are taken from the earlier calculation of
the conduction band of the metal, acquire a finite widtbr-  the interaction of then=2 manifold of H& with the metal
responding to the resonant loss between the surface and thenduction band, reported in Ref. 56. The quality of the fit is
He excited statdsThe 2'S and 2Py, _, levels also interact shown in Fig. 7 forZ=9a, and Z=13a,. It gives confi-
together either directly or indirectly via the coupling with dence in the interpretation of the structurdg.can be deter-
conduction band®>8As the ion is placed closer to the sur- mined with a great accuracy since the ratgE,M=0) is
face, the two peaks get broader and shift towards highedominated by the contribution of'®y,_, in that energy
energies; they even coalesce for a certain distihse,that  range. The contribution from the'S appears as a Fano
below 7a, from the image plane they cannot be resolvedreésonanc¥ in the tail of the 2Py _, peak. Being much
For|M|=1 only one peak can be seen, corresponding to thémaller, the qu_a!|ty of the fit is worse anql so is .the accuracy
21P,,_ ., state. Although not shown in this figure, the whole N t_he A; coefficient. The defe_ct of the fit in this region is
Rydberg series of the singlet excited states becomes a serigdfibuted to the fact that the tail of theéRy o resonance is

of resonances due to the perturbation induced by the surfacBOt perfec;y Loréaztzian if‘d th.atf regic;n. The t\évidthst Oft tr;e
The hybridization of the atomic levels with the metal con- resonancesio andAa, provide information on the extent o

duction band gives some atomic character to the electroﬁ]e mixing between the atomic _Ievel and the conductlon-_
wave functionsp,(r). This mixing of atom and metal states and states, and thus on the d|sappearance_of _thg atomic

K . haracter of the level. Notice that when the projectile is very
cannot be described by orthogonalizing the unperturbe(g

. , _ lose to the surface, the hybridization between the atomic
wave functions to the final atomic stafe(r). The enhance- o\eis and the conduction band is very strong and the atomic
ment of the neutralization rate as the energy of the neutral,e|s are ill-defined.

izing electron approaches the Fermi level can then be looked At this point, we can go back to the definition of the
at as the effect of thails of all the(Sing|eD excited states of various Auger processes presented in Sec. |. First, for elec-
the helium atom. trons with energies below the Fermi level, thg(r) wave

In the region of the peak structurB(E,M) can be rep- functions have a dominant metal character, and thus the rate
resented by the interfering contributions of various atomiccomputed with expressia3) or (14) corresponds to the Au-
resonances and a nonresonant background. To check thger neutralization, taking into account perturbation of the ion
point, we fitted to the computed rate the following expres-potential. For higher energies and around certain energy val-
sionI'(E,M=0) ues, it appearssee Figs. 5, 6, and) That thel (E,M) rate is
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dominated by an atomic contribution so thag(r) has a 10
strong atomic character. The analysis performed above, Ec  10*
(25), permits us to extract frorfi(E,M) the contribution of 10° }
the atomic state, and thus to be able to describe the Auge {4+ |
deexcitation process. In this case, the perturbation of the pro s |
cess introduced by the mixture of atom and metal levels as . |
well as between the atomic states, is taken into accountz .
Therefore, we have found that the same quariit§,M) s 10

= -8
can be used to describe the Auger neutralization and the 19 [

direct deexcitation processes, just by looking at different en- 10
ergy (E) ranges. 10

The direct deexcitation rate is obtained by integrating 10"
over the energy the Lorentzian contribution of each atomic g
resonance,

-1.0 1.0 3.0 5.0 7.0 9.0 11.0 13.0
4o Z(au)

AR
Tan(M)= J, dE 2R' (26) FIG. 8. Total neutralization rate versus the ion-image plane dis-
(E—- ER)2+ a4 tanceZ. The line with open squares represent the results obtained
using wave functions for the captured electron perturbed by the
with Ag, Eg, andAg replaced byA, (A;), E; (E;), and  presence of the iong,(r). Full circles correspond to the neutral-
Ag (Ay), respectively forM=0, or by the corresponding ization rate calculated using orthogonalized wave functions and a
values for|[M|=1. This procedure allows us to separate theRPA response function whereas the open triangles refer to the same
various atomic contributions, and therefore to obtain the decalculation using the adiabatic local-density approximaticDA )
excitation rate for each atomic resonance with just one exfor the surface response function. Open diamonds correspond to the
cited atomic electron. The procedure can only be app”e@eutr.alization rate qbtained using the.upperturbed sur.face wave
when the ion is placed far from the surfadarge Z values functslonsllortpggon_allzed to a hyglgogenlcllke wave functipygr)
and the atomic contributions T(E,M) can be resolved. As = (@”/m "% "', with a=1.687%, *. See Sec. IV D for more de-
the atom is brought closer to the surface, the widths of théa'ls'
(n=2) He* states become too large and the states lose their

atomic character so that the deexcitation process cannot B@ns (open down trianglgsleads to small differences in
defined anymore. I'(2). This is because the total neutralization rB{&) is a

rather integrated quantity of the response function. More im-
portant, however, seems the choice of the final atomic wave

) ) o function ¢4(r). This point is also illustrated by Fig. 8. The
Finally, Figs. 8 and 9 show the total neutralization and

direct deexcitation rates, respectively. In Fig. 8, we have
compared the results obtained using distorted wave function: 4
for the conduction-band electrofsontinuous line and open 0

D. Total Auger neutralization and direct deexcitation rates

squares or unperturbed surface wave functions orthogonal- 5
ized to the ¢4(r) atomic state(continuous line and full 10
circles. Furthermore, we have varied the model for surface s

response used in the calculation. Along with the RPA re-~
sponse functiofEgs.(19) and(21)], we have used a differ- ;, 7
ent approximation fots;, which consists in adding a local- — 10 f
field correction due to exchange and correlation. More
explicitly, Eq. (17) is replaced by

Bsel(1,0) = Pexi(1, @) + dei(T,0) + dye(r,w), (27) 10

where

5.0 7.0 9.0 11.0 13.0

dv. 2

XC
row)=-——[Ng(z2)]on(r,w). 28
el @) dn [no(z)]on(r,w) 28) FIG. 9. Total direct deexcitation rate versus the helium-image

. . plane distanc&. The full diamonds present the deexcitation rate for
Vyc being the exchange and correlation part of the LDA tothe 2P (M=0) state with perturbed wave functions and the full

the v?ff(z) potential, andny(z) the ground-_state eleqtronic up-triangles are the same results for tHe2(|M|=1) states, re-
density of the unperturbed surface. This approximationgpectively obtained with unperturbed atomic wave functions. The
known as the adiabatic local-density approximationfy|| down-triangles represent the results for the deexcitation rate of
(ALDA),* yields a dispersion for the surface plasmon inthe 2's (perturbedwave function and the stars are the results for
better agreement with experiméfitHowever, in Fig. 8, we  the 2'S deexcitation rate of the simple model based on th& 2
show that for rate calculated with orthogonalized wave func— 2P mixing via the metal continuum. See Sec. IV D for more
tions, using the RPATull circles) or ALDA response func- details.
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open diamonds are the results from a calculation of the unfor the unperturbech=2 states of the ion potenti&f;,,(r),
perturbed rate using the ALDA response function and a wavehat is, by replacing the,(r) wave function by the unper-

function of the form, turbed atomic wave function in E¢L). The open squares are
the results obtained for the deexcitation of théPg_,
Bl(r) = \/ge‘” 29) atomic state, and the open circles the results fa?\2_. ;.
s T ' The unperturbed results are larger than the perturbed ones

because the hybridization with the conduction band is not

wherea=1.687%, *. This value is obtained by minimizing considered. When the hybridization is taken into account, the
the energy for two electrons in the ground state of the heliumytomic wave function loses part of its atomic character, be-
atom. As this wave function is more compact than the ongnq the electron slightly localized in the metal and thus re-
provided by Eq.(11), we get a much smaller neutralization q,cing its presence in the immediate surroundings of the
rate than when our first choice fabs(r) (open down tri-  at0m 5o that the deexcitation rate decreases.
angles is used. The Auger rate thus appears to be very sen- The importance of the distorsion in the wave functions is
sitive to the description of the atom ground state, that is, 0§een more clearly when we evaluate the deexcitation prob-
the orbital in which the metal electron is captured. ability of the 2'S atomic state. In the unperturbed case, the

Another interesting feature of Fig. 8 is that the differencesyeexcitation of the S atomic state is not possible because
between the calculation using distorted wave functi@@®en e matrix element, Eq2), vanishes wheb,(r) is replaced
squaresor the¢g""°(r) of Eq.(22) (full circles) decrease as by the 2'S atomic orbital. Therefore, the nonzero de-
the ion approaches the surface. For instance, wHen excitation rate obtained when we use distorted wave func-
=13a, from the image reference plane, the difference betions must come from the distorsion of the atomic wave
tween the two calculations amounts to about two orders ofynctions in the presence of the metal surface. In the follow-
magnitude whereas foZ=3a, the results are almost the jng section, we shall give a more detailed discussion of this
same. This behavior reproduces the trends observed for thgint.
electron density in Figs. 2 and 3. The difference is very large Finally, we should mention that our results compare well
at largeZ and almost vanishes at small When the ion is  with an independent calculation of the deexcitation rates re-
inside the metal, because of the complete screening assumggrted in Ref. 61. In this work, a different set of atomic wave

in our study, it is not surprising that the results obtainedtunctions and a different model of the between the two cal-
using distorted and orthogonalized wave functions mergeylations amounts, at most, to a factor four.

(we will further elaborate on this point in next sectio®n
the other hand, when the ion is outside the metal, the effect
of the ion potential results in an increase of the neutralization
rate, as expected. It is noteworthy that this increase is sig-
nificantly smaller that the one found in an earlier stidy. As mentioned above, the assumption of complete screen-
There, the effect of the ion was modeled by modifying theing of the ion potential inside the metal may raise doubts
one-dimensional surface barrier. The origin of the differenceconcerning the accuracy of our results for smalvalues.
between the two results rests in three-dimensional characténdeed, the problem stems from the use of a nonself-
of the ion potential. In the one-dimensional approach, theonsistent potential to describe the iensurface system. In
modification of the surface barrier was introduced as a poeur model, the electronic charge induced in the metal by the
tential independent of andy, the coordinates parallel to the ion does not give rise to th¥,,q potential when the ion is
surface. This significantly increases the electron spill ouplaced very close to the surface. A self-consistent potential
from the surface. In contrast, in the present threeV,,4would show a deviation from the classical image behav-
dimensional study, the surface barrier is lowered only in théor assumed in Eq:6). Furthermore, it would have a nonva-
vicinity of the ion; in a way, this creates a hole in the surfacenishing value inside the metal instead of the perfect screen-
barrier (or rather a localized region where the barrier trans-ing that we have considered. Nevertheless, a self-consistent
parency is increas¢dhrough which the metal electrons can calculation for V;,q is not easily attainable. Within the
go. The tunneling probability of the electron in the three-framework of density-functional theory, the local-density ap-
dimensional problem is smaller than in the one-dimensionaproximation (LDA) would not yield the correct asymptotic
barrier model, in particular because of the wave character dmage behavior that our model potential, £6), has. More
the electron motion and this probably accounts for the difsophisticated choices for the exchange-correlation functional
ference between the one and three-dimensional effects. linvolving density gradients, are likely to run into problems
addition, it must be stressed that a one-dimensional studygf numerical convergence when trying to achieve self-
cannot properly account for the existence of the' ldéates, consistency. In bulk matter, however, the LDA is a good
and thus of their effect on the neutralization rate. approximation tdv;,q in view of its success when applied to
Figure 9 presents the results for the deexcitation rate verproblems as the low velocity stopping power of ithsr
sus the atom-surface distancg)( as calculated following core-level spectroscofy.In the following, we will show
the procedure described above. We have plotted the rates fthat a calculation of the rate using a self-consistent LDA
M =0 (full diamonds, which corresponds to a deexcitation potential for a H& ion embedded in jellium does not lead to
of the 2'Py,_, state and forfM|=1 (full up triangles, significant differences when compared to a rate reckoned
which corresponds to the deexcitation 3#2,-.,. The full  from orthogonalized wave functions. We will provide plau-
down triangles represent the deexcitation rate of th8 2 sible arguments to show that, by neglecting the ion potential
state. We have also calculated ttieect deexcitation rates inside the metal, the neutralization rate at snzais under-

V. DISCUSSION OF THE RESULTS
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TABLE I. Neutralization rate for Hé in bulk aluminum ¢ HE(r) b(r")
=2.0ap) as a function ofx [see Eq.(29)]. OLDA, orthogonalized A(2's— 115)(r)=(_e)f g3z s (30)

LDA orbitals; OPW, orthogonalized plane waves. lr—r'|

@ (ag") F'an (OLDA) (a.u) T an (OPW) (a.u) where ¢,4(r) stands for the wave function of the unper-
turbed atomic level 2S. As we have said in Sec. I, the

14 3.98<10°? 2.01x10°? Auger matrix element corresponds to the electric potential

15 3.3%10°? 1.67<10°? produced by the charge distribution €) ¢,4(r) ¢4(r). This

1.6 2.7 102 1.38x10°2 charge distribution is spherically symmetric so thapriori

2.0 1.34<10°2 0.66x 102 the only nonzero term of a multipolar expansion of E2{)

should be the monopoldrt=0 term. This term, however,
vanishes exactly since the two wave functions are orthogo-

estimated by at most a factor of two and not by orders ofal- On the other hand, we have seen above that the rate for
magnitude. the deexcitation 25 — 1'S (where an asterisk indicates the

We have performed a self-consistent calculation of thedtomic state mixed with the conduction barid not zero.
neutralization rate in bulk by computing the local-density From the above analysis, this fact must come from the dis-

orbitals for the conduction electrons in the presence of 4 He torstlpn '(t)f thg .atom_ltch ?rr]bltal 'g thf pr(ta)ser(ljcet Otf thiﬂsirgace’
ion. The calculation was carried out keeping unoccupied on%ha IS, |5sem|xmg wi € conduction-band states. Makhme-
of the 1s orbitals in the atom, that is, keeping a hole in the OV et al>® have discussed the various state mixing occuring

. S ) n the singlet spectrum of helium in front of an aluminum
ion core. This situation represents the ion before the neutrz;%—.‘ 9 P

ization has tak I di ivalent t P i urface. In particular, they stressed the importance of the
zation has taken place and IS equivaient to our Surtace teajs ;.o o coupling between the'$ and the 2P states taking
ment. Along with the continuum wave functions, we also

obtain the wave function of the core hole, which defines thé:)lace via the metal continuum. Following Devdarianal.

: L : and Makhmetoet al,>® the interaction between two discrete
final state of the neutralizing electron. To compare with our

. : . .states and a continuum can be described by means of a
surface results, instead of using the LDA eigenenergy forth'%amiltonian matrix in the subspace spanned by the two
orbital, the energy is again fixed to the same satur&igd

used above-20.6 eV. This value is only about 2 eV above states,

the LDA result and ensures that the highest possible transi- A i

tion energy for both surface and bulk calculations is the Ei—i— V—=JAA,

same. Except for this feature, the calculation was accom- H= 2 2 (31)
plished in the same way as reported in Ref. 64. We obtain a i A ’

value for the neutralization rate of 2.820°2 a.u. Using VooVvhidy  Epmis

the atomic wave fuctiorbg(r) provided by Eq(11) and the

same LDA orbitals for the captured electron orthogonalizedvhereE;—iA /2 andE,—iA,/2 are the complex energies of
to ¢(r), we getI'an=4.52<10"2 a.u. This confirms the the quasionary staté'S) and|2P,,_). The off-diagonal
sensitivity of the Auger rate to the choice of final atomic termV—(i/2)yA;A,) describes the effective interaction be-
state|s). Replacing the LDA orbitals by plane waves oth- tween the two discrete states. Whereéss the direct inter-
ogonalized togg(r), ['ay=2.24<10" 2 a.u. In addition, a action between them|2)y/A,A, is their interaction via the
calculation of the neutralization rate using a hydrogeniccontinuum.

wave function for the core hole, Eq29), has been per- We shall use the Hamiltonian of E(B1) to give a more
formed. We have varied the extension of the orbital, giverdetailed account of why the de-excitation rate of tH&*2

by the parameter. In this case, the LDA orbitals of the state does not vanish. First, let us notice that the presence of
conduction-band electrons are not orthogonal to the coregn imaginary part in the off-diagonal terkfi— (i/2)\A;A,
hole wave function and have been orthogonalized to it. Thean result in either attraction or repulsion of the levels de-
results of this calculation are displayed in Table I. We havepending on the relative size of the real and imaginary parts of
compared them to the neutralization rates obtained, in théhe off-diagonal termnotice that the matrix31) is non-
same way, using orthogonalized plane waves instead of LDAermitian]. The numerical calculations of Ref. 57 show that
orbitals. All these results with various atomic orbitals showthe levels attract, telling us that the imaginary part domi-
that the use of orthogonalized plane waves, instead of a selfrates. Therefore, for illustrative purposes, we can neylect
consistent description, leads to an underestimation of the Auvioreover, the off-diagonal term is much smaller than the
ger neutralization rate by about a factor of 2. This gives anjifference between the diagonal term, at lafgand we can

order of magnitude for the effect of the incomplete screening,se first-order perturbation theory to evaluate the eigenstates
of the ion potential for very small ion-surface distances.of Eq. (31):

Then, we can expect the use of a model screening to have a
limited effect on our results for smadl. L L 12 L )

Now, we come back to thdirect deexcitation issue. We |2's*)=C| [2'S)+ le Pm=0) | +O(H1),
have mentioned in Sec. IV that tiideexcitation rate for the ez (32)
transition 2S—1%S must vanish unless perturbed wave
functions are used. To see this, let us consider the Augewhere Hy =E;—iA;/2, Hyp=E,—iA,/2, and Hp,=V
matrix element corresponding to the atomic transition in real (i/2)VA1A,=—(i/2)yA1A, is a shorthand for the matrix
space, elements oH, and
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1 faster neutralized by a resonant capture to an excited state
C= than by an Auger capture to the ground state. After the reso-
/ |H152 nant neutralization has taken place, the present approach can
1+ — be used to evaluate the Auger deexcitation fapecial care
[Hy—Hypl? has to be taken in order to ensure that the population of the

a normalization constant. Consequently, the ratio of the ma(_excited state is equal to oneMoreover, in this case the
. R, d Y, Auger neutralization process can be disregarded except,
trix elements of matriX31) is roughly equal to

maybe, before the resonant neutralization occurs. In the latter

H case, the Auger neutralization should be calculated using un-
12 funci
HiHo (33 perturbed wave functions. o
(Hi—Hy Finally, the calculated values for the neutralization rate

Hence, neglecting the small difference in the transition enercan be used together with a rate equation to calculate the
gies of the 2S*—1'S and 2P},_,—1'S processes evolution of the Hé population®’ The freezing distancg*
(~1 eV), the ratio of thalirect de-excitation rates, is equal IS defined as the distance where the variation of the ion popu-
to lation with Z, that is,dn(Z)/dZ, is maximum. Experimen-
tal estimate3give a value oZ* = 3a, for aluminum. Let us
[ ap(21SF —11S) |H )2 AjA, consider the scattering of an ion of 2 keV of kinetic energy
Py o = 5= 2 under glancing incidence conditions at 0.5° from the surface
Fap(2'PY—0—1'S)  [Hu—Hzl®  4(E1—Ep) plane. By solving the latter equation with the neutralization
(34 rate obtained using distorted wave functions, we gét
that is, the admixture coefficient. Therefore, the deexcitatior= 1.53,. This value is larger than in previous worksz*
rates of the twaM =0 atomic states are not independent but=0.58,, and in better agreement with the experimental
closely related to each other. This relationship is due to theivalue given above. The experiments point out that the ion
coupling via the continuum of conduction-band states, charneutralization takes place well beyond the image plane.
acterized byA; andA,. We have thus shown that the de- However, there is a considerably discrepancy concerning the
excitation rate of the 25* state can be obtained from the distance of the image plane to the first atomic layer in the
knowledge of the energies arfcesonant linewidths of the literature(see, for example, Refs. 46 and 6556®hich al-
two atomic resonances, and the deexcitation of tHe}2 , ready gives one atomic unit of uncertitude in surface calcu-
state. Stars in Fig. 8 show the results of such a calculatiorlations. Moreover, the lack of self-consistency in the ien
The agreement with the results obtained by fitting the peakgurface potential may lead, as shown above, to underestimate
in ['(E,M=0) as explained in Sec. IV, is reasonably good,the neutralization rate by, at most, a factor two. This trans-
taking into account the approximations involved in Eg).  lates into an uncertainty in the freezing d|st.ance smaller than
This confirms the interpretation of thé®* deexcitation rate On€ atomic unit. Therefore, we have obtained an important
as mainly due to the mixing of thel3 state with the 2P qualitative result in good agreement with experiment: the
state. neutralization via an Auger process of slow H®ns takes
It is interesting to compare the various rates in order tg?lace well beyond the image plane. _
justify the use of perturbed wave functions in the computa- Another interesting point concerns the third Auger pro-
tion of the Auger neutralization and deexcitation rates. In-c€ss depicted in Fig. 1, which has not been considered in the
deed, using Eq(5) to defines,(r) assumes that the electrons Present work. By looking at Figs. 8 and 9, it can be seen that
had enough time to adjust to the total potential before thdhe probability of capturing an electron from the surface, that
Auger neutralization occurs. For the Auger neutralization's; the neutralization rate, becomes larger thandinect de-
process, this means that the metal electrons have adjusted@ycitation rate around &. This suggests that below this
the ion potential; the time required by this adjustment can bélistance, theéndirect Auger deexcitation may become more
estimated from the rates for the resonant trangéee for likely than thedirect deexcitation process considered here.
example the rates for the=2 levels of He of Ref. 56
Since the resonant process is much faster that the Auger VI. SUMMARY AND CONCLUSIONS
neutralization, the use of E€p) is therefore completely jus-
tified. However, the case of the Auger deexcitation is more We have calculated the rates of different Auger processes
Comp|ex since, in the present system, the excited states aiﬂré the helium-aluminum surface system. In order to achieve
degenerate with empty metal levels. Using distorigdr) this, we have studied the transition between the eigenstates
wave functions for ther{=2) states is justified only after the ©Of the iontsurface Hamiltonian caused by the electron-
electron in the excited state has been resonantly lost to tHRlectron interaction. This approach presents fundamental
metal. Before, one should use rates computed with unpedifferences over previous approaciés The first feature is
turbed atomic orbitals. Our results for the deexcitation rateghe inclusion of the effect of the ion potential on the surface
(obtained using distorted wave functigrsn be used only in  barrier, attracting the neutralizing electrons towards the ion
situations where the excited state is still occupied after th@nd increasing the Auger neutralization probabilities.
resonant charge transfer has occurred. This is the case, for The second feature appears when applying the same for-
example, in a fast grazing collision of Hle(or He*) on a  malism to Auger deexcitation rates. In the latter case, a neu-
metal surfac@ Another situation is when the excited state istral excited atom can be deexcited by filling its core while
degenerate with the occupied levels of the metal conductiorxciting the surface electronic system.
band. Under these conditions, the incident ion will be much As it has been emphasized elsewheri¢ s of paramount
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importance to include the correct surface screening in théuger deexcitation rate in which the effect of the metal pres-
electron-electron interaction, using in this way a theory thatence has been taken into account in the atomic states. The
accounts for electron-hole pair and plasmon excitation by theffect of the metal presence is twofold. It allows the transi-
captured electron. Since exchange processes are disregardigdh because it can absorb the transition energy between the
in the present treatment, we are 0n|y able to account foelectronic states, and it distorts the atomic states. As a result,
direct Auger deexcitation process. In this process, an electhe Auger deexcitation rate is smaller when distorté® 2
tron in an excited state of the atom fills in the dore-hole of ~ States are used, as compared to unperturbed atomic states,
the atom, transferring its energy to the metal surface. Thoecause the electrons spend more time away from the atom.
main novelty of the present calculation is that both AugerMoreover, it allows the deexcitation of the'Q metastable
neutralization and Auger deexcitation are treated on the sarr%ate which is zero in a calculation where the distorsion of
footing as they correspond to particular cases of transition e atom states by the metal surface is not taken into

1
between one-electron eigenstates of the torsurface sys- ccount .
A complete treatment of the Auger processes should in-

tem. S L - :
clude theindirect Auger deexcitation process in which a

The Auger neutralization rates computed with these dis- : .
9 P . 6{petal electron fills the atom core hole, and the excited atom

tion rates calculated neglecting the effect of the ion on theelectrqn |:[<,hem|tt(ra1d into the contln?ufﬁegﬂgi JATh'S p(;o-
surface barrief® The rate is greatly enhanced at large jon-C€SS IS heexchangeprocess ot thedirect Auger de-
surface distances, decreasing as the ion is brought closer E&(Cltatlon process where interference between both processes
the surface ' as been neglected. The upgrade of the theory would be to

This increase in the Auger neutralization rate induced bynclluc:et thtf] effe(]it of the ion 'nf thet.surfa(;ﬁ barnertﬁndtt?(
the ion effect can be understood in two ways. It can be recaiculate the surface response function in this way, thus tak-
g into account the presence of the ion in the excitation of

lated to the increase of the electronic density around the io ;
e emitted electron.

Figs. 2 he eff f the tails of th . .
core(Figs. 2 and B or as due to the effect of the tails of the We have also discussed above that direct Auger de-

atom excited state@-igs. 5 and & The latter interpretation o g,
egig b P excitation rate should be larger than thdirect one at large

allows to discuss the importance of the effect: when an ) . )
atomic state lies slightly above the Fermi level, it wil atom-surface distances becausedhect process is basically

strongly hybridize with the occupied metal states, leading td dl_poilar e>f<C|tat|o? of tTe tsurfaqe,t;/]vhltle thel_d|rec]E is the tal
a significant increase of the neutralization rate. At small jon-SMission of oné atom €lectron via the tunneling of one meta
ectron. The dipolar interaction is longer ranged than the

surface distances, the excited states shift up in energy aneq fron t i d thus teirect t hould be |
broaden. Their effect is then more difficult to recognize, and®'€ctron wnneling, an us ectterm should be 1arger
hen the ion is located far from the surface. However, as the

the rate enhancement should be interpreted in the first wa)‘/\,’t h h that the t ?
namely, as due to the increase of electronic density in the jofft0M approaches we have s_eer.1 at the tunneling process
suroundings. According to the above discussion, it seem§"S OVer the dipolar excitation: we see this because the
that He" on Al is rather special. However chan,ging the irect Auger deexcitation rate becomes smaller than the Au-

projectile would modify the position of the excited levels ger neutra_\llzz_;ltmn rate near the surface._Hemﬁreqt Au- .
relative to the Fermi level altering the numerical results ob-9€r deexcitation processes may b(_a very important u;épartlcle—
tained in this paper. We expect that, since the physics in§un‘ace processes. Work in this direction is in progréss.
;(Ijig/ded is the same, the above discussion can be equally ap- ACKNOWLEDGMENTS
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