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Molecular-dynamics simulation of MgO surfaces in liquid water
using a shell-model potential for water

N. H. de Leeuw* and S. C. Parker†

School of Chemistry, University of Bath, Claverton Down, Bath BA2 7AY, United Kingdom
~Received 18 May 1998!

A shell-model water potential, derived to be compatible with existing potential models for inorganic solids,
is introduced. It reproduces experimental data of the water monomer and dimer such as structure, dipole
moment, and binding energy. Properties of liquid water, especially ordering and energetics, are in adequate
agreement with experiment. The polarizable water potential model is used to model the interaction of liquid
water with MgO surfaces. Adsorption of the first monolayer to the surfaces is shown to disrupt ordering in the
next layers, leading to decreased water density near the solid surface.@S0163-1829~98!07440-2#
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I. INTRODUCTION

Due to its omnipresence and unique structure, wate
both liquid and solid form has been the subject of wid
ranging research, both experimental~e.g., Refs. 1–7! and
theoretical~e.g., Refs. 4 and 8–13!, for example the studies
of both liquid water and iceI h by x-ray scattering14 and
phonon calculations.15 In solid form water exists as 13 dif
ferent ice structures, including a vitreous form and two re
tively unknown phases. The most common ice is hexago
ice I, which occurs at atmospheric pressure up to 273 K16

The common feature of all ice phases is the tetrahedra
rangement of hydrogen atoms surrounding each oxy
atom, where two hydrogen atoms are bonded to the oxy
while the other two form hydrogen bonds to the lone elect
pairs. This arrangement leads to considerable disorder in
ice phases, notably in iceI h which has ideal tetrahedral co
ordination. However, even in the denser ice phases, wh
the coordination is not perfectly tetrahedral, at high tempe
tures the gain in configurational entropy accompanying d
order of the hydrogen atoms outweighs the energy expen
by some orientations departing from the ideal angle.17 In
liquid water, although destabilized by entropy, this tetra
dral arrangement remains partially intact.18

One of the aims of this work was to develop a reliable a
consistent model for the interaction of water with solid s
faces. Although there is a wealth of different water potenti
available,11,19–28 from simple SPC models to point
polarizable TIP models,21 to our knowledge no shell-mode
potential is as yet available for the modeling of polariza
water molecules. In this potential model the polarizability
the oxygen ion is included by the shell model of Dick a
Overhauser,29 and the shell model potential can thus be us
for simulations of the interactions of water molecules w
the surfaces of ionic solids for which the same type of p
tential models are currently widely available.

The interaction of water molecules with the surfaces o
variety of materials, both metals and inorganic solids,
been the subject of much research~e.g., Refs. 30–35!. One
material which has been studied extensively is the cera
oxide MgO. Its relatively simple structure, i.e., fac
centered-cubic with six coordinate oxygens and cations,
PRB 580163-1829/98/58~20!/13901~8!/$15.00
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its importance both as a support for metal catalysts and h
temperature superconductors36 and as a catalyst in its own
right,37,38 make it an attractive model system. As a cons
quence, the structure and hydration of MgO surfaces
been frequently investigated, both experimentally37,39–44and
theoretically.35,36,45–51MgO would thus seem an appropria
system to test the applicability of our polarizable water p
tential model.

II. THEORETICAL METHODS

Atomistic simulations are based on the Born model
solids,52 which assumes that the ions interact via long-ran
electrostatic forces and short-range forces which can be
scribed using simple analytical functions. The component
the short-range forces include both the repulsions and
van der Waals attractions between neighboring elect
charge clouds. The Coulombic interactions are summed
ing the Ewald method53 for three-dimensional periodic sys
tems, such as bulk crystals, or the Parry method54,55 in the
case of two-dimensional periodicity, e.g., surfaces. The
tential model of a system is the set of charges and functio
parameters needed to describe all interactions between
participating species.

A large number of potential models available for solid
both purely ionic and those including molecular ions such
the carbonate anion, include the polarizability of the ions
the system via the shell model of Dick and Overhause29

This shell model describes the ion in a simple mechan
way by a shell of zero mass representing the electro
charge cloud connected to a core containing all the io
mass. The total charge of the ion is the sum of the charge
core and shell. The position of the core represents the p
tion of the ion in the crystal lattice, but the position of th
shell has no significance.56 The shell and core are connecte
by a harmonic spring with force constantk:

F i~r i !5 1
2 kir i

2, ~1!

wherer i is the distance between the centres of core and sh
The polarizabilitya of the free ion is then given as
13 901 ©1998 The American Physical Society
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a i5
Y2

4p«0ki
, ~2!

whereY is the charge of the shell. The polarization of an i
is described in terms of the displacement of its shell rela
to the core. Unlike point-polarizable models which have
fixed polarizability, the shell model allows the polarizabili
to vary with environment. It allows for coupling between th
polarizability of the ion and its short-range interaction
which is required to model dynamical properties, for e
ample lattice vibrations reliably.57 The short-range forces ar
assumed to act between the shells, while the Coulom
forces act between all shells and cores except between
core and shell of the same ion. Although the shell mode
relatively simple, it has been very successful in modelin
variety of properties and, as such, in addition to its w
application in available potential models, we sought to
velop a potential model for the water molecule which
cluded polarizability of the oxygen ion via the shell model
Dick and Overhauser.29 This would then be fully compatible
with the potential models used for inorganic solids, a
hence could be used to model the interaction of water w
solid surfaces. In Sec. II A we describe the derivation of
potential parameters which make up the potential model,
ter which we discuss its competence in reproducing exp
mental water properties.

A. Derivation of the water potential

The potential parameters for the water molecule were
pirically fitted to reproduce the experimental dipole mome
OH bond length and HOH angle of the water monomer, a
the structure of the water dimer and infrared data. The
tential model was subsequently used to calculate the s
diffusion coefficient, radial distribution functions, and e
ergy of evaporation of liquid water.

The atoms making up the molecule were given fractio
charges,10.4e for the hydrogen atom, in line with the com
patible hydroxide potential model developed by Baram a
Parker58 and many earlier water potential models,21,24,25and
20.8e for the oxygen atom, which is the sum of the charg
of core of11.250e and shell of22.050e. All potential in-
teractions involving oxygen atoms act between their she
The OH bond is modeled by a Morse potential

F i j ~r i j !5D~12e@2a~r i j 2r 0!#!22D, ~3!

where D is the dissociation energy of the bond,r i j is the
interatomic separation, andr 0 is the equilibrium separation
a is a variable which can be determined by spectrosco
data and was fitted to the experimental infrared frequen
using the programGULP.59 A bond-bending term was intro
duced to reproduce the directionality of the covalent bo
with the experimental HOH angle of 104.5°,

F i jk~r i jk !5 1
2 ki jk~u i jk2u0!2, ~4!

which is a simple harmonic about the equilibrium bo
angle, whereki jk is the force constant and (u i jk2u0) is the
deviation of the bond from the equilibrium angle. In additio
to these short-range interactions, we endeavored to mode
effect the oxygen atoms’ electron lone pairs have on
positions of the hydrogen atoms and hence on the H
e
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angle. In an attempt to include the steric effect of the elect
lone pairs, we partially removed the electrostatic interactio
between the two hydrogen atoms and those between hy
gen and oxygen atoms in the water molecule, making
hydrogen atoms less repulsive, much as electrostatic inte
tions within organic molecules are routinely removed in p
tential models for biological applications.

The intermolecular parameters for the water molecu
were fitted to the structure of the water dimer which is sho
in Fig. 1.1 ud refers to the angle in the dimer between t
O-O vector and theC2 axis of the water molecule donatin
its one hydrogen atom for hydrogen bonding to the oxyg
molecule of the acceptor molecule.ua refers to the angle
between the O-O vector and theC2 axis of the acceptor
molecule. The short-range interactions between the oxy
shells of the water molecules are described by a Lenn
Jones potential

F i j ~r i j !5
A

r i j
122

B

r i j
6 , ~5!

whereA andB are variable parameters. This type of potent
expression is often used for modeling oxygen-oxygen in
actions in water potential models, such as the SPC
TIP4P models.21,25 The intermolecular interactions betwee
hydrogen cores and oxygen shells are given by a Buck
ham potential

F i j ~r i j !5Ai j e
2~r i j /r i j !2

Ci j

r i j
6 , ~6!

where the parametersAi j andr i j are often thought to repre
sent the size and hardness of the atoms, respectively
though in this work the Buckingham potentials are effect
pair potentials, and hence the two parameters are not in
pendent. The last term is meant to represent the disper
forces.

The potential model used for simulating the MgO crys
is that of Lewis and Catlow,60 while the interactions betwee
the water molecules and the solid surface were fitted by o
selves. Following the approach by Schroderet al.,61 the
cation-oxygen Buckingham potential of the MgO crys
needs to be modified for the Mg-Owater interaction to com-
pensate for the reduction in electrostatic interaction due
the latter’s fractional charge. TheC parameter of the Buck-
ingham potential function between lattice oxygen atoms w
also modified for interactions between lattice oxygen ato
and water oxygen atoms assuming this represents Lon
dispersion forces. All potential parameters used in this w
are listed in Table I.

B. Molecular-dynamics simulations

The computer code used for the molecular dynam
simulations wasDL–POLY 2.6.62 To obtain the necessary da

FIG. 1. Configuration of the water dimer~Refs. 1 and 23!.
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PRB 58 13 903MOLECULAR-DYNAMICS SIMULATION OF MgO . . .
on bulk liquid water, we simulated a box containing 2
water molecules at a temperature of 300 K. The simulat
conditions were initially set at the experimental density
r51.0 g/cm3 and performed using NVE and NVT~constant
number of particles, constant volume, and constant energ
temperature! ensembles. When those were successful, eq
bration and finally data collection were run at NPT~constant
number of particles, constant pressure, and constant tem
ture!. In the DL–POLY code the integration algorithms ar
based around the Verlet leap-frog scheme,63 and we used the
Nosé-Hoover algorithm64,65 for the thermostat, as this algo
rithm generates trajectories in both NVT and NPT e
sembles, thus keeping our simulations consistent. The N´-
Hoover parameters were set at 0.5 for both the thermo
and barostat relaxation times~ps!.

There are two ways of treating the shells which are ess
tially massless; either performing an energy minimization
shells only at each time step66 or the approach used b
DL–POLY, which is to assign a small mass to the shells.67,68In
this case for the oxygen shell we chose 0.2 a.u., which
small compared to the mass of the hydrogen atom of 1.0
This ensured that there would be no exchange of ene
between vibrations of oxygen core and shell with oxygen a
hydrogen vibrations. Figure 2 shows a diagram of the p

TABLE I. Potential parameters used in this work.

Charges~e! Core-shell
interaction
~eV Å22!Ion Core Shell

Mg21 2.001
H0.41 0.401
Oxide oxygen O22 1.001 3.002 54.80
Water oxygen O0.82 1.251 2.052 209.45

Ion pair

Buckingham potential

A ~eV! r ~Å! C ~eV Å6!

Mg212O22 1428.50 0.294 53 0
Mg212O0.82 490.00 0.294 53 0
O222O22 22764.00 0.149 00 27.88
O22O0.82 22764.00 0.149 00 28.92
H0.412O0.82 396.27 0.250 00 10.0
H0.412O22 396.27 0.250 00 0.0

Lennard-Jones potential

A ~eV Å12! B ~eV Å6!

O0.822O0.82 39344.98 42.15

Morse potential

D ~eV! a ~Å21! r 0 ~Å!

H0.422O0.82 6.203 713 2.220 03 0.923 7
Three-body potential

k ~eV rad22! Q0

H0.412O0.82
shell2H0.41 4.199 78 108.69

Coulombic subtraction~%!

H0.412O0.82 50
H0.412H0.41 50
n
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non density of states for ice VII, from which it is clear th
there is no overlap between OH frequencies at around 3
cm21 and oxygen core-shell vibrational frequencies
around 17 000 cm21, and we may thus be confident that the
will be no exchange of energy between the hydrogen i
and the shells in our molecular-dynamics~MD! simulation.
However, due to the small shell mass we needed to run
MD simulation with a small time step of 0.2 fs in order t
keep the system stable. With this time step we obtained d
at constant pressure and temperature for a period of 100

The MgO surfaces were simulated as a repeating unit
of MgO slab and void, and this system consisting of the p
surfacein vacuowas run under NVT conditions. The voi
was then filled with NPT equilibrated bulk water, and th
entire system of MgO slab and surrounding liquid water w
simulated under NPT conditions. In addition, NVT simul
tions of the MgO slabs with lower-density water were al
performed to investigate any differences in energetics du
the two different water densities.

III. RESULTS AND DISCUSSION

The water potential model derived above was fitted to
structural properties of the water monomer and dimer a
infrared-absorption bands69 of the water molecule. In orde
to assess how well these properties are reproduced usin
programPARAPOCS,70 we have listed the calculated and e
perimental data in Table II, from which it is clear that th
experimental structure, dipole moment, and vibrational pr
erties of the water monomer are accurately reproduc
which is as expected as they were used for fitting the po
tial model. The binding energy of the dimer and the oxyge
oxygen distance also agree very well with the experimen
data, althoughua , the angle between the O-O vector and t
hydrogen acceptor molecule, is too small in common w
other water potentials,18,21,23 which makes the dimer rathe
flat. This may be due to the absence of a potential funct
describing directional hydrogen bonding between water m
ecules, as is found in ice.71

The properties calculated from the MD simulation we
radial distribution functions, average energy, dens
specific-heat capacity, compressibility, and the self-diffus
coefficient which can be obtained from the mean square
viation of the molecules.72 The self-diffusion coefficient was

FIG. 2. Phonon density of states for ice VII with the she
model. The first group of peaks corresponds to acoustic and l
lying optic modes, the second group is due to H-O-H bending,
the third group is the O-H stretching mode. The last group, betw
17 000 and 20 000 cm21, is due to oxygen core-shell vibrations.
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13 904 PRB 58N. H. de LEEUW AND S. C. PARKER
calculated to be 1.1531029 m2 s21 @experimentally, 2.3
31029 m2 s21 at 298 K#. This value is low compared to th
experimental value at 298 K, but agrees with an experim
tal value of 1.1731029 m2 s21 for a water temperature o
275 K.73 Hence, although the calculated diffusion coefficie
is too low for the simulation temperature of 300 K, it st
falls within the range for liquid water.

Other results from the MD simulation which can be ve
fied against experimental data are the radial distribut
functions~RDF’s! of the various ions in the system. Figure
shows the RDF’s for the O-O, O-H, and H-H pairs, whe
the peaks due to intramolecular interactions have been o
ted. The RDF between oxygen atoms shows a very c

FIG. 3. ~a! O-O and~b! O-H and H-H radial distribution func-
tions, omitting intramolecular OH and HH interactions.

TABLE II. Experimental properties of water monomer an
dimer which, apart from the binding energy, were used for fitt
the potential parameters, and the resulting calculated values
Ebinding.

H2O Properties Calculated Experimental

Monomer r (OH)/Å 0.98 0.96a

u ~HOH! 104.5° 104.5°a

Dipole/D 1.86 1.85a

n/cm21 1581.95 1594.59b

n/cm21 3624.56 3656.65b

n/cm21 3783.00 3755.79b

Dimer r (O-O)/Å 2.97 2.98c,d,e

ua 30.1° 57610°c,d

ud 48.5° 51610°c,d

Ebinding/eV 20.21 20.23d

aReference 26.
bReference 69.
cReference 81.
dReference 82.
eReference 1.
n-

t

n

it-
ar

peak at 2.97 Å and a broader area between 5 and 6 Å.
first peak is in good agreement with experimental findin
~2.88 Å!,74 although the experimental value for the seco
peak at 4.6 Å~Ref. 75! is somewhat smaller than the calc
lated value, though in line with other water potential mod
~cf. 5.4 Å for a flexible TIPS model!.76 The heights of the
peaks, 3.8 and 1.3, compare well to experimental value
3.1 and 1.1,74 indicating that our model shows ordering o
the water molecules which agrees adequately with exp
mental findings. The first peak of the O-H RDF at 2.12 Å
again at a somewhat larger distance than that found exp
mentally ~1.9 Å!, although the second maximum at 3.13
agrees very well with experimentally observed RDF’s~3.2
Å!. The heights of the peaks of 0.9 and 1.3 compare fav
ably with experimental values of 1.0 and 1.3.74 Finally, the
H-H RDF shows a peak at 2.6 Å of height 1.3, a shoulde
about 3.5 Å (height61.0) and another peak at 5.7 Å o
height 1.1. This compares with experimental peaks at
3.7 and 4.9 Å, heights 1.3, 1.2 and 1.0 respectively, wh
again is in good agreement.74 Overall, the simulated and ex
perimental systems show similar ordering of the water m
ecules.

As we were interested in obtaining hydration energies
the adsorption of water molecules onto solid surfaces, a g
test of our potential model would be to obtain an energy
vaporization from our MD simulations. We calculated th
vaporization energy from the interaction energies betw
the water molecules in the system. The energy of vapor
tion hence calculated is 43.0 kJ mol21, which is in excellent
agreement with the experimental value of 43.4 kJ mol21 at
310 K.11

Table III compares additional data obtained from the M
simulations using our shell potential model wi
experiment.24 It is clear that the shell model does not repr
duce the experimental density or self-diffusion coefficie
accurately. However, when the density is kept fixed at
experimental density of approximately 1 g cm23 in a NVT
simulation, which is the ensemble usually applied wh
modeling liquid water, the diffusion coefficient obtained
3.531029 m2 s21. This is in better agreement than som
previous potential models, such as the CVFF and rigid S
and TIP models, where diffusion coefficients range from
to 6.731029 m2 s21, and comparable to more sophisticat
models such as the flexible SPC model@D5(3.1– 3.6)
31029 m2 s21#.24 The high density from our model may b
due to the fact that the geometry of our calculated wa
dimer as mentioned above does not agree with the exp
mentally found structure. The angleua ~Fig. 1! at 30.1° is

nd

TABLE III. Calculated and experimental properties of liqu
water.

Properties of liquid water
Property NPT Experiment

GOO /Å (Height) 2.97 ~3.80! 2.88 ~3.10!
^Ei&/kJ mol21 242.7 241.7
r/g cm23 1.30 0.997
C/J mol21 K21 98.2 75.6
k/Mbar21 37.1 45.7
D/1029 m2 s21 1.15 2.30
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PRB 58 13 905MOLECULAR-DYNAMICS SIMULATION OF MgO . . .
smaller by at least 16° than its experimental counterp
(57610°), which makes the calculated dimer too flat. Th
may encourage the formation of a layered structure,
these layers would be able to approach more closely, incr
ing the density at fixed pressure.

Despite the above shortcomings of the shell-model wa
potential, we feel that its compatibility with the interatom
potentials for polar solids and its agreement with experim
tal parameters~geometry of monomer and dimer, dipole m
ment, dimer binding energy, radial distribution functions, a
erage intermolecular energy^Ei&, and vaporization energy!
make it a valid model to study interactions between ox
surfaces and water, and, hence, in the next subsection
describe the results of molecular-dynamics simulations
two MgO surfaces in liquid water using the shell model w
ter potential.

MgO surfaces in liquid water

We studied two MgO surfaces, the$100% surface, which is
the most stable and dominant surface and is known to r
rapidly with water,77,78 and the$310% surface, which is a
good model for the experimental$100% surface including
monatomic steps.78 Using theDL–POLY program,62 we per-
formed several MD simulations, bothin vacuoas an NVT
ensemble and in a system of liquid water which made
possible to run under NPT conditions. Thus we can inve
gate whether the stability of the surfaces may be influen
by the mobility of the water molecules. All MD simulation
were performed at 300 K for a simulation time of 150 ps

$100% surface

The simulation cell for the$100% surface consisted of a
MgO 43434 supercell containing 256 MgO units consis
ing of cores and shells on the oxygen atoms. The gap
tween the surfaces of the repeated cell was 30 Å, contain
275 water molecules, the whole system consisting of 1
species including shells. The average surface energy of
unhydrated$100% surface obtained from the NVT simulation
in vacuowas calculated to be 1.31 J m22 at 300 K, compa-
rable to that obtained from previous static calculations~1.25
J m22!.77 After running the MgO slabs with the water mo
ecules under NPT conditions, the average surface energy
calculated to be 2.89 J m22, indicating that the$100% surface
in liquid water is not very stable. This is further confirme
by the average hydration energy of128.5 kJ mol21, which
shows that hydration of the$100% under liquid water condi-
tions is an endothermic process.

The RDF’s between magnesium ions and the oxygen
oms of the water molecules, and between surface lattice o
gen ions and hydrogen atoms, are shown in Fig. 4. The
peaks at 2.0 and 1.8 Å, respectively, are in accord with
experimentally found Mg-Owater distances in hydrated mag
nesium salts79 and hydrogen-bonding.80 The self-diffusion
coefficient of the water molecules between the slabs of M
was calculated to be 4.731029 m2 s21, a large increase from
the value of 1.1531029 m2 s21 for the system of pure water
This is probably due to the fact that the density of the wa
molecules between the slabs has decreased from the
water value of 1.3 to 1.00 g cm23 between the MgO surfaces
As such, the water molecules have scope to move m
rt

d
s-

r

-

-

e
we
f

-

ct

it
i-
d

e-
g
8
he

as

t-
y-
st
e

O

r
ure

re

freely. The decrease in density may imply that the wate
repelled by the MgO surfaces or at least that the MgO s
face disrupts the hydrogen bonding in the water. Howev
when we look at a histogram of the number of water m
ecules as a function of distance from the MgO slab~Fig. 5!,
it is clear that the water density is greatest near the M
surface, and that there is a clear preferred orientation on
surface. This disrupts the bonding with the next layer
water, and hence the density decreases in the next few la
toward a fairly level density midway between the two slab
Together with the lower density, the implication is that t
adsorption pattern on the surface forces the water molec
in subsequent layers to form an intermolecular configurat
which is more open than in the system of pure water.
though rather more speculative, the oscillatory behavior
the density~Fig. 5!, with two low-density areas at 9–10 Å
from the slab surfaces, may indicate an even longer ra
disruption of the bulk water structure than just the monola
adsorbed on the surfaces. Of course, this effect may h
been exacerbated by the relatively small number of wa
molecules in the system. It would therefore be interesting
model a larger system containing more water molecules,
at present, due to the use of shell-model potentials, the
tem modeled here is stretching computational resource
the limit.

The hydration energy was calculated and as shown
Table IV the energy is positive. In order to investiga

FIG. 4. Mg-Owater and Olattice-H radial distribution functions of
the NPT simulation of the MgO$100% surface in water at 300 K.

FIG. 5. Histogram of the water molecules between the slab
MgO $100% showing the average number of water molecules a
function of the position coordinate normal to the surface, where
two $100% surfaces are at 0 and 31 Å.
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13 906 PRB 58N. H. de LEEUW AND S. C. PARKER
whether the unstable hydration and surface energies are
pendent on the density of the water surrounding the slab
performed further simulations at a water density of 0.
g cm23, which corresponds to a sufficient number of wa
molecules to cover the surface with a full monolayer. W
collected data at different times during the simulation
monitor any changes in properties, such as the self-diffus
coefficient. The results are collected in Table IV. Calculat
the average hydration energy and average surface ener
different intervals during the NVT simulation~20, 100, and
150 ps!, they showed that the system had settled after
proximately 100 ps, and no further significant changes
hydration energy~15.3 kJ mol21 after 100 ps and16.8
kJ mol21 after 150 ps! and surface energy~11.40 J m22 after
100 ps and11.43 J m22 after 150 ps! were observed. The
self-diffusion coefficient was calculated at the same int
vals, and was seen to decrease from an initial value of 3
31029 m2 s21 after 20 ps, to 18.131029 m2 s21 after 100
ps, which then remained relatively stable and settled
16.731029 m2 s21 after 150 ps. The system had stabilized
a slab of MgO with a monolayer of adsorbed water m
ecules on the surfaces which are immobile apart from vib
tions around their adsorbed position. Two snapshots of
MgO $100% slab after 100 and 150 ps are shown in Fig.
from which it is clear that no significant changes have tak
place in the final 50 ps. Any water molecules not in the fi
adsorbed layer do not form a second layer, but move a
from the surface and move randomly through the lo
density gap between the slabs. The higher self-diffusion
efficient in the NVT system than in the denser NPT simu
tion is probably due to this more open water structure ab
the first adsorbed water layer, leading to fewer attractive
teractions between the water molecules.

The MgO surface which was fully covered in the NP
simulation is now only partially hydrated to a coverage
approximately 78%, in agreement with previous sta
calculation78 which showed a partial coverage of 75% to
particularly stable. Figure 6 shows that the water molecu
adsorb in a flat configuration, coordinating to the magnes
atom by their oxygen atoms, and hydrogen bonding to t
lattice oxygen atoms. A pattern of adsorption is develop
where the water molecules adsorb in diagonal rows ac
the surface, which alternate in a herringbone pattern in
direction in which the hydrogen atoms are pointing. It wou
seem, though, that the water molecules are too large to
sorb completely flat in this fashion, and that each molecul
rotated somewhat with respect to its neighbor. Vacancies
cur where hydrogen atoms of neighboring adsorbed m
ecules come too close to each other. This pattern of ads
tion disrupts the structure of the water in the vicinity of t

TABLE IV. Data obtained from MD simulations of MgO$100%
and $310% surfaces in water at 300 K.

Surface Simulation
^r&/

g cm23 ^D&/1029 m2 s21
^Ehydr&/
kJ mol21

^g&/
J m22

$100% NPT 1.00 4.70 128.5 2.89
NVT 0.23 16.70 16.8 1.43

$310% NPT 0.93 6.10 118.7 2.74
NVT 0.31 15.4 215.1 1.25
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surface, especially as a second layer~not shown! prefers not
to be adsorbed on top of the first explaining the sharp dro
water density away from the surface~Fig. 5!. This absence of
an ordered structure between the first and subsequent w
layers is observed experimentally by infrared visible SF
spectroscopy at neutral quartz/water interfaces,31 where at
low pH when the quartz surface is uncharged, comparabl
our MgO surfaces, the water molecules adsorb with th
oxygen atoms toward the surface but without particular o
enting of water layers further away from the surface. On
with charged quartz surfaces~at high pH!, when the water
molecules adsorb by hydrogen bonding to the surface, is
surface field found to align 3–5 layers of water molecules31

The high positive value for the average hydration energy
the NPT simulation is thus probably due to the intermole
lar interactions between adsorbed water molecules and
sequent layers which are disrupted from preferred configu
tions, rather than the interactions between adsorbed w
molecules and the surface. This also explains why previ

FIG. 6. Snapshots of water adsorption on the MgO$100% surface
at 300 K and NVT,r50.23 g cm23, after~a! 100 ps and~b! 150 ps.
MgO is shown as the framework structure~Mg, pale grey; Olattice,
dark gray; Owater, light gray; H, white!.
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static simulations,78 and other calculations48,51 which only
modeled single layers of adsorbed water molecules, fo
adsorption, notably at partial coverages, to be an exothe
process, especially as gaseous water was considered w
would lower the hydration energies compared to liquid wa
by 43.0 kJ mol21.

$310% surface

The $310% surface gave similar results to the$100% surface
above. This system consisted of 384 MgO units with 3
water molecules in a gap of 25 Å, the whole system co
prising 2460 species including shells. The RDF betw
magnesium ions and the water molecules’ oxygen atoms
its first peak at the somewhat larger value of 2.1 Å. This
explained by the adsorption behavior of the water molecu
which ‘‘prefer’’ to adsorb with their oxygen atom in th
interstitial lattice oxygen site on the edge, doubly coor
nated to magnesium ions on both the edge and the p
below ~Fig. 7!. The negative hydration energy of the NV
simulation indicates that this mode of adsorption is parti
larly favorable, in agreement with previous sta
calculations.78 Figure 7 shows a definite pattern of adso
tion at those sites, but no formal pattern on the remainde
the $100% planes making up the stepped$310% surface, even
though the NVT system was fully stabilized and showed
significant changes in either self-diffusion coefficient or a

FIG. 7. Snapshot of the MgO$310% surface with adsorbed wate
molecules after 150 ps, at 300 K andr50.31 g cm23, showing
regular adsorption of the water molecules’ oxygen atoms to b
edge and plane magnesium ions. MgO is shown as the frame
structure~Mg, pale gray; O, dark gray; H, white!.
d
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erage surface and hydration energies after 20 ps. Rather
water molecules tend to drift away from the surface, whi
again shows that$100% planes prefer not to be fully hydrated
also indicated by the positive hydration energy of the NP
simulation.

IV. CONCLUSION

From the above results we can make the following obs
vations.

~i! The shell-model water potential models the wat
monomer and dimer well, and reproduces structure and b
ing energy.

~ii ! The density of simulated liquid water at constant pre
sure and temperature is too large, possibly due to the abs
of directional hydrogen-bonding. This results in the se
diffusion coefficient being too small, although still in th
region of liquid water.

~iii ! The ordering of the simulated liquid water, observe
from the various RDF’s, is in good agreement with expe
ment, as are the energy of vaporization, the average ene
the specific-heat capacity, and the compressibility.

~iv! When modeling the$100% and$310% surfaces of MgO
in liquid water under NPT conditions, the density is d
creased, indicating disruption of the water structure. The
sorption pattern at the surfaces and the density profile of
water normal to the surface indicates that this is due to
energetically unfavorable interactions between adsor
molecules and subsequent water layers. NVT simulation
lower water densities indicate that adsorption at intersti
lattice sites on the$310% surface are energetically favorable
while hydration at the$100% is still just endothermic, prob-
ably due to the imperfect matching of the water molecules
the MgO lattice.

~v! These simulations have shown that molecula
dynamics simulations can give insight into adsorption beh
ior and solvent effects which may not be accessible w
simple static atomistic simulation techniques.

From the results above we believe that the shell-mo
water potential, developed as a transferable potential c
patible with available potential models for inorganic solid
is suitable for the study of hydration of those solids or as
solvent in more complex simulations.
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