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Temperature-dependent exciton luminescence in quantum wells by computer simulation
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Optical spectra in quantum wells are in many cases strongly influenced by disorder. In particular, energy
relaxation of correlated electron-hole pairs through disorder-induced localized states determines the position
and shape of photoluminescence lines. By a Monte Carlo simulation approach the energy relaxation is studied
and the temperature dependence of the spectral peak and the linewidth are determined for a variety of model
systems in the steady-state situatif80163-182@8)05643-4

[. INTRODUCTION potential one obtains the energy spectrum of localized
excitons® This model has been successfully used to study the
Semiconductor quantum-welQW) structures are inten- energy distribution of excitons in various two-dimensional
sively studied in the last decade because of their potential fof2D) system< Since localized excitons can still move in
optoelectronic devices. In particular, QW’s on the basis ofspace and energy due to their coupling to the phonon system
semiconductor alloys are of high interest, since they allow(hopping, the luminescence spectrum does not coincide with
us, using band-structure engineering, to fabricate structurgfe absorption spectrum, i.e., with the energy distribution of
with optimized optical properties for special devices. Therelocalized statesDOS), but shows a more or less developed
fore, the study of optical properties of alloy QW’s is an Stokes shift relative to the excitation spectrum. Such inco-
indispensable task in semiconductor optics. The number dfierent hopping processes build the central topic of our
publications devoted to the optical properties of binary andoresent discussion. The model is based on phenomenological
alloy semiconductor QW'’s, both experimental and theoreti-microscopic parameters, since more detailed knowledge
cal, is enormous. Most of the theoretical work is based orfrom microscopic theories is not available at present for the
idealized systems where the influence of disorder is disredisordered systems studied here. Nevertheless, the predicted
garded. However, all semiconductor heterostructures posseeffects for the steady-state luminescence are robust against
a certain degree of disorder due to their alloy structure and/dhe choice of parameters.
imperfect interfaces. In particular, in narrow QW’s the inter-  Detailed experimental study of the photoluminescence
face roughness creates an essential disorder potential givingL) Stokes shift at various temperatures has been first car-
rise to band tails composed from localized states. These tailéed out by Skolnicket al® for In,Ga, _,As/InP single quan-
in general affect the dynamics of the Coulomb-correlatedum wells and by Davegt al® for In,Ga, _,As/Al,In, _,As
electrons and holes. While quite a number of experimentafnultiple quantum wells. There were also many later studies
papers on the dynamics of optical excitations in a disorderedf the temperature-dependent exciton PL in Q\#se, e.g.,
environment exist, the theoretical literature on this subject i9aly et al.”), whose results confirm the most striking effects
still comparatively scarce. observed in Refs. 5 and 6. There are two of these effects that
In this contribution we attempt to reduce this gap betweercause the most interest. One is the nonmonotonous tempera-
experiment and theory and aim at a generally applicable dgure dependence of the Stokes shift even if a correction is
scription of relaxation processes in disordered QW structuregiade for the temperature-induced shift of the band gap. At
on the basis of a phenomenological model. In many situalow temperatures the Stokes shift increases with rising tem-
tions, depending on various microscopic parameters, thperatureT (i.e., a redshift of the PL spectryrand at higher
Coulomb-interaction can be treated by considering excitongemperatures the shift decreases again with ridinge., a
moving in an effective disorder potentiaccording to this  blueshift of the PL spectrumThis effect was especially pro-
approach the movement of a correlated electron-hole pair camounced in Ref. 6. The other intriguing effect is the abrupt
be described by a disorder potential that acts solely on thincrease of the PL linewidth in a rather narrow temperature
center-of-mass coordinate of the pair. This approach is validange> A qualitative explanation of both effects has been
as long as the amplitude of the disorder potential does nalready given by Skolnickt al® If the emission were purely
exceed the exciton binding energy, otherwise the internaintrinsic then the PL peak energy would just follow the band-
degrees of freedom of the electron-hole pair become severeBdge variation to lower energy with increasiiig Experi-
affected and the notion of an exciton in the normal sense isnental results do not show this simple trend, and, hence,
guestionable. Solving the corresponding Sdimger equa- extrinsic processes, i.e., the motion of excitons via localized
tion for the center-of-mass motion in the effective disorderstates, induced in QW’s by disorder, should play a crucial
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role for the exciton PL. With rising temperature, the excitonsdependencies of the transition rates on the distances between
become more mobile and they are able to move over longdhe localized states involved are not clear. They are either
distances than &=0. In such a movement the excitons can exponential if excitons hop via simultaneous tunnelling of
be trapped by centers with lower energy and, hence, thelectrons and holes or they are described by a power law if
lower-energy states become increasingly populated with risthe excitons hop between localized states via exchange of
ing temperature. This provides a plausible explanation fovirtual photons(dipole-dipole couplingf). Nevertheless, re-
the observed “antithermalization” behavior of the PL peak C€Nt success of thg model with exponential transition rates in
energy. With the further increase of temperature the motion€ fitting of experimental data for gCdy./ZnSe QW's is

of excitons over localized states becomes even faster and ti#iking.> Unfortunately, the analytical theory in Ref. 12 is
thermal distribution of excitons can be achieved. Concerning/@lid only at extremely low temperatures because it can take
the linewidth, its abrupt increase withwas also ascribed to Nto account only transitions downward in energy. There
the increase in the mobility of excitons. More mobile exci- Seems to be no way to extend this analytical theory for finite
tons can recombine from a broader energy distribution of théemperatures. An alternative approach to the theoretical de-
localized states than in the situation of lower temperatureScription of the exciton hopping has been recently suggested
where only lowest-lying localized states are occupied and &Y Zimmermann and co-worket$:® They first performed
narrow PL line is observed. an explicit calculation of the exciton DOS taking into ac-

To verify these ideas, a more rigorous theory is necessargount actual growth conditions of QW's and realistic wave
The first demand to such a theory should be the ability tdunctions. The exciton kinetics has been simulated as acous-
appropriately describe the motion of excitons over localizediC Phonon scattering between disorder eigenstates, thus in-
states. There is no lack in the attempts to develop such @luding bandlike as well as hoppinglike transitions. Nonmo-
theory; however, most of them fail to take into account ex-notonous temperature dependencies of the Stokes shift and
plicitly the dependence of transition rates on the distance8f the PL linewidth have been obtained. The interpretation
between the localized states involved. Because of the spatiéliven is very similar to that of Skolnickt al> For the non-
localization of excitons, these dependencies are very strongflonotonous dependence of the Stokes shift it has been
In the case of tunneling transitions, the dependence of theuggestett*°that at finite but low temperatures excitons can
hopping rate on the length of the hop is exponential and iPvercome shallow barriers between localized states during
should be definitely taken into account. Unfortunately, mostheir lifetime by thermal activation and fall down in still
of the averaging procedures wash out this dependencéleeper states than &t=0.

Moreover, the exponential dependence of the hopping rate N the present paper we study the temperature-dependent
on the hopping distance makes even the rates for hoppingPectra of the steady-state exciton luminescence in the
transitions downward in energy strongly dependent on théramework of a simple model with exciton hopping via un-
energy of localized states because the concentrations &Prrelated localized states distributed in space and energy.
available localized states and, hence, the distances to thefi$ already mentioned above, it is not possible to extend the
are different at different energies. This fact is also not takernalytical quantitative theory developed for extremely low
into account usually. temperaturés'? to finite temperatures. Hence, we use a

A simple model of exciton energy relaxation via hopping straightforward Monte Carlo computer simulation of the ex-
through localized states has been suggested by Abdukadyr&iton hopping energy relaxation. In Sec. Il, the numerical
etal® for bulk 1I-VI ternary alloys with common cation @algorithm is described. In Sec. Il the simulation results for
components. It is known for these materials that the compoeXponential DOS are presented and compared with analytical
sitional disorder due to a random substitution in the anionidheories. At zero temperature they are compared with the
sublattice leads to a pronounced valence-band tail, drast@nalytical theory of Ref. 12 and at finite temperatures the
cally modifying optical properties of excitons compared toSimulation results are compared with the qualitative analyti-
those in ideal crystafsIn such systems, excitons are local- cal description on the basis of the transport-energy coricept.
ized due to the localization of the holes and their transitiondn Sec. IV, the simulation results are given for a more real-
between localized states correspond to the hopping of thistic Gaussian DOS and compared with experimental data
holes in the valence-band tail. In such a case it is reasonabfvailable. Concluding remarks are gathered in Sec. V.
to assume that transition rates of excitons have the same
exponential depenq_ence on the _distances between localized Il. NUMERICAL ALGORITHM
states as '_che transition rates of single holes. To perfprm cal- AND SIMULATION DETAILS
culations in the framework of such a model, one first as-
sumes some given DO@isually a purely exponential or a  The simulation technique we use to study the hopping
Gaussiahand treats hopping of excitons as tunneling single-energy relaxation and luminescence of excitons is similar to
particle transitions between localized states. This model hathat suggested by Silveet al'® and will, therefore, only
been successfully applied to describe hopping of excitons ikriefly be described here. We assume that excitons behave
bulk 11-VI alloys.&1011 like single particles in their hopping movement between lo-

It has also been applied to excitons in QWRefs. 12 and  calized states. However, contrary to single electrons and
13). However, application of such a model to QW’s and alsoholes recombining via tunneling processes, excitons have
to bulk systems with large energy disorder acting on bottsome typical lifetimer, with respect to their radiative re-
electrons and holes is questionable. In these systems it is neombination.
possible, in general, to describe the influence of disorder on The simulation algorithm was the following. A 2D rect-
excitons by its influence just on holes. Moreover, even theangle of the linear sizslé’2 containingN sites is considered
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and the periodic boundary conditions are employed. The The number of sitedy was chosen to be equal to 2500
sites within the rectangle are distributed in space at randomand the number of exciton fates simulated for each set of
The energies of the sites were chosen in such a way thatarameters varied from Qo 1, in order to get the reli-
either a pure exponential or a Gaussian DOS was obtainedble results after the averaging.

The energetic parameter of the DOS acts as a scaling param-
eter for all energies in the simulation. No correlation be-
tween energies of sites and their spatial positions were al-
lowed. These sites simulate the set of localized states that an
exciton can use for its hopping motion. The rate of a hopping In this section we consider a system with purely exponen-
transition from an occupied siieto an empty sit§ over a tial density of localized states of the form

distancer;; is determined by the Miller-Abrahams expres-

Ill. EXCITON LUMINESCENCE IN A SYSTEM
WITH EXPONENTIAL DOS

sion N €
g(e):e—ex b (4)

vi=v ex;{—ﬂ——E'-_Eiﬂﬁj_'Eil (1) i i
o a 2KkT ' whereN is the concentration of localized states aqds the

energy scale of the DOS energetic distribution. The localiza-

wheree; ande; are the energies of the stateand, respec- tion energiese are counted negative from some reference
tively, « is the decay length of the exciton center-of-mass 9 9

wave function in the localized states, anglis the attempt- ©"/9Y€=0. . .
Such a DOS being extremely simple allows us to use an
to-escape frequency.

Hopping and recombination of a large number of excitonsanalytlcal treatment of the hopping relaxation that is well

n has been simulated independently. The fate of each oQeveloped quantitatively for the case of zero temper&tire

them has been studied in the following way. First an excitonand has a very reasonable qualitative description for the case

. . 7 . . - .
is situated at a random sifewithin the array of sites de- of finite temperature$’ This provides a nice opportunity to

scribed above. Then the decay rates calculated as verify the numerical algorithm described above and the re-
' y 134 sults of the analytical treatment. We start with the case of

zero temperature.
V= 751+Z vij . (2) At T=0 the hopping relaxation of particles via localized
J states can be identified with the energy-loss hopping, be-
Because the hopping rate; depend exponentially on the Cause thermally activated transitions are not possibl& at
distances and energy differences between localized states0- IN such a case, the physical problem rather becomes a
only few of them determine the sum in the right-hand side ofgeometrical one, which allows us to perform the calculations
Eq. (2). Therefore, we restricted the number igf terms in to get the quantitative description of the exciton hopping
this sum byM largest terms. Usuallil was taken as 32 and 'elaxation In Ref. 8 such calculations have tz)een per-
’ 1
it has been checked that the increasé/ofip to 64 does not formed for the bulk system. Recently, Golebal.™ have
change the simulation results. modified this approach for a 2D system and compared its
Using a random number generator, the real timef the results with the experimental PL data obtained on a 20 A
1 |

next process, which is to occur with the chosen exciton, ha€osCth2Se/ZnSe quantum well. In Fig. 1 the measured
been calculated as steady-state PL spectrum from Ref. 12 is shown by the solid

line. The dotted line in this figure shows the result of the

t l=—wyin &, (3)  analytical theory from Ref. 12 with parameters,
=170 ps,vo=10"s1, Na?=0.0675, ande,=8 meV cho-

where §; is a random number from the uniform random- sen for the best fit of the experimental data. Filled circles in
number distribution between 0 and 1. Then using the rategig. 1 represent the results of our computer simulation for
7o - and vi; and another random numbéy the specific pro-  the same set of parameters. Agreement between the simula-
cess is determined. If it is the hopping transition to sometion and the analytical theory is really excellent. This agree-
localized statg, the exciton is transferred to the sijfethe  ment evidences that in the framework of the chosen model
termt; is added to the whole time counter, and the algorithmfor the exciton relaxation the steady-state PL spectrum at
is repeated. If it is the exciton recombination, the energwery low temperatures is correctly described by both the ana-
position of the exciton is stored along with the sum of timeslytical theory and the computer simulation. It is valuable to
t;, which the exciton has spent for the successive hops, antlve such a check of the simulation results by the analytical
also for the last step. Then a new exciton is considered, anchlculations at least in this particular caseTef 0. At finite
so on. The results of the simulation are the spectrum of théemperatures there are no such explicit analytical calcula-
recombination energies and the distribution of the recombitions available and the straightforward computer simulation
nation times for alln excitons. Below we discuss only the seems to be the only method to get a reliable information on
stationary PL spectra, while the time-resolved results are rehe exciton PL spectra.
served for a separate publication. It can be easily shown that Let us now consider the case of finite temperatures.
the parameters of the system under consideration, i.eRather curious nonmonotonous temperature dependence of
7o, Vg, @&, and the concentration of the localized stdtesan  the steady-state PL maximum and the PL linewidth has been
be combined into a set of only two essential paramdters  observed experimentalR7.” We would first like to check
and 7ovg. The energies are always scaled by the typicaWwhether such nonmonotonous temperature dependencies can
energy scale of the DOS functigaxponential or Gaussian arise in a system with the DOS described by E4). for
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FIG. 1. PL spectrum under stationary excitation. Solid line, ex- 00 02 04 06 08 10 12 14
perimental results from Ref. 12; dotted line, analytical theory from kT/e
Ref. 12; filled circles, simulation results. 0

FIG. 2. Temperature dependence of the PL peak Stokes shift for

which the semiquantitative theory has been developed to débe exponential DOS under stationary conditions for two sets of
scribe the hopping relaxation of particles at finite Parameters:(iilled circles Na?=1, 7oro=10% (filled squares
temperature&’ In Fig. 2 the result of our simulation for the & 28'5’70”0:105' : Totfe dotted line corresponds iy(70)/ €
steady-state PL peak is shown by filled circles connected fofPr Ne=1 andor=10".
convenience by a solid line. The quantdy;,, shown in this .
figure is in fact the localization energy of excitofia the N(E)zj g(e)de, (5)
units of €y) corresponding to the peak of the PL spectrum. -
The larger is|eqay the lower is the PL emission-peak en- gnq the typical distance to the next available state is
ergy. The data demonstrate that indeed at low temperatures
the PL peak first shifts deeper in energy with respect to its R(e)=[7N(e)] 2 (6)
position at T=0. Then with increasing temperatueg,,y
achieves a minimum and further at higher temperatures th
energy of the PL peak increases with temperature. The chal-
lenging question is whether such a behavior can also be de- v[R(e)]= VoeXP{ -
scribed analytically at least in a semiquantitative manner.

First, let us perform a simple estimate gf,,at T=0. In  Using Eq.(4), we obtain from the equation
the course of the energy-loss hopping, the excitons slow .
down their motion in the successive transitions because the V[R(€max 1= 7o 8
number of available localized states, i.e., those with lowekne result
energies, decreases and the hopping distance to them and,
correspondingly, the time of hops increases. When the time €max= — €oIN[ (TN a?14)IN?(7ovp)]. 9
of the next hop becomes comparablertg the recombina- ) :
tion comes in play, i.e., it becomes effective. From shallower" Ref. 12 it was shown that a more careful calculation leads
states it is more favorable to perform an energy-loss ho t'o the expression
whereas for much deeper states, hops are so slow that recom- _ 2 2
bination prevails. The?efore, one cgn estimate roughly the €max= ~ €o{IN[(mNa*/4)In*(7ovo) ]+ X}. (10
position of e, as the energy at which the hopping rate is For the constarX the value 0.567 has been suggesfedur
equal to the inverse lifetime,. If a particle is situated at simulation shows that the valié=0.45 is more suitable to
some energy in the DOS distribution, the concentration of fit the position ofe,, ., at T=0. It is very tempting to search
available states is for some universal combination of parameters that could

'ghe corresponding hopping rate is

2R(e)
o ]

7
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scaleeax. Equationg9) and(10) show that aff =0 such a 0877177
scaling parameter i&= (N?)In?(7y1,). Indeed, the computer
simulation with different values dfla? and 7yv, that keep? 1.0 F A
constant, lead to the same valueeqf,,/€q at T=0 as can | e
be well seen in Fig. 2. It is also seen in this figure that at a2k //'/ i
higher temperatures this scaling is violated. We are not I A
aware of any scaling parameter at finite S
The hopping relaxation of particles at finite temperatures Aar ‘/ T
via localized states with the DOS described in E4). has [ ;
been considered for the bulk system by MontbAccording 1.6 7 .
to this consideration, a particle, starting from the mobility - s 1
edge, most likely makes a series of hops downward in en- 1.8 . 7 .
ergy. This character of the relaxation process changes at b ./
some particular energy; called the transport energyfE). \g 20k \./ .,-’I,° ]
The hopping process near and below TE resembles the mul- ® | o 2/
tiple trapping process, whekg plays the role of the mobility 20| l i
edge. Modifying the arguments of Ref. 17 for a 2D system ' g ,»:/
one obtains 6. bz
2.4+ \\\\ .",’ -
€/ €o=— 2 IN[(mNa?) e, IKT]. (11) F Y , 1
26} PO .
Using the description of Orenstein and Kastidor the re- i ’\ 4
laxation of particles via the multiple trapping process with 28k P ]
replacing the mobility edge by, and modifying the ap- ] Y
proach for a 2D system, we obtain that at titnafter the
A X X N 30 W L ] . 1 . 1 ) 1 ) 1 L 1
pegmnmg of the.relaxanpn, th'e pgak in the energy distribu- 00 02 04 06 08 10 12
tion of the relaxing particles is situated near the so-called
demarcation energy,(t), determined as KT/c

FIG. 3. Temperature dependence of the PL peak Stokes shift for
(12) a Gaussian DOS under the stationary conditions. The parameters
are (filled triangles Na?=1,7ovo=10% (filled circles No?
=1, 1qvo=1C; (filled squares Na?=0.5, 7yvy=10% (filled dia-
The assumptions used to derive EtR) in the sense of Ref. mond$ Na?=0.5, rory=10°.
19 are the following{i) €,/eq— €4(t)/ eg>1; (i) kT<¢g.
It is reasonable to identify,, . at finite temperatures with though only a computer simulation provides the reliable re-

kT
eq(t) eg=€;/eg— E—Oln(vot) +2.

the quantityey( 7o), provided conditiongi) and(ii) are ful-  sults in the whole temperature range.

filled. For the simulation parameters used for the data in Fig.

2 one finds that conditior(i) becomes fulfilled atkT IV. EXCITON LUMINESCENCE
>0.5¢,. Unfortunately, one cannot consider conditi@n as IN A SYSTEM WITH GAUSSIAN DOS

fulfilled in such a case. Therefore, strictly speaking, 8¢)
should not be applied to the results in Fig. 2. Nevertheless, Exponential DOS described by E}) is rather conve-
using Eq.(12) formally, one obtains values fary( 7o)/ €, nient for analytical treatments at least in the semiquantitative
which are rather close to the simulation resultskdte, approach presented above. Therefore, the exponential DOS
<0.8. This shows that the quantity(r,) may be a reason- has been mostly used so far for analytical studies of exciton
able estimate fok,, ., at finite temperatures in the restricted relaxation in quantum wells with disord& However, for
temperature range even if Eq]_Z) iS not rigorous|y app“_ such SyStemS, a Gaussian DOS for Op“Ca”y active excitons
cable. seems more relevait

At very high temperature&T> ¢, the excitons should , 12 )
reach thermal equilibrium rather fast, i.e., at times shorter [ N
than 7,. The maximum of the energy distribution shifts in g(e)_(zwaz) exp( - ﬁ) (13
such a case to the edge of the DOS, and it becomes more
convenient to discuss the average energy of particles insteaghereN is the concentration of localized states and the
of the maximum in the PL spectrum. It can be easily showrenergy scale of the distribution. The simulation results ob-
that the average energy of particles in thermal equilibrium irntained with such DOS fog,,,(T) are shown in Fig. 3. In
a system with the DOS described by E4) is equal toey at  Fig. 4 the width of the steady-state PL spectriva [full
kT>¢,. We have checked that the average energy in thavidth at half maximum(FWHM)] is shown as a function of
simulation is indeed equal te, at kT>¢,. Herewith, we temperature. In the case of a Gaussian DOS the analytical
have a reasonable semianalytical description of the system @flculation is only possible for the limit of high temperatures
relaxing excitons at very low temperatures, at intermediat&T>o. It can be easily shown that in this lim#, =
temperaturesKT=0.5¢,), and at rather high temperatures —o?/kT and A e=2.40.?! These values agree well with the
kT>e¢,. Simulation results agree with this description, al-obtained simulation results. At intermediate and low tem-
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2 ——p———1——T—— T T of an electric field to CQW's leads to a spatial separation of
o e electrons and holes in opposite wells. Correlated electron-

o hole pairs formed in CQW'’s have long lifetimes due to a
22 1 small overlap between electron and hole wave functions and,

hence, they are of particular interest to study the hopping
K relaxation processes of excitons via localized states. Study-
20} - ing the PL of excitons from 50-40-50 A coupled
GaAs/ALGa _,As QW with an applied electric field of
strength 28 kV/cm, Fukuzawat al??> observed a sharp
1.8 . change in the PL linewidth from 3.4 mef*WHM) at 5 K to
5.6 meV at 8.5 K for the;h, transition. This sharp tempera-
ture dependence of the PL linewidth was first attributed to a
transition of the exciton system into some ordered $tated
later to the equilibrium Fermi-Dirac distribution of excitons
over localized state%. It is, however, clearly shown in Ref.
23 that there is no equilibrium distribution of excitons at 6 K,
| | i.e., in the middle of the temperature range where the transi-
° tion takes place. There is also no evidence for any ordered
121 o T state of excitons under experimental conditions used in Ref.
22. Therefore, both the transition into some ordered state and
the Fermi-Dirac distribution of excitons seem unlikely to ac-
1.0 0'0 ' 0'2 ' 0'4 ’ 0|6 ' 0|8 ' 1'0 ' 1'2 count for the effect. As a possible alternative explanation, it
' ' ' ' ' ' ' has been suggested that the observed sharp temperature de-
KT/o pendence of the linewidth can be caused by the temperature
FIG. 4. Temperature dependence of the PL linewidwHwm)  dependence of the DOS function itself provided the energy
for a Gaussian DOS under the stationary conditions. The parameteglistribution of DOS is dominated by long-range Coulomb
areNe?=1, 7ory=10°. potentials of charged impuritié$.It is, however, not clear
whether or not such impurities were present in CQW'’s stud-
peratures, compared tg the only way to get reliable results ied in Ref. 22. The sharp temperature dependenc&eah
is the computer simulation. It is well seen in Fig. 3 that theFig. 4 shows that the puzzling feature is inherent for exciton
shape of the dependeneg,,(T) strongly depends on the hopping relaxation via localized states even in the simplest
material parameter®le® and 7yvy. The largerNa?, the  approach in which excitons are treated just as single par-
easier the energy-loss hopping at low temperatures andicles. The same sharp dependence can be also shown for
hence, particles can come to deeper energies during thejther parameters than those used for the curve in Fig. 4,
lifetime ~7,. Due to the same reason, the particles gowhich just strengthens this conclusion. It is worth emphasiz-
deeper in energy for larger values ofif No” is unchanged. ing that the sharp temperature dependencdoshould be
As mentioned above, there is a scaling parameteppserved for the exciton system being out of thermal equi-
{=(No?)In*(rov) for the energy-loss hopping &=0. In |ibrium. In the equilibrium at highT, the linewidth does not

Flg 3 it is seen that the ValL@naX(O) does not Change with depend essentia”y on temperature.
changingrqv, from 10* to 167 with simultaneous changing

of Ne? from 1 to 0.5 and keeping the value ptonstant. At

Aelo

16| .

1.4 -

fin_ite temperatures thgre is no unliversal scaling parameter of V. CONCLUSIONS
this kind. The simulation results in Fig. 3 confirm perfectly
the qualitative ideas of Skolniakt al? It is worth noting that Computer simulation of the hopping energy relaxation of

in order to compare the simulated temperature dependenciexcitons via uncorrelated localized states has been carried
of the PL peak energy with experimental results, one shoul@ut. Excitons were treated as single particles and their tun-
take into account also the temperature-induced shift of the@eling transitions with exponential dependence of the hop-
band gap that was out of our scope in the simulation. Tging rate on the hopping distance have been studied. Simu-
make the corresponding correction, one assumes that the rd&tion results for the steady-state luminescence peak energy
erence energy in the simulation is temperature dependent &nd for the linewidth show that experimental results on tem-
accordance with the temperature dependence of the bammkrature dependencies of these quantities can be well under-
gap. stood in the framework of the considered model. In particu-

The temperature dependence of the PL linewidth in Fig. 4ar, the nonmonotonous temperature dependence of the peak
is rather curious. The main feature of this dependence is anergy and the abrupt increase of the linewidth in a narrow
relatively sharp transition from the low-temperature value oftemperature range are inherent for excitons performing hop-
A€ to the high-temperature value within the rather narrowping energy relaxation. At very low temperatures the simu-
temperature range. Such a dependence has been obserlaiibn results agree perfectly with those of the analytical
experimentally in Ref. 5 and it was also reported for thetheory®® At finite temperatures, a computer simulation
exciton PL from coupled quantum well€QW'’s) subjected seems to be the only reliable technique to obtain character-
to the influence of an external electric fiéfdThe application istics of the PL spectra of excitons in quantum wells.
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