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Muon-spin-relaxation studies of the alkali-fulleride superconductors

W. A. MacFarlane,* R. F. Kiefl, S. Dunsiger, J. E. Sonier, and J. Chakhalian
CIAR, Department of Physics and TRIUMF, University of British Columbia, Vancouver, British Columbia, Canada V6T 1Z1

J. E. Fischer
Materials Science Department and Laboratory for Research on the Structure of Matter, University of Pennsylvania,

Philadelphia, Pennsylvania 19104-6272

T. Yildirim
University of Maryland, College Park, Maryland 20742

and National Institute of Standards and Technology, Gaithersburg, Maryland 20899

K. H. Chow
Department of Physics, Lehigh University, Bethlehem, Pennsylvania 18015

~Received 24 February 1998!

Muon-spin-rotation and relaxation experiments have been performed on the alkali-fulleride superconductors:
Rb3C60, K3C60, Na2CsC60. A small fraction of the implanted muons form endohedral muonium (Mu@C60), i.e.,
a m1e2 atom on the inside of the C60 cage. The presence of the unpaired electron on the muon greatly
enhances the sensitivity of the muon to scattering from electronic excitations and the resulting muon-spin
relaxation. The 1/T1 spin-relaxation rate of Mu@C60 in a longitudinal field exhibits a Korringa-like tempera-
ture dependence in the normal state, and a small Hebel-Slichter coherence peak followed by activated tem-
perature dependence well belowTc . In Rb3C60 the coherence peak is strongly suppressed by a magnetic field
which is well belowHc2. From the activated temperature dependence we obtain estimates of the supercon-
ducting energy gap. In addition, spin precession measurements of diamagnetic muons in the vortex state are
used to estimate the magnetic penetration depth. In Na2CsC60, we find a quench rate dependence suggesting
the existence of two low-temperature metallic phases, only one of which is superconducting.
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I. INTRODUCTION

Superconductivity in the alkali fullerides,A3C60, where
A is an alkali-metal ion~or some mixture of several differen
alkali ions!, poses interesting problems to the theoretical
derstanding of superconductivity generally. For examp
these materials, due to theirmolecularnature, do not have
the well-separated electron and phonon energy scales
quired for the validity of Migdal’s theorem. A detailed dis
cussion of the theoretical aspects ofA3C60 ~abbreviatedA3)
superconductivity can be found in the recent review
Gunnarsson1 and references therein. It has generally be
accepted thatA3 superconductivity is surprisingly of a rathe
conventional nature, i.e., phonon-mediateds-wave BCS;
however, the reported fundamental parameters of super
ductivity ~such as the magnetic penetration depthl, energy
gap 2D, coherence lengthj) in these systems vary widely
While some of this variation can undoubtedly be explain
by differences in sample quality in these materials which
difficult both to synthesize and to handle~the former because
of the slow diffusion process of intercalation, and the lat
because of their extreme air sensitivity!, there remain signifi-
cant discrepancies between results obtained using diffe
techniques. Thus, in order to guide theoretical understan
of the unusual aspects of alkali-fulleride superconductivity
is necessary to determine these parameters accurately as
as explain the origin of the discrepancies between vari
methods.
PRB 580163-1829/98/58~2!/1004~21!/$15.00
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So far, all of theA3 superconductors are extreme type-
i.e., l@j. Values of the critical fields,l andj, from a wide
variety of experiments can be found in the recent review
Buntar and Weber.2 More recently, values of these param
eters inferred from magnetization measurements of sin
crystals have been reported by Chu and McHenry,3 who find
the low-temperature valuesl'1100 Å andj'30 Å. Köl-
ler et al.,4 have measured the low-temperature energy
via optical and tunneling spectroscopy and find th
2D/kTc54.2(2), i.e., the coupling is not in the weak limi
where 2D/kTc53.76. A detailed review of many experimen
tal results can be found in the article of Ramirez.5

In this paper we report the results of muon-spin-rotat
and relaxation experiments on threeA3 superconductors
Rb3C60, K3C60, and Na2CsC60. These three ionic fulleride
salts are based on an fcc lattice of C60

32 ions with the alkali
ions adopting interstitial sites. The large Rb1 and K1 ions
hinder rotation of the balls, and the C60

32 ions form an fcc

merohedrally disordered glass~space groupFm3̄m). Freez-
ing of the orientational dynamics of the C60

32 ions in Fm3̄m
materials has been studied by NMR.6 The small size of the
Na1 allows the C60

32 to adopt optimal orientations in a primi

tive cubic lattice7 ~space groupPa3̄). However, very re-
cently it has been found8 that in Na2Rb, this cubic phase is in
fact metastable, with the equilibrium phase having polym
ized C60

32 ions. The tendency for polymerization of C60 in the
1004 © 1998 The American Physical Society
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solid phase is well established, for example, t
photopolymerization9 in pure C60, the cubic/orthorhombic
structural phase transition10,11 in A1C60, and the polymeriza-
tion of Na2AC60 under pressure.12 Polymeric AC60 ~for A
5Rb or Cs! exhibits interesting electronic properties10 such
as apparent one-dimensionality and a low-temperature m
magnetic insulator transition. On the other hand, forA5K,
the behavior of the polymeric phase appears to be 3d metal-
lic. It has been suggested12 that the polymers in Na2A are
superconducting, but recent results in Na2Rb ~Ref. 8! indi-
cate that they are not. It is clearly of considerable interes
firmly establish the properties of the polymeric structures
Na2A both in their relation to the other metallic C60 polymers
and the nonpolymeric fulleride superconductors.

Much information about the electronic and magne
properties of solids can be obtained from magnetic resona
techniques using electrons, spin-bearing nuclei, or posi
muons. Muon spin rotation is well known for its ability t
measure the internal magnetic field distribution of the vor
state of type-II superconductors, and hence the characte
parameters determining that distribution (l and in some
cases to a lesser degreej). Measurement ofl constitutes a
measure of the superconducting electron densityns via

l25m* /m0e2ns , ~1.1!

wherem* is the effective electron mass of the supercondu
ing electrons,m0 is the vacuum permeability, ande is the
electron charge. With respect to muons,A3 superconductors
are very unusual since a small fraction of the injected mu
form a paramagnetic hydrogenlike atom called muoni
~Mu! which is trapped within the C60 cage. In typical metals
screening of them1 Coulomb potential by conduction elec
trons eliminates such a state. Currently the endohedral m
nium Mu@C60 in the metallic alkali fullerides is the only
known example of a paramagnetic muon state in a me
The presence of the bound electron moment enhances
spin-relaxation rate~analogous to NMRT1 relaxation! enor-
mously (3105 at 1.5 T! over the rate expected for diama
netic muons or the nuclei used in NMR experiments. The
spin relaxation is caused by spin exchange with the cond
tion electrons, and thus the temperature and field depend
of the relaxation rate yields information about the electro
excitation spectrum. Hence we are able to extract com
mentary information about the superconducting ground st
throughl(ns), and about its excitations through theT1 re-
laxation.

II. EXPERIMENTAL

The experiments described in this paper were condu
on theM15 andM20 beamlines at TRIUMF, which provid
high intensity beams of;100% spin polarized positive
muons produced from the decay of pions at rest on the
face of a production target. The kinetic energy of such ‘‘s
face’’ muons (;4.1 MeV! gives them a mean stopping rang
of 140 mg/cm2; consequently,mSR is essentially a bulk
probe.

One can follow the spin polarization of an ensemble
implanted muons via detection of their high-energy dec
positrons which, due to the asymmetry of the weak deca
the muon, are emitted preferentially along the direction
al-
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the muon spin at the time of decay. The entry of a muon i
the sample and its decay positron are detected with fast p
tic scintillation detectors. The muon detector is thin enou
('0.25 mm) that muons will pass through it. Typical
there is an array of between 1 and 4 positron detec
around the sample. The histogram of the time differen
between muon implantation and decay positron detectio
counteri is of the form:

Ni~ t !5Ni0e2t/tm@11AiPm~ t !• î #1Bi , ~2.1!

where Ni0 is an overall normalization,Bi is a time-
independent background,Ai is the experimental asymmetr
typically in the range 0.2–0.3,î is a unit vector along the
direction joining the center of the sample to the center of
solid angle subtended by the counteri , tm'2.2 ms is the
muon lifetime which sets the practical upper limit for th
time scale of observable variations inPm(t), the muon spin
polarization. Through a variety of methods, one extra
AiPm(t)• î and fits the time dependence to an appropri
model. More details on the technique can be fou
elsewhere.13–15

Such time-differential mSR measurements@in which
Pm(t) rather than its integral is measured# fall into three geo-
metric categories: longitudinal~LF!, transverse~TF!, and
zero ~ZF! field, depending on the direction of the applie
magnetic field relative to the direction of the initial muo
spin polarization. The geometry for an LF~or a typical ZF!
experiment is shown in Fig. 1. The muons enter from
left, pass through the thin muon~TM! detector and, via the
aperture in the ‘‘backward’’~B! positron counter, pass into
the sample. The initial muon-spin polarizationPm(0) points
backwards, and consequently, if the detection characteris
of the two symmetric counters are otherwise balanced, th
counter will initially detect more positrons on average th
its ‘‘forward’’ ~F! counterpart. One can measure the sp
relaxation rate if appreciable relaxation occurs within t
time window of observation—typically about 5tm . Often,
Pm(t) simply decays exponentially~e.g., see Fig. 15!, and the
LF relaxation rate is exactly analogous toT1

21 in NMR. In
ZF, both T1 processes and inhomogeneous static inter
fields ~for example, nuclear dipolar fields! contribute to the
relaxation ofPm(t); whereas, in longitudinal fields exceedin
the magnitude of any static internal fields,Pm(t) relaxes only

FIG. 1. Schematic of a longitudinal fieldmSR experiment show-
ing the sample and three counters. Muons of momentumpm and
spin polarizationPm ~antialigned! pass through the thin muon~TM!
counter and the aperture in the B counter. The decay positrons
detected via the backward~B! and forward~F! counters. The mag-
netic field is directed parallel toPm .



o

-
th

o

TF

h

e
ize

ta
e

ly
r
it
n

er
un
u

ters
in

ard
ed

ns
er

ack-
the
on
ld,
en-
ons
is
con-
es-
the
de-
se-
B

e
re-

ome

m

on

ec-

a-
els
he

-
r,
d
n
e

noid
eri-
ectly
the
d.

1006 PRB 58W. A. MacFARLANE et al.
by T1. ZF mSR is thus a very sensitive site-based probe
static magnetism. In the TF geometry,Pm(0) is perpendicu-
lar to H, andPm(t) exhibits oscillations at the Larmor fre
quency determined by the value of the magnetic field at
muon and the gyromagnetic ratio,gm5135.54 MHz/T. The
TF experiment is analogous to the free-induction decay
NMR with the TF relaxation rate being identified withT2

21.
An example of the time histogram of a single counter in a
experiment@following Eq. ~2.1!# is given in Fig. 2~a!.

The samples used in the measurements described
were made by intercalating alkali atoms into C60 at high
temperatures. The details of this procedure can be found
for example, Ref. 16. The samples were initially charact
ized by x-ray diffraction and magnetization. The grain s
of the powders was;104 Å, but the x-ray linewidths gave a
crystalline coherence length,jXTL of 500–1000 Å. From
magnetization measurements in the superconducting s
the shielding fraction was typically 60%, and the Meissn
fraction 10%. For the experiments described here, typical
few hundred milligrams of the powder was sealed unde
atmosphere of 90% Ar/10% He in an aluminum vessel w
a Kapton window which is thin enough to be easily pe
etrated by the muons.

A schematic diagram~approximately to scale! of the typi-
cal setup is shown in Fig. 3. The four side counters w
used in the TF measurements, and the cup-shaped F co
and annular B counters were used in the LF and ZF meas

FIG. 2. ~a! A histogram of time differences between muon im
plantation and decay, as detected in a single positron counte
Na2CsC60 in 10 mT transverse field.~b! The same data combine
with another histogram to remove the muon lifetime. A small no
relaxing signal, due to muons not stopping in the sample, is evid
at late times. The relaxation is discussed in Sec. VI.
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ments. The sample cell, F counter, and sample thermome
were mounted on the end of a lucite lightguide sample rod
the He space of a helium gas-flow cryostat. For the stand
sample cell, a high-purity annular silver mask was plac
immediately in front of the cell so that most of the muo
that did not enter the sample cavity would stop in the silv
and contribute only a benign temperature independent b
ground. Between the beamline vacuum and the sample,
muons passed through four Kapton windows, the mu
counter, a small air gap, a thin aluminized Mylar heat shie
and a small gap in cold helium gas. The total stopping d
sity that these intervening obstacles presented to the mu
was about 63 mg/cm2. Precautions were taken to keep th
density as small and constant as possible by preventing
densation on the outer cryostat window and limiting the pr
sure of the He gas at low temperature. At high fields,
helical positron paths have curvature on the scale of the
tectors, and the effective solid angles of the counters con
quently change. For example, the count rate in the
counters shown in the figure fall off significantly abov
about 2 T. Subsequent improvements to the B counters
duced this problem. The initial17 data on R3

6C60 and some of
the data presented here used only the F counter, while s
of the data~e.g., see Fig. 15! used both F and B.

III. SPIN EXCHANGE RELAXATION OF MUONIUM

In this section, we include a brief description of muoniu
~the bound hydrogenic atomm1e2) and itsT1 spin relax-
ation due to collisions with free electrons. A comparis
with analogous nuclear-spin relaxation is also made.

The spin Hamiltonian for an isolated isotropic Mu is

H/h5geSe•B1gmSm•B1AmSe•Sm , ~3.1!

whereg i are the gyromagnetic ratios of the muon and el
tron,Am is the electron-muon hyperfine parameter~4463.302
MHz in vacuum!, Si are the spins andB is the applied mag-
netic induction. This Hamiltonian can be diagonalized an
lytically to give the field-dependent hyperfine energy lev
which are plotted in a Breit-Rabi diagram, e.g., Fig. 4. T

in

-
nt

FIG. 3. Sketch of the apparatus. The superconducting sole
bore is 15 cm in diameter and 61 cm in length. For the LF exp
ments the counters used were the cup-shaped F counter, dir
behind the sample, and the cylindrical B counter surrounding
beampipe. For the TF experiments the side counters were use
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transition frequencies are conventionally13 labeledn i j 5(Ei
2Ej )/h, with Ei numbered according to Fig. 4. More d
tailed accounts of Mu~including anisotropic hyperfine inter
action! can be found elsewhere.13,18

In metals, the predominant mechanism forT1 relaxation
of nuclear-spin polarization is via interaction with the con
duction electrons withinkT of the Fermi surface.19,20 The
interaction is usually modeled20,21 by a direct hyperfine con
tact Hamiltonian:

Hi5AnI•S, ~3.2!

where the couplingAn depends on the square modulus of t
band electron wave function at the nucleus. The analog
coupling for a bare muon in conventional metals causes
laxation which is almost always too slow to observe on
muon time scale22 ~i.e., T1@10 ms) ~see Sec. 3.2.4 o
Cox14!. The actual coupling mechanism relevant for NM
T1 in A3C60 has, in addition to Eq.~3.2!, an important aniso-
tropic contribution originating from the full electron-nucleu
magnetic dipolar interaction, as discussed in de
elsewhere.23,24For endohedral muonium inA3C60, we are in
the unusual situation of having a tightly bound paramagn
muonium center in a metallic environment. The interact
between a paramagnetic center and the conduction elec
is more complicated than Eq.~3.2! because of the extra de
grees of freedom of the bound electron. Nevertheless, we
model the interaction in a similar way. The spin-independ
Coulomb interaction between the conduction electrons
the local muonium electron in conjunction with the Pa
principle yields the simple spin-exchange Hamiltonian:

Hi5J~r !Se•Se
Mu , ~3.3!

where r is the separation of the scattering electron and
Mu atom, andJ(r ) is a short-range scattering potential25

The effect of this interaction is to randomly flip the muoniu
electron spin~Fig. 5!, consequently producing a rando
modulation of the hyperfine field at the muon and caus
the muon’s spin to relax.

The theory of such spin relaxation has been worked ou
several contexts using various methods.26 For the case of
isotropic Mu hyperfine couplingAm , the behavior of the LF
(T1) muon-spin-relaxation rate due to spin exchange is
vided into two regimes by a crossover when the rate of sp

FIG. 4. Breit-Rabi diagram: The field dependence of the hyp
fine energy levels~in Kelvin! of an isotropic muonium atom. The
hyperfine coupling parameter here is the value for free MuA
54463.302 MHz.
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exchange events (nSE) equals the ‘‘2–4’’ muonium hyper-
fine frequency (n24), which at high fields (B@Am /ge) is
approximately the electron Zeeman frequency. In the f
region (nSE@n24), the relaxation rate is approximately fiel
independent, and in the slow regime the relaxation rate
governed by

T1
21'

Am
2 nSE

2$Am
2 1@~ge1gm!B#2%

. ~3.4!

The origin of this relaxation lies in the field dependence
the spin eigenstates of Mu as explained elsewhere.27

It has also been shown27 that the relaxation rate in the
case where the muonium hyperfine interaction is anisotro
can be dramatically different. There is a peak inT1

21(B) at a
field determined by the principal values of the hyperfine p
rameter. While this peak has only been observed in do
crystalline semiconductors, it is expected to survive, in p
haps a very broadened form, an orientational powder a
age. From the high symmetry of the site at the center of
C60 cage, we expect Mu@C60 have an essentially isotropi
hyperfine interaction, buta priori one might expect that Mu
inside the cage could bond to a single carbon, forming
highly anisotropic endohedral radical. Calculations28 suggest
that such a state is not stable. In pure and insulating alk
doped C60 phases,29,30 this conclusion is confirmed by obse
vation of very narrow coherent spin precession lines fr

r-

FIG. 5. In each case a quasiparticle~QP! at the Fermi surface
with initial momentumk and energye scatters magnetically from
the local moment.~a! Spin exchange of a muonium atom~with
subsequent evolution due to the muon-electron hyperfine interac
Am) vs ~b! electron-nuclear spin flip. In the spin exchange with t
paramagnetic muonium, the electron Zeeman energies ca
whereas in the latter, the nuclear and electron Zeeman energie
not.
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Mu@C60. In contrast, when muonium bonds exohedrally
form a C60Mu radical a much broader line at low temperatu
is observed due to the anisotropic hyperfine interaction~see
Fig. 8!. Simulations for muonium with a large nearly isotr
pic hyperfine interaction, indicate that deviations from E
~3.4! will occur only at extremely high fields where themuon
Zeeman energy is comparable to the hyperfine interactio

In analysis of the temperature dependence of the re
ation rate, it is of interest to consider the degree of inelas
ity of the direct and spin-exchange scattering processes
the case of the direct interaction Eq.~3.2!, the nuclear-spin
and conduction-electron spin flip-flop~Fig. 5!, requiring an
energyam5u(mB2mnuc)Bu; whereas, in the muonium spin
exchange event Eq.~3.3!, the electron Zeeman energies ba
ance and the energy required is

am5Am/2, ~3.5!

independent of magnetic field. For the case of vacuum m
nium am corresponds to a temperature of about 0.1 K co
pared to anam(B510 T) of 13.4 K for Korringa relaxation
of nuclear spins.

IV. SPIN RELAXATION IN SUPERCONDUCTORS

A. General

The effective interactions Eqs.~3.2!,~3.3! between the
conduction electrons of a metal and a nuclear or muon
electron spin may be treated as first-order scatte
problems.20 According to Fermi’s golden rule, the rate o
transitions between spin states is determined by

Wab5
2p

\ (
k,s,k8,s8

u^aksuHi ubk8s8&u2

3d~Ek2Ek81am! f k,s@12 f k8,s8#, ~4.1!

wherek ands label the conduction-electron momentum a
spin states;Ek is the corresponding kinetic energy andf k,s
the occupation probability;a andb label the nuclear or muo
nium spin states; andam(s i) is the change in magnetic en
ergy. One may convert the sum in Eq.~4.1! to an integral
over energy in the usual way, using the~normal state! elec-
tronic density of states~DOS!, gN(E), whereE is measured
relative to EF . Using gN(E)'gN(0) within kT of EF to
simplify the integral, one obtains the Korringa law:

RN[~T1
21!N}gN

2 ~0!kT. ~4.2!

In the superconducting state, the expression for
nuclear transition probability Eq.~4.1! is formally the same,
but the scattering is accomplished by the bogolons~quasipar-
ticle excitations of the superconducting state!, which differ in
two important respects from conduction electrons of the n
mal state:~i! there are phase correlations between state
opposite momentum and spin which necessitate combina
of pairs of matrix elementsbeforesquaring~see, e.g., Sec
3.9 of Tinkham31! and give rise to the ‘‘coherence factors;
and~ii ! the excitation spectrum nearEF is strongly modified:
the DOS is gapped and the gap is flanked on either side
peaks. The BCS theory32 predicted that these peaks wou
have the singular form@see Fig. 6~a!#:
.
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gS~E!5gN~E!ReH uEu

AE22D2J , ~4.3!

where Re is the real part,E is the energy measured fromEF ,
andD(T) is the order parameter, which for the moment w
consider to be real, isotropic and homogeneous. Apply
these modifications, we get the following integral for theT1
relaxation rate in the superconducting state~normalized to
the rate in the normal state!33

RS

RN
52bE

0

`

ReHA~EE81D2!

~E22D2!
J

3ReHA~EE81D2!

~E822D2!
J f ~E!@12 f ~E8!#dE,

~4.4!

whereb5(kT)21, f is the Fermi-Dirac distribution function
and E82E5am . Neglecting any spin polarization of th
quasiparticles, the exothermic and endothermic scatte
events will be equally probable, and we take the ratioRS /RN
to be the simple average of the integrals Eq.~4.4! with am
both positive and negative. If the inelasticity of the collisio
is neglected (am50), the two singularities in the integran
coalesce, and the integral becomes logarithmically diverg
however, the singularity is not a practical problem beca
am is finite, and, more importantly, the peak in the DOS
broadened from the BCS result Eq.~4.3!, as will be dis-
cussed in detail in Sec. IV C. As a function of decreas
temperature, Eq.~4.4! exhibits a peak just belowTc , due to
the peaked DOS factors, and at lower temperatures, falls

FIG. 6. ~a! Models of the superconducting DOS: BCS isgS of
Eq. ~4.3!, Aniso is gA @Eq. ~4.6!# with a gate function distribution
P(a) of width 0.1D, G is gD @Eq. ~4.7!# with G50.1D, andD2 is
gSC @Eq. ~4.8!# with D250.1D. ~b! The value of the Hebel-Slichte
integral for the BCS and lifetime@Eq. ~4.7!# broadenedgS(E). The
magnetic inelasticity parameter (am) is appropriate for Mu@C60 in
Rb3C60. The BCS temperature dependenceD(T) was used.
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exponentially. Foram'0.002D(0) ~appropriate to the cas
of Mu in Rb3C60, if it is a BCS superconductor!, and assum-
ing the BCS temperature dependenceD(T), the maximum of
RS /RN is about 4@see Fig. 6~b!#.

B. Low-temperature behavior

Typically, the low-temperature behavior of Eq.~4.4! is
approximated by an Arrhenius law,

RS /RN;exp~2D0 /kT!, ~4.5!

while this certainly accounts for the majority of the low-T
dependence, it is not the complete dependence. Pe
Arrhenius behavior is only rigorously found if the integran
of Eq. ~4.4! is gapped but otherwise featureless in ener
The strongest energy dependence one might expect in
integrand~for a gapped density of states! is that of BCS.
Allowing for finite am , the singular behavior of the squa
of the BCS density of states is avoided, and the integral
be expanded at lowT in terms of modified Bessel functions
giving a temperature-dependent prefactor to the Arrhen
dependence ofT21/2. This is analogous to the temperatu
dependence of the penetration depth.31,34,35T21/2 is a weak
function of temperature compared to Eq.~4.5!, but it does
lead to a significant bias in the energy gap extracted us
Eq. ~4.5!. For example, if one fits Eq.~4.5! to data that varies
asT21/2exp(21.76Tc /T), over a range of reduced temper
ture t5T/Tc of 0.25–0.5~typical for many NMR studies!,
one findsD051.56kTc , and the Arrhenius plot does not de
viate noticeably from linear. While the specificT21/2 depen-
dence is highly idealized, this example illustrates the dang
of using a simple model such as Eq.~4.5! especially over a
restricted range in temperature. The low-temperature be
ior in cases less ideal than Eq.~4.3! will be determined by
balancing the contributions of both the peak ing(E) at D ~if
it is present!, and any finiteg(E) within the ‘‘gap,’’ with the
latter always dominating at the lowest temperature beca
of the exponential weighting of the Fermi factor. We w
consider more realistic models forg(E) in the next section.

C. Extensions

The temperature dependence of Eq.~4.4! discussed above
can be modified through several mechanisms which we
consider in turn: anisotropy ofD, finite lifetime of quasipar-
ticle excitations, and magnetic effects. The consequence
anisotropy on the ratioRS /RN are found by including an
angular integral in Eq.~4.4!, and they can be most easi
explained by a comparison between the angular ave
DOS,gA(E), andgS(E) of Eq. ~4.3!:

gA~E!5gN~E!ReH E
a1

a2 E

AE22DG
2 ~11a2!

P~a!daJ ,

~4.6!

whereP(a) is the distribution of the anisotropya of the gap
around the Fermi surface. Even a small anisotropy, suc
that for aluminum,33 transforms the BCS singularity in
gS(E) into a mild van Hove singularity at some averageDP ,
and gA is still perfectly gapped withgA(E)50 for uEu
<DG @see Fig. 6~a!#. The effect of anisotropy is thus to re
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duce the size of the coherence peak inRS /RN and to modify
the Arrhenius slope relative to the isotropic case. Extre
anisotropy, such as that for nonzero angular momentum p
ing states, is similar except thatgA is no longer gapped a
there are nodes inD. For example, for ad-wave order
parameter,36 gA(E)}E asE→0. AlthoughgA is still peaked
in this situation, the coherence peak inRS /RN may be com-
pletely eliminated,37 and the exponential temperature depe
dence is replaced by a power lawRS /RN}Tp, wherep52
for d wave, and other values ofp are obtained38 for different
nodal structures ofD. This kind of behavior has bee
observed39,40 in YBa2Cu3O6.95, for which there is strong evi-
dence of ad-wave D. A p-wave D may be the source o
similar temperature dependence in some Heavy Ferm
superconductors,41,42 while it may be related to near 1d be-
havior in some organic superconductors.43

Finite lifetime (t) of the quasiparticle excitations of
superconductor due, for example, to electron-phon
electron-electron or impurity scattering can also mod
RS /RN . This possibility was suggested by Hebel and Slic
ter in their original work21 to explain the small size of the
coherence peak they observed in Al. They calculated a D
which was a version of Eq.~4.3! smeared by convolution
with a gate function of widtht21. A detailed analysis of the
temperature dependence ofRS /RN resulting from this ap-
proximation is given by Hebel.44 A different Ansatz for the
DOS was used by Dyneset al.45 to describe tunneling mea
surements:

gD~E!5gN~E!ReH E1 iG

A~E1 iG!22D2J , ~4.7!

whereG;t21. However, Allen and Rainer46 point out that
for a lifetime due toelectron-phononscattering, one mus
resort to the Eliashberg theory of strongly coupl
superconductors47,48 in which the order parameter becom
complex, and the DOS is49

gSC~E!5gN~E!ReH E

AE22~D11 iD2!2J , ~4.8!

where50 D25Im D;t21 ~Im is the imaginary part!, andD
5D(E,T) is determined by the Eliashberg theory and t
coupling constant-phonon spectrum producta2F(E) for the
particular material. Fibich51 treated the problem of calculat
ing RS /RN using Eq.~4.8! by neglecting the energy depen
dence ofD, and simply usingD evaluated at the energ
which is most important for the integral Eq.~4.4!, i.e., D@E
5D1(T),T#. The temperature dependence for the imagin
part D2(T) due to phonon scattering51,52 and scattering from
other quasiparticles50,53 has been calculated in the low tem
perature limit. For the temperature dependence of the
part D1(T) ~and for the parameterD in either of the preced-
ing models! it is reasonable47 to assume that the temperatu
dependence of the real part of the order parameter is app
mately that of the BCSD. Recently, it has become
feasible54,46 to calculate RS /RN using the full strong-
coupling D(E,T), thus avoiding these approximations. A
input to such a calculation, one would ideally first obtain
reasonable form fora2F(E). However, according to Akis,54

the details ofa2F(E) are not important, and the most sig
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nificant information in determiningRS /RN(T) is summa-
rized in the ratioTc /Eln , whereEln is the logarithmic mo-
ment ofa2F(E),

Eln5expF 2

lE0

`

a2F~E!
ln~E!

E
dEG , ~4.9!

where l is the mass enhancement parame
2*0

`@a2F(E)/E#dE. Note that the effect of impurities in th
Eliashberg theory has recently been revisited.55 These au-
thors find that ‘‘vertex corrections’’ from impurity scatterin
can increasethe size of the coherence peak as the mean
path is reduced.

Magnetism may also influenceRS /RN(T), for instance, in
the classical example56 of gaplessness in a superconduc
due to the presence of magnetic impurities, the cohere
peak can be reduced or eliminated and the exponential fa
altered significantly.57,58 Superconductors that are intrins
cally magnetic exhibit similar strong deviations.41,59 In re-
gard to high-Tc superconductors, antiferromagnetic corre
tions between quasiparticles have also been shown37,54 to
damp the coherence peak. However, it should be noted
no anomalous behavior connected with magnetism has b
reported yet in A3C60. Recently,60 the closely related
NH3K3C60 material which is superconducting under hig
pressure has been found to exhibit a metal-insulator tra
tion to a magnetic state61 at about 40 K. The small bandwidt
and large Coulomb interactions between electrons also c
important correlation effects, for example the magnetism
orthorhombicAC60. The proximity to a similar magnetic
phase may be enhanced by the analogous polymerization62 of
the C60 anions in thePa3̄ materials.

D. Influence of the vortex state

Measurements ofT1 in type-II superconductors (l
.A2j), including those presented below, are typically do
with the applied field above the lower critical field,Hc1, i.e.,
in the vortex state. One must therefore consider the mo
cations to the zero-field situation discussed above, due to
presence of the field. The magnetic field interacts with
electronic system in two ways:~i! via the Lorentz force em-
bodied in the canonical momentump1qA and ~ii ! via the
Zeeman interaction of the electronic spinsm•B, conse-
quently modifying the quasiparticle excitation spectrum a
hence the temperature dependence ofRS /RN relative to Eq.
~4.4!.

The Lorentz force, together with the magnetic-field e
ergy, yields the vortex structure of the mixed state wher
the field and the order parameter areinhomogeneous, for
example, the Abrikosov flux lattice~see the review63! or
more disordered phases.64 NearHc2, where the order param
eter is small, the effect of the inhomogeneityD(r ) has been
treated theoretically in the dirty65 and clean66 limits and, sub-
sequently, for arbitrary67 mean free pathl . In the dirty limit
the effect of the DOS~Ref. 65! is in close analogy with the
Abrikosov-Gor’kov theory of gapless superconductivity68,69

in the presence of magnetic impurities,

g~E,r !'gN~E!H 11
uD~r !u2

2

E22h2

~E21h2!2J , ~4.10!
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whereh is the pair-breaking perturbation parameter,68,65 h
}tB, wheret is the collision time. The DOS exhibits n
gap. In the clean limit66 the ~angle-resolved! DOS is highly
anisotropic with singular BCS@Eq. ~4.3!# behavior along the
magnetic field and gapless behavior perpendicular to
field. The latter property has been confirmed and exploite
measurements of de Haas-van Alphen oscillations in
mixed state at high fields.70 The effect of finite mean free
path in this case is to wash out the anisotropy~and with it the
BCS singularity! and to make the density of states a rigo
ously local property.65

Away from Hc2, the expansions assuming smallD are not
applicable. The more general theories are very complex,
some approximate results have been obtained. There are
main approaches used to calculate properties of the vo
state in the regimeHc1!H!Hc2: the Green’s-function ap-
proach of Gor’kov71 and the effective Hamiltonian approac
of Bogoliubov and deGennes.65 Using the second approach
the presence of bound, nearly gapless excitations in the
tex cores was predicted.72 Far from the vortex cores, the
excitation spectrum is modified only by the ‘‘Doppler shift
of the quasiparticle energies due to the circulating super
rents. Neglecting the core states, Cyrot73 calculated an ex-
plicitly field-dependent DOS. These calculations show t
the peaks of the zero-field DOS are broadened significa
as the vortex spacing decreases below about 10j. Motivated
by scanning tunneling microscopy~STM! measurements o
the detailed spatial structure of the vortex state, this met
has been revisited recently, e.g., see Refs. 74,75. In con
to the local nature of the dirty limit, where the core cont
butions can be modeled simply as normal electrons, in
clean limit, the interplay between the core states and
surrounding superconductor may be very important.75 The
Green’s-function approach has been employed generally
ing a linearized version of Gor’kov’s equations. For the dir
limit, the field-dependent local and spatially averaged D
have been calculated numerically.76 The spatially averaged
DOS peaks in this calculation also exhibit field-depend
broadening. Clean-limit calculations have also be
performed.77 Recent use of this technique78,79 has concen-
trated on the structure of the vortex core.

It has long been recognized80 that the Zeeman interactio
acts to break the Cooper pairs of a conventional superc
ductor because it acts in the opposite sense on each me
of the pair. The magnetic field at which the Zeeman inter
tion will destroy superconductivity can be approximated
equating the gain in energy in going to the~spin-polarized!
normal state with the condensation energy of the superc
ductor, thus defining81 the Pauli limiting fieldBP :

BP~ t !5
Bc~ t !

A~11xN!22@11xS~ t !#2
, ~4.11!

whereBc(t) is the thermodynamic critical field andx i is the
spin susceptibility in each of the phases. The modification
the upper critical fieldHc2 due to these considerations h
been calculated,82,81 and its effect on the spectrum of excita
tions has been predicted to be negligible68 unless there is
some mechanism for mixing quasiparticle states of oppo
spin, e.g., spin-orbit scattering. In the case of strong sp
orbit scattering, the quasiparticle spectrum is again of
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form Eq. ~4.10! with the pair-breaking parameterh}tsoB
2,

wheretso is the time between spin-orbit scattering events68

Despite these complications in the vortex state, many
the general features of the zero-field~Meissner! state behav-
ior of RS /RN as discussed in Sec. IV A are observed expe
mentally. Figure 7 shows the phase diagram of the vor
state, for an extreme (Hc1 coincides with the horizontal axi
on this scale! type-II superconductor showing regimes of d
ferent behavior forT1 in the most conventional case. To th
lower right is the region of the Hebel-Slichter coheren
peak. To the left is the ‘‘Arrhenius region’’ where the rela
ation rate falls exponentially. Above about 0.7Hc2, the theo-
ries based on the gaplessness due to a small inhomogen
order parameter D(r ) are applicable. In particula
RS /RN(T,l→0) has been calculated83 with the result, that
the peak is reduced but still present in region~ii !, and com-
pletely eliminated in region~i!. The high-field damping and
elimination of the coherence peak predicted by this the
has been clearly verified experimentally84 in the A15 super-
conductor V3Sn. The calculation ofRS /RN(T,l ) can be
found elsewhere.85

Departures from the exponential falloff of the relaxati
rate with temperature are typically seen at low tempera
~region 2C!. In this region, the much more weakly temper
ture dependent relaxation from the electronic excitations
the vortex cores can be significant.86 One can model the
relaxation of~muon or nuclear! spin polarization in such an
inhomogeneous case using a local relaxation rate. The a
age relaxation function is

Pz~ t !5E
0

`

dR e2RtP~R!, ~4.12!

where the inhomogeneousT1 rate R@B(r ),D(r ),T# is dis-
tributed asP(R), andz indicates LF (T1) relaxation. ForB
!Bc2, the vortices may be treated~in the dirty limit!
approximately72 as cylinders of normal-state material of r

FIG. 7. A generic phase diagram for the behavior of (T1T)21 in
a conventional type-II superconductor. The regions arePeak, where
the Hebel-Slichter coherence peak is found;Arr, where approxi-
mately activated behavior occurs, 2C, where two component relax
ation from the inhomogeneity of the vortex state is expected to
observed;O, where other processes may come to dominate
electronic relaxation rate~e.g., magnetic impurities!. Further details
are given in the text.
f
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diusj. The distributionP(R) in this approximation is bimo-
dal with peaks atRN andRS . The relaxationPZ(t) will not
be single exponential, but the average relaxation rate is87

^RS /RN&5 f N1~12 f N!RS /RN , ~4.13!

where, for (B!Bc2), f N;j2(B/F0), i.e., the weight in the
distributionP(R) at RN scales linearly with field (F0 is the
magnetic flux quantum!. This linear field dependence allow
the deviation from exponential temperature dependence
the relaxation rate due to the vortex cores to be distinguis
from the other mechanisms, such as impurity scattering,~re-
gion O! which at low temperature, and especially in lo
field, may dominate the electronic relaxation. From the fi
dependence, one can thus use this model to extract a ro
estimate88,87 of j deep in the superconducting state. Su
estimates could be refined by including a more sophistica
local DOS ~Refs. 78 and 74! in the model forP(R), but
dynamic effects might also require consideration. Motion
the vortices on the time scaleT1 would smear the distribu-
tion P(R), effacing the bimodal structure of the static vorte
state; however, vortex dynamics usually occurs on ti
scales much shorter than a typicalT1,89 though exceptions
have been proposed.90 Another type of dynamics that ha
been considered in this context is that of spin diffusion of
nuclear magnetization to the quickly relaxing regions of t
cores which effectively allows the relaxation to ‘‘leak’’ ou
of the vortex cores into the surrounding superfluid. Th
mechanism, though, may be thermodynamically quenche
the inhomogeneous vortex state.91 Furthermore, such a
mechanism is not important in the experiments descri
here because we are always dealing with a single muo
the sample at any time, and Mu@C60 is static~at least on the
length scale of the vortex lattice and on the time scale of
muon!.

Deviations from the behavior summarized in Fig. 7 a
expected and observed in many cases: Reduction of the
region@towards (t,h)5(1,0)# may be the result of any of the
mechanisms discussed in the previous section. More deta
reviews of NMR in type-II superconductors can be fou
elsewhere.33,92,93

V. µ1 SITES IN A3C60

When muons stop in typical metals, they take up one o
few well-defined crystallographic sites, usually interstitial.
the vast majority of cases there is no local electronic mom
on the muon, and the muon is said to be in a local diam
netic state. In insulators and semiconductors,m1 often cap-
tures an electron to form paramagnetic muonium which a
occupies a specific interstitial site; however, the param
netic states almost never occur in metallic environmen
Screening of the electrostatic potential by conduction el
trons eliminates any local electronic level with a single u
paired electron. Although the details of the particular si
adopted by the muon are not critical to the analysis we rep
in the following sections, a brief discussion is included he
for completeness.

In C60-based solids, the available interstitial voids a
much larger than in conventional metals, and there are m
potential sites for the muon, though some are occupied
alkali ions in the alkali fullerides, i.e., the octahedral~O! and

e
e
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tetrahedral~T! interstitial sites. In pure C60, ;80% of the
implanted muons form an exohedrally bonded muoni
radical (C60Mu) which has been studied extensively.30,94,28

In the ionic insulating fullerides K4 and K6,29 and the con-
ductors Rb1 ~Ref. 95! and Rb3,17 a similar fraction of the
muons exhibit diamagnetic behavior. Thus in both meta
and insulating environments, the exohedral C60Mu radical
does not survive the charging of the C60. The diamagnetic
muons in fccA3C60 are certainly interstitial in the lattice o
C60

23 ions, but their precise position~s! are not known. One
possibility is that as the Fermi level rises upon alkali-me
doping, the interstitial muons become negatively charg
and form a complex with the alkali metal ion analogous to
alkali-hydride molecule.

In both pure C60 and the insulating alkali fullerides,
small fraction of implanted muons (;10–20%) form a muo-
nium atom characterized by a large isotropic hyperfine
rameter which has been interpreted96,30,29 to be trapped en-
dohedral muonium [Mu@C60 pictured in Fig. 11~a!#. Figure
8 shows the clear signature for this state, i.e., TF preces
at frequencies determined by the hyperfine levels of Fig
In the metallic systems, however, these precession sig
are expected to be unobservable due to broadening eithe
the Korringa mechanism or by inhomogeneous broadenin
the vortex state of the superconductor or in the lo
temperature magnetic phases of theA metals. One possibility

FIG. 8. The precession signals of endohedral muonium in~a!
C60 at 10.7 mT,~b! K4C60 at 9.6 mT, and~c! K6C60 at 10.0 mT
@from Kiefl ~Ref. 29!#. The broad line in C60 is due to the C60Mu
molecular radical, and the narrow line at 150 MHz in the K4C60

spectrum is an instrumental effect. The frequencies and their
dependences correspond to vacuumlike Mu withAm54341(24),
4342~66!, and 4230~63! MHz, respectively.
c
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for observation of the oscillation, however, is at the lowe
temperature in zero field in the Meissner state of anA3 su-
perconductor, where a high-frequency ‘‘heartbeat’’ oscil
tion ('4.4 GHz) might be observed because the Korrin
and inhomogeneity broadening mechanisms will be ne
gible. Such high-frequency measurements are technic
quite difficult97 and have not yet been attempted.

Coherent precession signals from Mu@C60 are not ex-
pected in a conductor due to rapid spin exchange with c
duction electrons. However, the presence of Mu@C60 can be
confirmed in LF experiments. Specifically, provided theT1
relaxation of them1 in the Mu@C60 atom is in the muon
time range, the relaxation rate will have the characteris
magnetic-field dependence of Eq.~3.4!. We have observed
this relaxation in theA3 superconductors and measured
field dependence atT535 K ~well into the normal state!.
The relaxation is single exponential, and the rates as a fu
tion of field are plotted in Fig. 9~a!. The fits shown are to Eq
~3.4! with a small additional field-independent rate,R0. Be-
cause the parametersAm and nSE are correlated, they could
not be determined independently, and we fixedAm
54340 MHz from the precession measurements in the in
lators~Fig. 8!. This value is also consistent with LF measur
ments ofAm in Rb3 discussed below. The resulting param
eters are given in Table I along with the ratios

r35 K
x 5A nSE

x ~35 K!

nSE
Rb3~35 K!

. ~5.1!

From the Korringa Law, Eq.~4.2!, this ratio is a measure o
the ratio of the density of states at the Fermi surfacegN(0)
relative to its value in Rb3. Additionally, it is reasonable to
assumeAm is not very temperature dependent at low te
perature, as is evidenced by Korringa temperature dep

ld

FIG. 9. ~a! The field dependence of the LF relaxation rates at
K. The fits to the spin-exchange model in the slow limit are d
cussed in the text.~b! The field dependence of the normal-sta
value of (T1T)21 fit to a similar model.
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dence of the relaxation rate in the normal state which
entirely the temperature dependence ofnSE. Hence we can
also fit the more accurately determined average value
(T1T)21 in the normal state to Eq.~3.4!. These average val
ues over several temperatures aboveTc are shown in Fig.
9~b!. Fitting the Rb3 results to Eq. ~3.4! with Am
54340 MHz yields nSE/T520.2(4) MHz/K with R0 /T
54.4(7)31023 ms21/K. Using this fit and the points for
K3 and Na2Cs, we calculate the ratios,

rx5A~T1T!N
Rb3

~T1T!N
x

, ~5.2!

which are also given in Table I.
The low values ofnSE ~relative toAm) confirm that the

slow spin-exchange limit form Eq.~3.4! is justified at this
temperature and below~for all fields!. In fact,nSE is remark-
ably slow compared to spin-exchange rates of Mu in se
conductors such as Si. In that case the spin-exchange ra
usually18 modeled as

nSE5sn~T!v~T!, ~5.3!

where one has extracted the majority of the temperature
pendence of the Golden rule expression@Eq. ~4.1!# into the
carrier concentration,n, and the mean thermal velocityv,
leaving the nearly temperature independent sum over ma
elements in the appropriately defined cross sections. For
interstitial Mu in Si, the observednSE implies thats is of the
order of a typical atomic cross section (10215 cm2). In the
metallic case the situation is different since Fermi block
prevents all but the electrons withinkT of the Fermi surface
from participating in the spin-exchange collisions. Thusv
'vF , the Fermi velocity and is nearlyT independent, and
n'n0kT/EF . Using values5 for Rb3 (vF'1027 cm/s, EF
'0.5 eV, n0'431021 cm23), s for Mu@C60 is
10218–10219 cm2 at 35 K. The small size ofs is attributed
to the combination of two factors. First, the conduction-ba
states are made up of C60 molecular orbitals in which the
electrons are confined near the hollow carbon cage. The
tial distribution of the conduction electrons is thus quite
homogeneous on the scale of the unit cell, and Mu@C60 is
located in a site of low conduction-electron density. Seco
possibly for geometric reasons, there is very little hybridiz
tion of Mu@C60 with the surrounding C60 orbitals. Thesp2

carbon orbitals are distorted by curvature of the C60, so that
the inner lobes are smaller than the outer ones. Co
quently, the tendency for bonding is significantly greater
the outer surface of the molecule.28 The evidence for this is
the large vacuumlike isotropic Mu hyperfine interactio
This is also consistent with the apparently very sm

TABLE I. Parameters of the fits ofT1
21(B) at 35 K to Eq.~3.4!

with Am54340 MHz as well as the ratios defined~relative to Rb3)
in the text.

nSE ~35 K! ~MHz! R0 (ms21) r35 K
x rx

Rb3C60 587~47! 0.217~70! 1 1
K3C60 572~63! 0.215~50! 0.987~94! 0.950~31!

Na2CsC60 132~4! 0.0000~2! 0.474~25! 0.506~20!
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13C-Mu nuclear hyperfine interaction29 in pure C60. In con-
trast, in semiconductors, the hyperfine parameters of m
nium are much lower than the vacuum value.18 We thus con-
clude that for Mu@C60 the spin-exchange interaction [J in
Eq. ~3.3!# in A3C60 is small and the perturbation approac
Eq. ~4.1! is valid.

Comparison of the dependence of the DOS at the Fe
surfacegN(0) on lattice constanta with the dependence o
Tc(a) elucidates the exponent of the McMillan equation; fu
thermore, there is considerable interest in the role of ori
tational disorder in determining electronic properties such
gN(0).98,99 For comparison, similar ratios from NMR~Refs.
100,101,24, and 102! yield rx.0.75 for bothx5K3 and
Na2Cs. The low value of our ratios for Na2Cs may indicate
that the proportionality constants~hyperfine couplings! be-
tweennSE @or (T1T)21# andgN

2 (0) may vary with structure.
This is not unreasonable, since the couplings depend on
detailed structure of the electronic orbitals constituting
conduction band, such as the degree ofsp hybridization. It is
known that the C-C bond lengths of C60

23 in cubic Na2Cs
differ slightly7 from those of the neutral C60, but similar
measurements on the orientationally disordered systems
not been reported. The exchange coupling for Mu@C60 @J in
Eq. ~3.3!# may be more sensitive to such differences th
those of 13C NMR because they are determined by the ta
of the carbon orbitals protruding into the ball; whereas,
NMR constants are determined by the behavior of the or
als at or near the13C nucleus. While the electron-phono
enhancement ofgN ~which may differ between thePa3̄ and
Fm3̄m structures! does not103 affectT1, electron-electron in-
teractions can,23 via for example, Stoner enhancement
gN(0). If there are short-wavelength electronic correlatio
it is possible thatT1(T) might vary within the unit cell,
causing the Mu@C60 and 13C to vary differently. The simi-
larity of the temperature dependence of (T1T)21 for alkali
and 13C NMR, though, suggests that any electronic corre
tion contribution toT1 does not vary significantly with posi
tion in the unit cell in eitherFm3̄m ~Ref. 100! and Pa3̄
~Ref. 101! materials. Even if the hyperfine couplings an
gN(0) were identical, it is possible104 that different levels of
disorder could lead to different values ofT1. Thus we con-
clude that simple comparison of the magnitudes ofT1 ~from
mSR or NMR! between nonisostructuralA3 superconductors
may not represent a comparison ofgN(0). The possibility
that C60 polymerization is the source of suppression of t
normal state (T1T)21 is discussed in Sec. VII.

If the T1 relaxation istoo slowto be observed, the ampli
tude of the signal due to Mu, which is field dependent bel
;0.5 T, can still be used to identify Mu. The field depe
dence follows:

AMu~B!5A
112x2

2~11x2!
, ~5.4!

wherex is the reduced fieldB/Bhyp, andBhyp is defined as
Am /(ge1gm) ~see Sec. 7.3.1 of Schenck13!. Measurement of
this field dependence, when the Mu asymmetry is nonre
ing, requires careful accounting of the systematic fie
dependent shifts in the LF-mSR baseline. This method ha
the advantage that it admits the possibility of measuring
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1014 PRB 58W. A. MacFARLANE et al.
hyperfine parameter~although not as accurately as prece
sion! which determines, for example, the inflection point
the decoupling curve Eq.~5.4!. We have made two measure
ments of the LF muonium decoupling curve in two differe
samples of Rb3. In the first measurement, we acquired pa
of spectra at 35 and 4 K at each field in a special apparatu
which allowed collection of a reference spectrum in hig
purity silver in the same conditions of field and temperat
simultaneously.105 Systematic shifts in the baseline cou
thus be at least partially compensated using the refere
data. In the second experiment, we took data in various fi
at two ~or more! temperatures, one where the relaxation w
quite fast, and one where it was slow in order to determ
the relaxing amplitude, i.e., the muonium asymmetryAMu
~see Fig. 10!. The results of this second method are roug
consistent with the first measurement but less scattered.
decoupling in the data is apparently sharper than expe
~fit curve!. In this data, we didnot field cool, but the conse
quent additional inhomogeneity of the field would not affe
the decoupling significantly. Any correlation of the amp
tude and relaxation rate, due for example to a nonexpone
relaxation, could bias the extracted asymmetry and acco
for the sharper feature. From the fit to Eq.~5.4!, we getAm
54300(400) MHz.

It is remarkable that paramagnetic Mu@C60 is stable in a
metal such as Rb3C60. Normally, the conduction electrons i
a metallic environment shield the positive charge on
muon such that there is no bound state for a single elect
The situation in C60 fullerides is therefore quite unique. Th
large isotropic hyperfine parameter is close to that for m
nium in vacuum implying that the electronic wave functio
around the muon is very much like the 1s state of a hydrogen
atom and not changed appreciably from what is observe
the insulating phases. One important factor is that the c
duction electrons in Rb3C60 are confined to the region of th
carbon shell leaving a cavity inside where there is little co
duction electron density. In this situation a positive mu
can bind a single electron with minimal disturbance from
conduction electrons. Of course the conduction-elect
wave function does extend into the interior of the ball a
this is in fact what gives rise to the observed spin-excha
relaxation. Apparently the negative charge state of muoni
which is diamagnetic, does not form due to a large elect

FIG. 10. The LF dependence of the Mu@C60 asymmetry~de-
coupling curve!. The field at the inflection point indicates that th
Mu hyperfine parameter is large~near its vacuum value!. Each point
is determined from a common fit to at least two different tempe
tures, ranging from 2.5 to 15 K~e.g., Fig. 15!.
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repulsion energy (U). This is similar to the negative ion o
muonium or hydrogen in which the second electron is bou
by only 0.75 eV. The stability of the neutral paramagne
muonium implies the energy level corresponding to dou
occupied negative charge state of muonium must there
be above the Fermi level. A level scheme for Mu and M2

in Rb3C60 is thus shown in Fig. 11 where the Fermi ener
occurs in the center of thet1u band.

The high stability of Mu@C60 in Rb3C60 at low tempera-
tures is clearly demonstrated by the Korringa-like relaxat
below 100 K. However, at higher temperatures there is e
dence for local excitations of some kind since the relaxat
rate increases with temperature much faster than the K
ringa expression would predict~see Fig. 12!. One possibility
is that above 100 K one begins to rapidly cycle betwe
Mu2 and Mu. The resulting capture and loss of an elect
mimics spin exchange since the spin correlation on
bound electron of muonium is lost after such an event
similar phenomenon has been used to explain rapid 1/T1 spin
relaxation in semiconductors at high temperatures.106 The
small activation energy of 588~40! K ~see the solid curve in
Fig. 12! suggests that the energy level of Mu2 is just above
the Fermi energy. Other types of local excitations may
involved, though. For example, one would expect that
first vibrational excitation of Mu@C60 to be much more
strongly coupled to the conduction electrons, so excitation
such a state could account for the increase in 1/T1 as ob-
served.

-

FIG. 11. Endohedral muonium, a 1s state at the center of the
C60 molecule, and the proposed impurity level structure. The M2

state is higher in energy because of strong on-site Coulomb re
sion. TheT dependence in Fig. 12 may indicate that the Mu2 is
considerably lower in energy than shown, and is possibly a reso
state within thet1u conduction band.

FIG. 12. Activated increase in (T1T)21 relative to its value at
low temperature likely due to Mu@C60 ionizing to endohedral
Mu2. The fit curve is@1.01(3)1123(35)exp„2588(40) K/T…#.
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In conclusion we note that the important features of
muon sites in theA3C60 superconductors to the analysis i
cluded in the following sections are simply that the muo
stop randomly on the relevant length scales of the vor
state: the penetration depthl and the vortex spacing; most o
the muons remain diamagnetic and sample the field distr
tion of the vortex state uniformly; and a small fraction of t
muons form a paramagnetic muonium center which is o
very weakly coupled to the conduction electrons.

VI. TRANSVERSE FIELD: THE VORTEX STATE FIELD
DISTRIBUTION

In TF experiments inA3C60 superconductors, it is
found107–109 that a large fraction of the injected muons r
main diamagnetic, and their precession signal is broade
below Tc by the inhomogeneous magnetic field distributi
of the vortex state.

The line shape due to the field distribution of a triangu
flux-line lattice ~FLL! with additional effects due to flux
lattice disorder and anisotropy have been studied in deta
the context of high-Tc superconductors.110–113The character-
istic features of this line shape can be related to the sp
distribution of fields of the triangular FLL: there is a sha
low-field cutoff of the line shape due to the minimum fie
that occurs in the center of a triangle defined by three ne
boring vortices; at slightly higher field, there is a sharp pe
due to the highly weighted field corresponding to the sad
point midway between two vortices; and there is a sh
high-field cutoff due to the maximum field occurring in th
vortex cores. For an ordered triangular FLL, it is found th
the second moment of the field distribution is related to
London penetration depth at intermediate fields by110

l'F3.7131023
F0

2

~DB!2G 1/4

, ~6.1!

where DB5sS(0)/2pgm is the rms deviation of the field
distribution.

To accurately determinel for a perfect triangular FLL,
involves more detailed modeling of the field distributio
One such model relies on an approximate low-field solut
of the Ginzburg-Landau theory,114 which, more recently, has
been extended to higher fields115 and further simplified.116

This theory results in a field-dependent relationship~for B
!Bc2),

l'F3.7131023
F0

2f v
2~B/Bc2!

~DB!2 G 1/4

, ~6.2!

where f v is a universal function of order unity~but sharply
field dependent! at low reduced fields.l estimated from Eq.
~6.2!, for B/Bc2'0.02, will be ;15% smaller than that o
Eq. ~6.1!. Estimates ofl can be improved by fitting a mode
of the asymmetric field distribution, rather than just using
second moment.117,113 If the fractional volume of the FLL
corresponding to the vortex cores is large enough, the hi
field cutoff will be observable, and the superconducting
herence lengthj can be measured.118,119

It would be surprising to find a perfect triangular FLL
powdered superconductors, such as these, where both
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vortex separation andl are on the same scale asjXTL , the
coherence length of crystalline order. One would instead
pect that the flux lattice would be disordered and that
measured magnetic-field distribution would be smeared r
tive to the perfect FLL. Such smearing would make a s
nificant contribution to the second moment of the field d
tribution, e.g., see Ref. 112, making the applicability of t
above theories questionable. This is just the situation we
@see, for example, Fig. 13~a!#. The line is much broader tha
in the normal state but exhibits only a slight asymmetry. It
unreasonable to attempt to fit such a smeared line shap
the full theoretical shape, but Fig. 13~b! shows two simulated
line shapes for comparison. We note that the fluxoid dis
bution isnot melted and only weakly pinned at 3 K and 1 T,
because, for example, shifting the applied field at this te
perature causes the line to shift in frequency, but broa
significantly. This is in contrast to crystalline YBa2Cu3O6.95,
where117 shifting the field shifts only the background sign
as the FLL is well pinned, and to the vortex-liquid sta
where the~symmetric! line simply shifts without altering
shape.

Clearly, the 1100 Å value of the penetration depth d
duced from magnetization measurements is inconsistent
the observed line shape, since no amount of disorder
narrow the line, and estimates of the correlation time
motion of the vortices from NMR~Ref. 120! suggest that, at
low temperatures, there should be no dynamical narrow
of the mSR line. The high-field cutoff in the FLL field dis
tribution will move down towards the average field aseither
l or j increases. Because of this correlation, the absenc

FIG. 13. ~a! A high statisticsmSR line shape~FFT of TF asym-
metry spectrum! in Rb3C60 field-cooled to 3K at 1.0 T applied trans
verse field.~b! Simulated line shapes for a perfectly ordered tria
gular flux lattice using the Ginzburg-Landau theory~Refs. 114–
116!. The simulation parameters (l,j) are ~3000 Å, 30 Å! and
~1100 Å, 30 Å!. The field distributions are convoluted with
Gaussian corresponding to the normal-state linewidth. The 3
Å simulation also includes a small nonrelaxing background sig
known to exist in the data.
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a long high-frequency tail in the observed line shape@Fig.
13~a!# constrains only the pairs (l,j), i.e., along the line
(l,30 Å) the observed line shape is consistent withl larger
than '3000 Å with the condition that larger values ofl
will require a greater degree of disorder to match the
served linewidth. Such an inconsistency between the ma
tization andmSR results is not surprising, since the proc
dure for obtainingl from the magnetization is fraught wit
difficulties5,2 of which only some are reduced or eliminate
through use of a single crystal instead of powder. We n
that other results using NMR~Ref. 102! and optical121 meth-
ods also findl.3000 Å.

We extract the second moment from the TF data by fitt
the time-dependent envelope of the precession signal
Gaussian of the formAexp„2(st/A2)2

…. The results are
shown in Fig. 14~a!. In the normal state, the line shape is
narrow Gaussian whose width is determined by the distri
tion of magnetic fields due to the randomly oriented nucl
dipoles (13C,23Na,39,40,41K,85,87Rb,133Cs). This normal state
width sN is temperature independent in the range betw
Tc and room temperature~except for Na2Cs, discussed be
low! and adds in quadrature to thesS due to the disordered

FIG. 14. ~a! Second moments of themSR line shape as a func
tion of temperature instars: Na2Cs ~0.01T!, diamondsK3 ~1.0T!,
Rb3 ~circles 1.0 T, triangles 0.5 T, nablas1.5 T!, and squaresa
second sample of Rb3 ~0.27 T!. ~b! Second moments corrected fo
the normal-state values.
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FLL to determine the overalls below Tc . We use this cor-
rection to producesS shown in Fig. 14~b!. The temperature
dependences are fit to the phenomenological formsS(0)@1
2(T/Tc)

Ã#, and the resulting parameters are given in Ta
II. In spite of the lack of the signature of the FLL in the lin
shape, we expect that the overall linewidth is controlled byl
~and much more weakly byj) and that (DB)21/2 will scale
with l. We have calculated the valuesl reported in Table II
using the linewidthssS(0) and Eq.~6.1!. Because of the
increase ofDB from disorder of the FLL, this conversion
will underestimatethe actuall, so this, or perhaps mor
conservatively the value from the field-dependent the
~which we have not included because of uncertainty in
value of Bc2), should be considered alower boundfor l.
These results can be compared directly with those of R
107,108. Note that at low temperature,sS(T) is quite flat in
contrast to thed-wave linear-T dependence seen inclean
high-Tc ,122 suggesting that, in this respect, theA3C60 super-
conductors appear conventional. This conclusion is
strong, however, because ind-wave systems, for example
impurity scattering can lead to123 a weaker low-T depen-
dence ofl. In Rb3, there is no apparent field dependence
sS(T) between 0.5 and 1.5 T, so the applicability of E
~6.2! is questionable. Furthermore, there is large sample
pendence ofsS in Rb3 suggesting a strong effect of disord
on l. In the dirty limit j' l , where l is the electron mean
free path. The penetration depth varies sensitively withl via

l22}
ns

m*

1

11j/ l
, ~6.3!

wherens is the superelectron density andm* is the effective
conduction-electron mass. Thus ifl is on the same order a
the coherence length, any sample-dependent disorder
contributes tol could alterl. The low T dependence ofsS
has been fit to the BCS activated form35 for the clean
limit; 109 however, the dirty-limit form is probably appropri
ate to Rb3 and K3 ~but possibly not to Na2Cs). In this case,34

for T,0.5Tc ,

sS'sS0@11e2D0 /kT#22, ~6.4!

where D0 is the low-temperature BCS gap parameter. T
results of these fits are also given in Table II. We note t
some caution must be taken regarding the interpretation
the TF results for Na2Cs because~i! the applied field was
very low ~not far from Hc1) and~ii ! sN was rather large and
temperature dependent above 50 K. The behavior ofsN(T)
may be associated with molecular dynamics and/or a sm
fraction of the muons stopping in unmasked areas of the
bers
TABLE II. Parameters of the TF linewidth fits described in the text and shown in Fig. 14. The num
in brackets after the sample indicate the applied field in each case.DB is the rms width of the field
distribution.D0 /kTc is obtained from fits to Eq.~6.4! and theTc values in the table.

Sample@B ~T!# sN /A2 (ms21) sS(0)/A2 (ms21) Tc ~K! Ã DB ~mT! l ~Å! D0 /kTc

Rb3C60-1~1.0! 0.076~1! 0.4315~10! 29.3~8! 2.93~4! 0.717 4200 1.37~5!

Rb3C60-2~0.27! 0.093~1! 0.2068~10! 28.9~2! 3.36~8! 0.343 6100 1.56~5!

K3C60~1.0! 0.087~1! 0.2570~20! 18.6~2! 2.83~9! 0.427 5400 1.39~6!

Na2CsC60~0.01! 0.133~1! 0.0769~10! 11.3~3! 7.5~1.0! 0.128 9900
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sample cell. However, the observedsS agrees with anothe
published measurement108 at higher field indicating that the
field dependence is not appreciable. Furthermore, any Al
nal will make no contribution to the signal in high LF dis
cussed in the following section.

The historic evolution ofmSR measurements ofl in
YBa2Cu3O6.95 may provide a guide for the robustness of e
timates ofl from the second moment of themSR line shape.
Despite the more serious consequences of powder avera
in these highly anisotropic systems, the extracted penetra
depth frommSR data@even from symmetric line shapes, lik
Fig. 13~a!# has exhibited a variation of only;30% ~includ-
ing model as well as sample variation!. Thus the most seri-
ous uncertainty with our determination ofl may be the
strong sample dependence. The observation of the asym
ric line shape characteristic of a triangular FLL would ce
tainly make our conclusions much stronger, and such
shapes are expected in single crystals which can now
made in sufficient size3 for such an experiment.

We turn now to the temperature dependence of the
(T1) relaxation of Mu@C60, noting that the interstitial dia-
magnetic muons will not contribute to this signal except
~LF! magnetic fields less than a few mT.

VII. LONGITUDINAL FIELD:
T1 RELAXATION OF Mu@C 60

The relaxation of Mu@C60 in high LF (B>0.75 T) is
found to be single exponential, e.g., Fig. 15. The relaxat
rates exhibit essentially temperature-independent (T1T)21

behavior between about 50 K andTc for each of the systems
Rb3, K3, and Na2Cs. In Rb3 we find no sample dependenc
but in Na2Cs we find a significant difference between tw
runs on the same sample which we interpret as evidence
a second low-temperature phase, the formation of whic
quench-rate dependent. We thus postpone discussion o
temperature dependence in Na2Cs to Sec. VII B.

A. T1„T… in Rb3 and K3

The average normal-state values of (T1T)21 are shown in
Fig. 9~b!. At higher temperature there are deviations~Fig.
12!, but at low temperature, we have no significant evide
for previously reported17 weakly non-Korringa behavior. Jus
below Tc , for B'122 T, we find a slightly enhanced

FIG. 15. Single exponential relaxation of Mu@C60 in Na2CsC60

in a longitudinal applied field of 1.0 T. The fits shown are to
common amplitude exponential relaxation.
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(T1T)21 followed by an strong falloff below about 0.75Tc .
An example of this is shown in Fig. 16, where the LF rela
ation rate divided by the linear normal-state temperature
pendence is plotted~normalized!. This ratio is just the ratio
RS /RN discussed in Sec. IV.

We find that increasing the disorder in the FLL in Rb3
does not affect the peak height by comparing field-coo
and zero-field-cooled (T1T)21 at the peak temperature,TP ,
at 1.5 T. However, we find, in Rb3, that the peak is strongly
field dependent~similar behavior was independently disco
ered in NMRT1 measurements in Rb2CsC60 by Stenger100!.
It is suppressed as the field is increased above about 2 T,
is entirely gone by 4.2 T~Fig. 17!. The observed heights o
the peaks from fits to a parabola nearTP are shown in Fig.
18.

In order to discuss analysis of the peaks in terms of
theory outlined in Sec. IV, we include some brief remar
about the DOS functions used. First we notegD and gSC
@Eqs.~4.7! and~4.8!# do not depend on the sign of the broa
ening parameter (G or D2), which we take to be positive

FIG. 16. Temperature dependence of the spin-relaxation rat
Mu@C60 in K3C60 at a field of 2.0 T. The fit is to the Hebel-Slichte
integral Eq.~4.4! with a broadened DOS of the form Eq.~4.7!.

FIG. 17. Magnetic-field damping of the Hebel-Slichter peak
Rb3C60; note the different temperature scales. The longitudi
fields are~a! 1.5 T and~b! 4.2 T.
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The property of conservation of the total number of elect
states, which simply results from the construction of t
eigenstates of the superconductor from those of the nor
state, can be succinctly written,

E
0

`

@gS2gN#dE50. ~7.1!

The BCSgS follows this, as does the heuristic formgD ;
however, the strong-coupling formgSC Eq. ~4.8! does not; in
fact,

E
0

`

@gSC2gN#dE52uD2u, ~7.2!

i.e., there are effectively fewer states ingSC than in the nor-
mal state. Of course, in the full strong-coupling theory,D
5D(E,T), gSC will have structure above the gap, and E
~7.1! will be obeyed. One consequence of this property
gSC, is that the integral for (T1T)21 Eq. ~4.4! will approach
a value less than 1 asT approachesTc from below. The
resulting discontinuity scales withD2, and is negligible for
smallD2. However, ifgSC is used to model the small cohe
ence peaks reported here,D2 is relatively large, and the dis
continuity is significant, so that the approximation intr
duced by Fibich,51 that the energy dependence ofD2 can be
neglected in calculating the coherence peak seems unten
in the current context, and in order to use strong-coupl
results, one would have to resort to more detai
calculations.54,46 There is also a significant difference b
tweengD andgSC in the limit E→0, which is important in
determining the low-temperature behavior of (T1T)21:
gD(0)5@11(D/G)2#21/2, while gSC(E) goes to zero with
slope'uD2u/D1 asE→0.

The low-field peaks have been fit to Eq.~4.4! using both
the DOS functionsgD and gSC ~avoiding the discontinuity
mentioned above by only considering the data belowTc)
with Re$D%}DBCS(T), which is still quite a good assumptio
in the strong-coupling case.47 We find that, in order to ex-
plain such a small height of the coherence peak, the bro
ening parameters nearTc must beG/D0'D2 /D0'10%. If
the broadening is due to strong electron-phonon scatter
then it should be significantly temperature dependent. F

FIG. 18. Heights of the coherence peak above the normal s
as a function of field. These values were obtained from fits t
parabola near the maximum. The suppression of the coherence
by magnetic field is much stronger than that observed in the c
ventional type-II superconductor V3Sn ~Ref. 84!.
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Debye phonon spectrum, at low temperature,D2}T7/2. The
contribution of the low-energy libron peak124 may modify
this somewhat; although, weak electron coupling to t
mode will limit its effect. The results of tunneling exper
ments could, in principle, provide confirmation of the sha
ening ofgS at low temperature, but the published spectra
rather equivocal: low-temperature break-junction tunnel
spectra show rather broad peaks,4 while point-contact spectra
are quite sharp125 and other STM measurements are fair
broad but show a strong dependence on crystallinity.126 Re-
cent planar junction tunneling measurements127 confirm the
former behavior, suggesting an intrinsic nearly temperatu
independent broadening mechanism forgS . The width of the
coherence peak is controlled by the balance between
peak contribution to the integral Eq.~4.4! and the exponen-
tial behavior due to the opening of the gap; thus, there
significant correlation between the value ofD0 and the tem-
perature dependence of the broadening parameter. Gene
a broadening that falls off steeply as the temperature
creases causes the peaks ofgS to sharpen, and the coherenc
peak to widen; consequently, the value ofD0 required to
explain the observed peak width will be larger than for
broadening which is more weaklyT dependent.

In high field T1
21 becomes too slow to observe at lo

reduced temperature, so we use the strong field depend
@Eq. ~3.4! and Fig. 9# and study this region in a reduce
applied field. In this case, over the temperature ran
0.5Tc–0.25Tc , (T1T)21 exhibits activated behavior a
shown in Fig. 19. Again the values ofD0 required to fit this
data depend on what broadening is assumed at low temp
ture. Because of the Fermi factor in the integral Eq.~4.4!, the
low-temperature behavior of (T1T)21 is determined mainly
by the gap and contains no information about the shape
the broadened DOS peaks. However, if there are st
within the gap, the temperature dependence may dev
strongly from the activated temperature dependence.
have fit the low-temperature data to the same set of mo

te
a
eak
n-

FIG. 19. The temperature dependence of (T1T)21 at 0.3 T at
low reduced temperature.~a! and ~b! two samples of Rb3, and ~c!
K3. The temperature dependence is activated, but the value o
energy gap depends on the model of the superconducting dens
states,gS . The energy gap values for various models are discus
in the text.
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as the peak data at higher field. Two cases for the temp
ture dependence of the broadening assumed: stro
('T7/2) and temperature-independent broadening, no
that the real dependence will likely lie somewhere in t
range. The results are as follows: for the strong
temperature-dependent broadening, the high-field data
quire large 2D/kTc ('4.5), but the low-field data at low
temperature require a near weak-coupling value. Much be
agreement in the value of 2D/kTc between the high- and
low-field data is obtained assuming a weakly temperat
dependentgS broadening. In this case, 2D/kTc is in the
range 3.5–4.0.

In Rb3 at 0.3 T we find at lower temperatures a samp
dependent residual relaxation that is much more weakly t
perature dependent~Fig. 20!. The source of this residual re
laxation could be related to crystalline disorder~in alkali site
occupation or degree of orientational disorder! and the finite
low-T zero-bias conductance observed in tunneling~zero ap-
plied magnetic field!. There is also evidence that the C60

molecules inFm3̄m phases undergo orientational dynam
which freeze out near or below room temperature.6 Thus, it
is possible that the degree of orientational disorder va
with cooling procedure. We have attempted no system
quench-rate dependences, but there is some evidence th
low-T residual relaxationand the large sample dependen
of l may be partially due to different cooling procedure
We note that there is no evidence in theFm3̄m materials for
a low-T polymerized phase, which occurs only for interc
lated C60 materials with smaller cubic lattice parameters su
as Na2A. The superconducting transition in K3 is extremely
sensitive to radiation-damage-induced disorder.128 Such be-

FIG. 20. Residual relaxation at low reduced temperature in3
in a LF of 0.3 T.~a! The temperature dependence deviates from
activated behavior at higher temperature~line!. ~b! The relaxation at
4 K ~circles!, 7 K ~triangles!, and 11 K~squares!. The data at 4 K
show a very small fast relaxing component at early time. This sig
is likely related to disorder and not to the vortex cores.
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havior may be a consequence of the narrow conduction b
If this is the case, then variation of quenched disorder m
also have an unusually large effect. At finite field anoth
source of this relaxation could be the vortex cores~Sec.
IV D !. The relaxation rate of the small fast relaxing comp
nent is roughly that of the~extrapolated! normal material, but
the amplitude is too large for the small (j530 Å) cores.
Moreover, it does not appear to change linearly in amplitu
with field near 0.3 T~see Sec. IV D!. On the other hand, the
linear field dependence would be rather difficult to obse
because of the intrinsic field dependence of the relaxa
rate and the extremely small amplitude. The persistence
some relaxation at low temperature in zero applied field~in-
set, Fig. 21! suggests that at least some of this residual
laxation is not due to vortices. The relaxation in zero fie
however, can have contributions from both static and
namic fields.

The small size of the coherence peak is not the resul
the perturbing influence of the paramagnetic Mu atom. Wh
it has recently been shown that single paramagnetic at
locally perturb the surrounding superconductor,129 the Mu as
shown in Sec. V is only very weakly coupled to the condu
tion electrons. The strong evidence that the Mu perturba
is small is the agreement of the temperature dependenc
(T1T)21 with similar NMR experiments.23 On the other
hand, the suppression of the peak can be due to any o
mechanisms discussed in Sec. IV C or a combination
these mechanisms. Recent tunneling measurements su
that we should expect some broadening from strong-coup
effects. We expect at most asmall amount of anisotropy
@large anisotropy is not appropriate to explain either the lo
temperature behavior of the TF linewidths or (T1T)21#.
Also, because theFm3̄m materials are likely in the extrem
dirty limit ( l ,j) anisotropy would be eliminated by electro
scattering.33 However, the strong field dependence of the c
herence peak is not accounted for explicitly by either of th
mechanisms, so we now consider the effect of magnetic fi
introduced in Sec. IV D. The observed suppression of

e

al

FIG. 21. A high statistics zero applied field time spectrum in t
Meissner state of Rb3C60 at 4 K. The slow Gaussian relaxation
likely due to the diamagnetic interstitial muons relaxing in the d
tribution of magnetic fields of the randomly oriented static nucle
dipoles, while the small fast relaxing component~inset! is attributed
to relaxation of the endohedral Mu@C60. Both dynamic and static
random magnetic fields can contribute to this relaxation. Dyna
fields could be due to remnant states within the gap as seen in fi
low-temperature zero-bias conductance in several tunneling ex
ments.
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peak by magnetic field occurs in a very different part of t
phase diagram than regions~i! and ~ii ! of Fig. 7, where it is
certainly expected, so that the gaplessness due to proxi
to Hc2 does not account for the observed damping. Howe
we note that someHc2 measurements by magnetization e
hibit unusual temperature dependence2 nearTc(0). Ourmea-
surements ofTc(H) via TF mSR ~Table II!, though, are con-
sistent with a stronglyT-dependentHc2 near Tc(0). We
have assumed such a strongT dependence to arrive at th
estimate ofTc(4.2 T) in Fig. 17~b!. We expect that the ef
fects of Pauli pair breaking on the coherence peak will a
be small because, as the Yosida function behavior of
NMR Knight shift23 shows, spin-orbit scattering is ver
weak in these materials. The crude model used to explain
NMR coherence peak23 @i.e., Eq.~4.13!# does not satisfacto
rily explain the damping observed inmSR or NMR. For
example, in Fig. 17~a! at 20 K, the value of (T1T)21 is near
its value in the normal state, so no weighted average
(T1T)21 with its value in the normal state will give the ob
served value at roughly the same reduced temperature a
T of ;0.6 (T1T)N

21 . Furthermore, this model~which treats
the vortices as normal cylinders! is expected to apply72 only
whenB!Bc2. The observed strong suppression of the coh
ence peak occurs in the nonlinear region of the phase
gram and may be explained by more detailed theories.73,76

The detailed mechanism for this suppression could be el
dated by STM measurements which can resolve both
spatial and energy dependences of the superconducting D

B. T1„T… and quench rate dependence in Na2Cs

In two separate measurements on thesame sampleof
Na2Cs, we observed very different behavior. In the init
run, we found no broadening of the TF precession sig
associated withTc . We did, however, observe the expect
Mu@C60 T1 relaxation. The temperature dependence of t
relaxation rate remained Korringa-like@Fig. 22~a!# down to
about 8 K, below which it began to increase. To ensure
the sample had not deteriorated, it was recharacterized
x-ray diffraction after this run. In the subsequent run,
observedTc in TF ~Fig. 14! and in LF@Fig. 23~a!#. Because
of the low temperature of the structural phase transition
this material130 ~299 K!, we suspected a quench-rate depe
dence, possibly due to frozen orientational disorder. We
tempted a fast quench~sample at 300 K for 20 min, then
quenched to 200 K in 5.5 m and to 5 K in about 20 min!, and
found that this cooling procedure did not affect the height
the coherence peak, but it did reduce the low-temperaturT1
rates at 2.7 K in both 1 and 0.3 T~stars in Fig. 23!. However,
with no evidence at the time for ambient pressure polym
ization, we did not attempt a slow quench or anneal, a
only for the last three points, did we record the cooling p
cedure in sufficient detail. It now seems likely that, as in
case of Na2Rb, there exists another stable ambient press
low-temperature phase of Na2Cs, which may involve C60
polymerization. According to our measurements~Fig. 22!
this phase is metallic, nonsuperconducting and appear
exhibit a low-temperature~possibly magnetic! phase transi-
tion. We note that attempts by another group have not p
duced an ambient pressure polymerized phase in Na2Cs.62

The unusually small value of (T1T)21 in Na2Cs ~discussed
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in Sec. V! cannot be explained by the coexistence of th
superconducting (s–Na2Cs) and nonsuperconductin
(ns–Na2Cs) phases, as the values of (T1T)21 are indistin-
guishable except below;8 K. However, as the fast-quenc
procedure suggests, a small fraction of the nonsupercond
ing phase could explain the finite low-temperature rate

FIG. 22. Quench-rate dependence of the Mu@C60 T1 relaxation
rate in Na2CsC60. triangles: nonsuperconducting run,circles: su-
perconducting run,stars: fast quench. Note that above about 10
the values ofT1T in both runs are about the same. The line is t
same fit as in Fig. 23~a!.

FIG. 23. The coherence peak and low-temperature falloff
superconducting Na2Cs. The solid stars indicate fast quench ru
~described in the text!. The low-temperature fast-quench values i
dicate that the activated dependence is probably weakened by
tial polymerization, and that the intrinsic temperature dependenc
the superconducting phase is probably much stronger.
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Fig. 23. The field dependence ofT1
21 in the ns-Na2Cs was

also indistinguishable from the superconductor at 35 K@Fig.
9~a!#, but at 3 K, appeared to fall more sharply with field.
addition there was a small peak in the linewidth of the d
magnetic precession at;7.5 K in ns-Na2Cs. The weak low-
T dependence of the diamagnetic signal compared to theT1
of Mu@C60 is consistent with the enhanced sensitivity of M
due to the bound electron moment. One possible explana
for the feature in TF, is thatns-Na2Cs is superconducting
over a narrow range in temperature, and is re-entrant at a
7 K to a low-temperature nonsuperconducting phase.

Despite the complications due to the presence of so
fraction of ns-Na2Cs in the superconducting run, we ca
compare the temperature dependence ofT1 with the cubic
Fm3̄m materials discussed above. In order to account for
ns-Na2Cs fraction, we model (T1T)21 as the sum of the
Hebel-Slichter integral Eq. ~4.4! with an additional
T-independent term. Such fits are shown in Fig. 23.

The fast-quench points indicate that fors-Na2Cs, values
of D from the relatively weak temperature dependence
(T1T)21 ~see Fig. 23! would not be reliable. The size of th
coherence peak, relative to the normal state, though, is
dramatically different than in theFm3̄m materials. This im-
plies that orientational disorder is not likely to be the cau
of the broadening of the coherence peak~or gS).

These results clearly indicate the need for further exp
ments on Na2Cs with careful attention paid to the coolin
procedure. The rapid-quench points suggest that one sh
be able to make a much more reliable estimate of the par
eters ofs-Na2Cs. It also seems likely that in order to stud
ns-Na2Cs, it will probably be necessary to investigate te
peratures lower than those accessible by pumped liq
helium cryostats.

VIII. CONCLUSION

In conclusion we have observed the LF relaxation
Mu@C60 in theA3C60 superconductors. The temperature d
pendence of the relaxation rates exhibits Korringa beha
above Tc and a small strongly field-dependent coheren
peak and strong activated behavior in the superconduc
state. The superconducting energy gap can be extracted
the low-temperature behavior. A large uncertainty in the g
measurement comes from uncertainty in the appropriate f
of the temperature-dependent superconducting DOS. For3
and K3 and the range of models considered, the reduced
2D/kTc lies in the range 2.4–4.8. However, for consisten
between the high- and low-field temperature dependence
weakly temperature-dependent broad DOS is favored,
the reduced gap values lie between 3.2 and 4.0. The u
end of this range as well as the broad low-temperature D
peaks are consistent with the tunneling and optical result
Köller.4 The small size of the peak can be due to one
several factors, such as the moderately strong elect
-
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phonon coupling suggested, for example, by tunneling.4,127

Following Pennington and Stenger23 we conclude that, pro-
vided the results of Akis54 carry over directly to the case o
A3C60, which possesses a very broad and complicated p
non spectrum, the small size of the 1.5 T coherence p
implies Tc /Eln'0.2. A ratio as large as this is incompatib
with the near weak-coupling value of the energy gap wh
gives4 Tc /Eln,0.1. Thus strong coupling alone will not con
sistently account for the both the small coherence peak
the gap. Together with the strong field dependence of
coherence peak, this suggests that an additional coher
peak suppression mechanism connected with the inhom
neous vortex state must be present. A full explanation
such an effect would require extension of the theories d
cussed in Sec. IV D~Refs. 73,76! to the regime of strong
coupling.

In transverse field we find broadening of themSR preces-
sion line due to the inhomogeneous fields of the vortex st
There is no clear flux-lattice line shape, so we can only
timate the magnitude ofl, which for example in Rb3 lies in
the range 3000–7000 Å. This range is definitely inconsist
with the values of Chu and McHenry,3 and this discrepancy
is likely not due to sample dependence ofl, but rather to the
systematic differences between the two techniques.

A much weaker activated dependence ins-Na2Cs is at-
tributed to coexistence of a nonsuperconducting phase
Na2Cs. Quench-rate dependent experiments may be ab
clarify this and allow measurement of the properties of b
phases. By comparing the coherence peak inFm3̄m materi-
als with s-Na2Cs, we find no evidence for an effect on th
coherence peak due to the degree of molecular order. In
Fm3̄m materials, quench-rate dependence would also hel
clarify the role of frozen orientational disorder in the value
l and in the residual low-temperatureT1 relaxation.

Finally we note that there are interesting aspects
Mu@C60 in A3 such as its stability and very weak interactio
with the conduction band that suggest further theoretical
vestigation of the detailed properties of endohedral fullere
species.
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Öberg, Chem. Phys. Lett.196, 311~1992!; P. W. Percival and S.
Wlodek, ibid. 196, 317 ~1992!.

29R. F. Kiefl, T. L. Duty, J. W. Schneider, A. MacFarlane, K
Chow, J. W. Elzey, P. Mendels, G. D. Morris, J. H. Brewer,
J. Ansaldo, C. Niedermayer, D. R. Noakes, C. E. Stronach
Hitti, and J. E. Fischer, Phys. Rev. Lett.69, 2005~1992!.

30R. F. Kiefl, J. W. Schneider, A. MacFarlane, K. Chow, T.
Duty, T. L. Estle, B. Hitti, R. L. Lichti, E. J. Ansaldo, C
Schwab, P. W. Percival, G. Wei, S. Wlodek, K. Kojima, W.
Romanow, J. P. McCauley, Jr., N. Coustel, J. E. Fischer, and
B. Smith, III, Phys. Rev. Lett.68, 1347~1992!; 68, 2708~1992!.

31M. Tinkham, Introduction to Superconductivity~McGraw-Hill,
New York, 1996!.

32J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev.108,
1175 ~1957!.

33D. E. MacLaughlin, inSolid State Physics: Advances in R
search and Applications, edited by H. Ehrenreich, F. Seitz, an
D. Turnbull ~Academic, New York, 1976!, Vol. 31, p. 1.

34J. Halbritter, Z. Phys.243, 201 ~1971!.
35B. Muhlschlegel, Z. Phys.155, 313 ~1959!.
36G. Preosti, H. Kim, and P. Muzikar, Phys. Rev. B50, 1259

~1994!; R. Fehrenbacher and M. R. Norman,ibid. 50, 3495
~1994!.

37H. Monien and D. Pines, Phys. Rev. B41, 6297~1990!.
38J. Annett, N. Goldenfeld, and S. R. Renn, inThe Physical Prop-

erties of High Temperature Superconductors, edited by D. M.
Ginsberg~World Scientific, Singapore, 1990!, Vol. 2, p. 571.

39C. H. Pennington and C. P. Slichter, inThe Physical Properties
of High Temperature Superconductors~Ref. 38!, p. 269.

40J. A. Martindale, S. E. Barrett, C. A. Klug, K. E. O’Hara, S. M
DeSoto, C. P. Slichter, T. A. Friedmann, and D. M. Ginsbe
Phys. Rev. Lett.68, 702 ~1992!.

41K. Asayama, Y. Kitaoka, and Y. Kohori, J. Magn. Magn. Mate
76-77, 449 ~1988!.

42D. E. MacLaughlin, C. Tien, W. G. Clark, M. D. Lan, Z. Fisk, J
L. Smith, and H. R. Ott, Phys. Rev. Lett.53, 1833~1984!.

43M. Takigawa, H. Yasuoko, and G. Saito, J. Phys. Soc. Jpn.56,
873 ~1987!.

44L. C. Hebel, Phys. Rev.116, 79 ~1959!.
45R. C. Dynes, V. Narayanamurti, and J. P. Garno, Phys. R

Lett. 41, 1509~1978!.
46P. B. Allen and D. Rainer, Nature~London! 349, 396 ~1991!.
47J. P. Carbotte, Rev. Mod. Phys.62, 1027~1990!.
48D. J. Scalapino, inSuperconductivity, edited by R. D. Parks

~Dekker, New York, 1969!, Vol. 1, p. 449.
49J. R. Schrieffer, D. J. Scalapino, and J. W. Wilkins, Phys. R

Lett. 10, 336 ~1963!.
50S. B. Kaplan, C. C. Chi, D. N. Langenberg, J. J. Chang,

Jafarey, and D. J. Scalapino, Phys. Rev. B14, 4854~1976!.
51M. Fibich, Phys. Rev. Lett.14, 561 ~1965!; 14, 621 ~1965!.
52D. J. Scalapino and T. M. Wu, Phys. Rev. Lett.17, 315 ~1966!.
53B. W. Statt, Phys. Rev. B42, 6805~1990!.
54R. Akis, C. Jiang, and J. P. Carbotte, Physica C176, 485~1991!.
55H. Y. Choi and E. J. Mele, Phys. Rev. B52, 7549~1995!.
56A. A. Abrikosov and L. P. Gor’kov, Sov. Phys. JETP12, 1243

~1961!.
57A. Griffin and V. Ambegaokar, inLow Temperature Physics

LT9A, edited by J. G. Daunt and D. O. Edwards~Plenum, New
York, 1965!.



u,

-

. B

ys

p

e

et

.

ies
.

-
,
e

J.

P.

-
i,

P.

s-

.
.

b,
.

.
n,

.
R.

r-

S.

F.
n-
er-

4.

-

.

PRB 58 1023MUON-SPIN-RELAXATION STUDIES OF THE ALKALI- . . .
58Y. Masuda and M. Hashimoto, J. Phys. Soc. Jpn.31, 1661
~1971!.

59K. Kumagaiet al., in Ternary Superconductors, edited by G. K.
Shenoy, B. D. Dunlap, and F. Y. Fradin~Elsevier, Amsterdam,
1981!, p. 185.

60Y. Iwasa, H. Shimoda, T. T. M. Palstra, Y. Maniwa, O. Zho
and T. Mitani, Phys. Rev. B53, R8836~1996!.

61C. M. Brown, K. Prassides, Y. Iwasa, and H. Shimoda, inRecent
Advances in the Chemistry and Physics of Fullerenes, edited by
K. M. Kadish and R. S. Ruoff~Electrochemical Society, Pen
nington, NJ, 1997!, Vol. 4.

62K. Prassides, K. Tanigaki, and Y. Iwasa, Physica C282, 307
~1997!.

63A. L. Fetter and P. C. Hohenberg, inSuperconductivity, edited
by R. D. Parks~Dekker, New York, 1969!, Vol. 2, p. 817.

64Daniel S. Fisher, M. P. A. Fisher, and D. A. Huse, Phys. Rev
43, 130 ~1991!.

65P. G. deGennes,Superconductivity of Metals and Alloys~Ben-
jamin, New York, 1966!.

66U. Brandt, W. Pesch, and L. Tewordt, Z. Phys.201, 209~1967!.
67U. Brandt, Phys. Lett.27A, 645 ~1968!.
68K. Maki in Superconductivity~Ref. 63!, p. 1035.
69V. Ambegaokar and A. Griffin, Phys. Rev.137, A1151 ~1965!.
70A. Wasserman and M. Springford, Ann. Phys.~N.Y.! 45, 471

~1996!; M. Springford and A. Wasserman, J. Low Temp. Ph
105, 273 ~1996!.

71V. Ambegaokar, inSuperconductivity~Ref. 48!, p. 259.
72C. Caroli, P. G. deGennes, and J. Matricon, Phys. Lett.9, 307

~1964!.
73M. Cyrot, Phys. Kondens. Mater.3, 374 ~1965!.
74F. Gygi and M. Schluter, Phys. Rev. B43, 7609~1991!.
75D. Rainer, J. A. Sauls, and D. Waxman, Phys. Rev. B54, 10 094

~1996!.
76R. J. Watts-Tobin, L. Kramer, and W. Pesch, J. Low Tem

Phys.17, 71 ~1974!.
77W. Pesch and L. Kramer, J. Low Temp. Phys.15, 367~1974!; L.

Kramer and W. Pesch, Z. Phys.269, 59 ~1974!.
78M. Ichioka, N. Hayashi, and K. Machida, Phys. Rev. B55, 6565

~1997!.
79B. Pöttinger and U. Klein, Phys. Rev. Lett.70, 2806~1993!.
80B. S. Chandrasekhar, Appl. Phys. Lett.1, 7 ~1962!; A. M.

Clogston, Phys. Rev. Lett.9, 266 ~1962!.
81D. Saint-James, E. J. Thomas, and G. Sarma,Type-II Supercon-

ductivity ~Pergamon, Oxford, 1969!.
82N. R. Werthamer, E. Helfand, and P. C. Hohenberg, Phys. R

147, 295 ~1966!.
83M. Cyrot, J. Phys.~Paris! 27, 283 ~1966!.
84Y. Masuda and N. Okubo, J. Phys. Soc. Jpn.26, 309 ~1969!.
85D. Eppel, W. Pesch, and L. Tewordt, Z. Phys.197, 46 ~1966!;

W. Pesch, Phys. Lett.28A, 71 ~1968!.
86B. G. Silbernagel, M. Weger, and J. E. Wernick, Phys. Rev. L

17, 384 ~1966!.
87I. B. Goldberg and M. Weger, J. Phys. Soc. Jpn.24, 1279

~1968!.
88W. Fite II and A. G. Redfield, Phys. Rev.162, 358 ~1967!.
89L. Xing and Y-C. Chang, Phys. Rev. Lett.73, 488 ~1994!.
90E. Ehrenfreundet al., Solid State Commun.7, 1333 ~1969!; L.

N. Bulaevskii, N. N. Kolesnikov, I. F. Schegolev, and O. M
Vyaselev, Phys. Rev. Lett.71, 1891~1993!; C. H. Recchia, J. A.
Martindale, C. H. Pennington, W. L. Hults, and J. L. Smith,ibid.
78, 3543~1997!.
.

.

v.

t.

91A. Z. Genack and A. G. Redfield, Phys. Rev. Lett.31, 1204
~1973!.

92Colloque Ampe`re Proceedings, edited by R. Blinc ~North-
Holland, Amsterdam, 1967!.

93F. Y. Fradin, inNuclear and Electron Resonance Spectroscop
Applied to Materials Science, edited by E. N. Kaufman and G
K. Shenoy~Elsevier, Amsterdam, 1981!.

94T. L. Duty, J. H. Brewer, K. Chow, R. F. Kiefl, W. A. MacFar
lane, G. D. Morris, J. W. Schneider, B. Hitti, R. Lichti, L. Brard
J. E. Fischer, A. B. Smith III, and R. M. Strongin, Hyperfin
Interact.86, 789 ~1994!.

95W. A. MacFarlane, R. F. Kiefl, S. Dunsiger, J. E. Sonier, and
E. Fischer, Phys. Rev. B52, R6995~1995!.

96E. J. Ansaldo, C. Niedermayer, and C. E. Stronach, Nature~Lon-
don! 353, 129 ~1991!.

97E. Holzschuh, Helv. Phys. Acta54, 552 ~1981!.
98E. J. Mele and S. C. Erwin, Phys. Rev. B50, 2150~1994!.
99J. Mizuki, M. Takai, H. Takahashi, N. Moˆri, K. Tanigaki, I.

Hirosawa, and K. Prassides, Phys. Rev. B50, 3466~1994!.
100V. A. Stenger, C. H. Pennington, D. R. Buffinger, and R.

Ziebarth, Phys. Rev. Lett.74, 1649~1995!.
101Y. Maniwa, T. Saito, K. Kume, K. Kikuchi, I. Ikemoto, S. Su

zuki, Y. Achiba, I. Hirosawa, M. Kosaka, and K. Tanigak
Phys. Rev. B52, R7054~1995!.

102R. Tycko, G. Dabbagh, M. J. Rosseinsky, D. W. Murphy, A.
Ramirez, and R. M. Fleming, Phys. Rev. Lett.68, 1912~1992!.

103V. Jaccarino, inProceeding of the International School of Phy
ics ‘‘Enrico Fermi,’’ XXXVII, edited by W. Marshall~Aca-
demic, New York, 1967!, p. 365.

104B. S. Shastry and E. Abrahams, Phys. Rev. Lett.72, 1933
~1994!.

105J. A. Chakhalianet al., Hyperfine Interact.106, 245 ~1997!.
106K. H. Chow, R. F. Kiefl, J. W. Schneider, B. Hitti, T. L. Ertle, R

L. Lichti, C. Schwab, R. C. Duvarney, S. R. Kreitzman, A
MacFarlane, and M. Senba, Phys. Rev. B47, 16 004~1993!.

107Y. J. Uemura, A. Keren, L. P. Le, G. M. Luke, B. J. Sternlie
W. D. Wu, J. H. Brewer, R. L. Whetten, S. M. Huang, S. Lin, R
B. Kaner, F. Diederich, S. Donovan, G. Gru¨ner, and K. Holczer,
Nature~London! 352, 605 ~1991!.

108Y. J. Uemura, A. Keren, L. P. Le, G. M. Luke, W. D. Wu, J. S
Tsai, K. Tanigaki, K. Holczer, S. Donovan, and R. L. Whette
Physica C235-240, 2501~1994!.

109W. A. MacFarlane, R. F. Kiefl, K. Chow, S. Dunsinger, T. L
Duty, T. M. S. Johnston, J. W. Schneider, J. Sonier, L. Brard,
M. Strongin, J. E. Fischer, and A. B. Smith III, Hyperfine Inte
act.86, 467 ~1994!.

110E. H. Brandt, Phys. Rev. B37, 2349~1988!.
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